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## ABSTRACT

Production cross sections for charmonium states and charmonium hybrids in $p \bar{p}$ annihilations are relevant for the planned $\overline{\mathrm{P}}$ ANDA experiment, as they allow for the evaluation of luminosity requirements and detection strategies and to perform detector simulations.
In this work the cross section of $\psi(3770) \rightarrow p \bar{p} \pi^{0}$ and its partial decay width has been measured with the BESIII detector located at the electron positron collider BEPCII in Beijing, China. Using a model based on a constant amplitude approximation requiring this partial decay width as an input, the cross section for the process of $p \bar{p} \rightarrow \psi(3770) \pi^{0}$ has been evaluated.
The cross section of $\psi(3770) \rightarrow p \bar{p} \pi^{0}$ has been extracted considering interference between resonant $\left(e^{+} e^{-} \rightarrow \psi(3770) \rightarrow p \bar{p} \pi^{0}\right)$ and continuum production amplitude $\left(e^{+} e^{-} \rightarrow p \bar{p} \pi^{0}\right)$. The Born cross section $\sigma_{0}\left(e^{+} e^{-} \rightarrow p \bar{p} \pi^{0}\right)$ is determined to be $0.87_{-0.72}^{+1.27} \mathrm{pb}(<2.7 \mathrm{pb}$ at a $90 \%$ confidence level). The phase angle of the interference is in agreement with a total destructive interference between resonant and continuum production amplitude.
The cross section for the process $p \bar{p} \rightarrow \psi(3770) \pi^{0}$ has been calculated to be less than 9.7 nb at a $90 \%$ confidence level at a center of mass energy of 5.26 GeV and is thus still in reach of the $\overline{\mathrm{P}}$ ANDA experiment.
A second focus of this work lies on the development and implementation of simulation and reconstruction software for an upgrade of the time of flight detector of the BESIII experiment into the BESIII offline software system (BOSS). It is foreseen to replace the endcap time of flight system based on plastic scintillators with a system of Multigap Resistive Plate Chambers (MRPC) in the year 2015.

The geometrical and material properties of the upgraded detector and a realistic model for signal production have been implemented into the simulation framework. The model allows for the simulation of the MRPC's characteristics and is able to reproduce beam test results. The implemented reconstruction packages allow for a matching of the MRPC signals with the reconstructed tracks in the Mini Drift Chamber and the signals of other detector systems. Several correction routines, e.g. for walk corrections, for energy loss corrections and for the correction of the signal transition time in the readout strips are implemented, too.
It is shown that the total time resolution for pions and kaons with a momentum of around $1.45 \mathrm{GeV} / \mathrm{c}$ can be expected to be $\sim 80 \mathrm{ps}$. The upgrade thus will extend the capability for a pion/kaon separation at the $2 \sigma$ level from momenta of about $1 \mathrm{GeV} / \mathrm{c}$ up to $\sim 1.45 \mathrm{GeV} / \mathrm{c}$.
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Chaper 1

Introduction and Motivation

The $\overline{\mathrm{P}}$ ANDA (AntiProton Annihilations at Darmstadt) experiment to be build as a part of the future Facility for Antiproton and Ion Research (FAIR) located at the existing Gesellschaft für Schwerionenforschung (GSI) facility in Darmstadt, Germany will address the fundamental physics questions of quantum chromodynamics (QCD), mostly in the nonperturbative region [1]. It is designed to exploit the physics potential arising from a cooled, high-intensity antiproton beam covering the center of mass energy range between $\sim 2.3$ and 5.5 GeV and will perform studies of antiproton-proton annihilation and reactions of antiprotons with heavier nuclear targets.

Its scientific program includes not only the search for gluonic excitations such as hybrids (quark-antiquark pairs with additional gluons) and glueballs (pure gluonic states), the study of in medium modifications of hadrons in nuclear matter and the study of the structure of the nucleon, but also hadron spectroscopy up to the region of charm quarks and especially a detailed investigation of the spectrum of charmonium and charmonium hybrid states, including the determination of masses, decay widths, decay properties and quantum numbers. Because of the unprecedented low momentum spread of the anti-proton beam and the possibility of mass scans, measurements of charmonium state masses with an accuracy of the order of 100 keV and of widths with a resolution better than $10 \%$ is possible [2].

The states formed in $\mathrm{p} \overline{\mathrm{p}}$ annihilations, in contrast to the ones formed in electron-positron annihilations, are not restricted to the quantum number $J^{P C}=1^{--}$. They rather can have all non-exotic quantum numbers, as the annihilation process proceeds via two or three (virtual) gluons. However, states with exotic quantum numbers are still within the reach of $\overline{\mathrm{P}} A N D A$, as they can be produced in a $\mathrm{p} \overline{\mathrm{p}}$ annihilation in association with a light meson $\left(\pi^{0}, \eta, \rho, \omega\right.$ and $\left.\phi\right)[3]$. For example, the mass of the $J^{P C}=1^{-+}$exotic charmonium hybrid, which is expected to be the lightest one, is predicted to be in the range of $4.2-4.4 \mathrm{GeV} / \mathrm{c}^{2}$ $[4-7]$ and thus can be discovered by $\overline{\mathrm{P} A N D A}$. The production in association with a light meson is not only restricted to exotic states. Conventional charmonium states, such as $\mathrm{J} / \psi$, $\psi(2 \mathrm{~S})$ and $\psi(3770)$, can be formed with a light meson partner as well. So far, only a single exclusive cross section of this type is measured: $\mathrm{p} \overline{\mathrm{p}} \rightarrow \pi^{0} J / \psi$. It was reported by the E760
collaboration to be $130 \pm 25 \mathrm{pb}$ near an energy of about $3.5-3.6 \mathrm{GeV}[8,9]$.
The total proton-antiproton cross section at this energy is measured to be $\sim 60 \mathrm{mb}$ [10], and thus about eight magnitudes larger compared to exclusive process. Even after neglecting the elastic proton-antiproton cross section (about $15 \mathrm{mb}[10]$ ) the ratio does not change significantly. Thus, a main task for the study of such channels at $\overline{\mathrm{P} A N D A}$ experiment is the separation of hadronic background from the charm signal.
To investigate detection strategies, to evaluate luminosity requirements and to perform detailed detector simulations with theoretical preferred states, the knowledge of production cross sections for charmonium and charmonium hybrid states is indispensable.
Various theoretical models allow for the estimation of the required cross sections. Estimates based on the quark-gluon string model [11], the annihilation of di-quark pairs [12] or on hypothetic contributions of $D \bar{D}$ molecule pairs to the resonances above the open-charm threshold [13] suggest cross section in the range of 10 nb up to a few 100 nb . In case of direct resonance formation in $\mathrm{p} \overline{\mathrm{p}}$ annihilations the cross section can also be calculated with the help of detailed balance. The results of this method are usually in the order of a few nb for resonances above the open charm threshold [1]. For the production in association with a light meson, the cross section can be determined by models based on initial-state light meson emission, constant amplitude approximation and crossing symmetries [3, 8, 14]. All those models require as an input parameter the a priori unknown partial decay width of the investigated state into $\mathrm{p} \overline{\mathrm{p}}$ or $\mathrm{p} \overline{\mathrm{p}} \pi^{0}$, respectively.
The partial decay widths into $\bar{p} \bar{p}$ and $p \bar{p} \pi^{0}$ for charmonium states below the open charm threshold have been reported by various experiments and are relatively well known. However, information on the partial decay widths of higher lying charmonium states is still lacking [10].
The $\psi(3770)$ resonance with a mass of $\sim 3.773 \mathrm{GeV} / \mathrm{c}^{2}$ and a width of about 27.3 MeV is the lightest charmonium state above the open charm threshold. It was predicted by Eichten et al. [15] and is often interpreted as a mixture of a D -wave and the $2^{3} \mathrm{~S}_{1} \mathrm{~S}$-wave state, dominated by the ${ }^{3} \mathrm{D}_{1} \mathrm{D}$-wave state [16-18]. Due to its closeness to the $D \bar{D}$ threshold and its large width, it was expected to decay almost entirely into $D \bar{D}$ states.
However, a total non- $D \bar{D}$ branching fraction of (14.7 $\pm 3.2$ ) \% has been reported by the BES collaboration [19-22]. This result did not consider interference effects between resonant and continuum production and the CLEO collaboration did measure the non- $D \overline{\mathrm{D}}$ branching ratio to be $\left(-3.3 \pm 1.4_{-4.4}^{+6.6}\right) \%$ considering interference of electromagnetic resonant decays and continuum decays [23]. However, considering interference of continuum decays with the 3 -gluon resonant amplitude might change the observed cross section to light hadrons up to about 1.9 nb and thus influence the measured branching ratio [24, 25].
To clarify the situation, both, the BES and CLEO collaboration did perform searches for non- $D \overline{\mathrm{D}}$ decay modes [26-28], but the total sum of the of the non- $D \bar{D}$ branching fractions is less than $2 \%$. The branching fraction into $\mathrm{p} \overline{\mathrm{p}} \pi^{0}$ and consequently the partial decay width,
required as input parameter for the cross section estimation for the $\overline{\mathrm{P}}$ ANDA experiment, is only known as an upper limit [10], too.
A great and unique opportunity to determine the partial decay width and to investigate possible interference effects offers the Beijing Electron Spectrometer III (BESIII) experiment, located at the Beijing Electron-Positron Collider II (BEPCII) in Beijing, China at the Institute of High Energy Physics, commonly known as IHEP. The symmetric $\mathrm{e}^{+} \mathrm{e}^{-}$experiment is optimized for the investigation of charm and $\tau$ physics $(1.8 \mathrm{GeV} \leq \sqrt{s} \leq 4.5 \mathrm{GeV}$, where $\sqrt{s}$ is the available center of mass energy) [29, 30]. Up to now the BESIII experiment has already accumulated the world largest data sets of $J / \psi, \psi(2 \mathrm{~S}), \psi(3770), \psi(4040)$, $\psi(4260)$ and $\psi(4360)$ events in $\mathrm{e}^{+} \mathrm{e}^{-}$collisions - and still more data is to be expected in the upcoming years.
The main focus of interest of this thesis is set on the extraction of the partial decay width of $\psi(3770) \rightarrow \mathrm{p} \overline{\mathrm{p}} \pi^{0}$ by a lineshape analysis using the data collected by the BESIII detector. Interference effects between the continuum $\left(\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{p} \overline{\mathrm{p}} \pi^{0}\right)$ and resonant $\left(\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow\right.$ $\psi(3770) \rightarrow \mathrm{p} \overline{\mathrm{p}} \pi^{0}$ ) production process, which can be interpreted as the interference between the electromagnetic and the 3 -gluon production amplitude [24, 25], will be considered as well. This result is eventually used to predict the cross section of $\mathrm{p} \overline{\mathrm{p}} \rightarrow \pi^{0} \psi(3770)-$ with the model presented in [8] - over the whole energy range to be investigated by the $\overline{\mathrm{P}}$ ANDA experiment.
Since the $\bar{P} A N D A$ experiment will not start its operation before 2018 and more information on exclusive $\mathrm{p} \overline{\mathrm{p}}$ cross sections is required, this thesis discusses also a possible upgrade for the BESIII detector leading to improved analysis results and thus consequently to better estimates for the $\overline{\mathrm{P}}$ ANDA experiment. The presented upgrade is an improved endcap Time of Flight (ToF) system based on a MRPC. Detailed simulations in a realistic environment using the offline software BOSS (BESIII Offline Software System) of the BESIII experiment have been performed. They show that a total time resolution of 80 ps can be reached and the detector system will thus allow for a pion/kaon discrimination at a $95 \%$ confidence level up to momenta of $1.4 \mathrm{GeV} / \mathrm{c}$.
Such high momentum pions and kaons can be observed in decays of all charmonium states into light hadrons, but more frequently for states above the open charm threshold [10]. A lot of new resonances, which can not be simply build of only one charm and anticharm quark, have been discovered in the recent decade in this mass region (e.g. the $J^{P C}=1^{++} \mathrm{X}(3872)$ $[31,32]$ or the charged charmonium like state $\mathrm{Z}(3900)$ [33]) and the $\overline{\mathrm{P}}$ ANDA experiment may help to shed further light into the nature of these states.
This thesis presents after a brief introduction into the required theoretical background, both the setup of the $\overline{\mathrm{P}}$ ANDA and the BESIII detector. The fifth chapter presents the ToF upgrade and shows the performance and results of the developed simulation and reconstruction software packages. The next chapter describes all details concerning the analysis of $\psi(3770) \rightarrow \mathrm{p} \overline{\mathrm{p}} \pi^{0}$ and the determination of the cross section of $\mathrm{p} \overline{\mathrm{p}} \rightarrow \pi^{0} \psi(3770)$. This
chapter is followed by a section summarizing and discussing the results and giving brief outlook.

## Chapter 2

## Theoretical Background

### 2.1. The Standard Model of Elementary Particle Physics

The standard model of particle physics requires just a few elementary particles, which are the basic constituents of all matter. They interact via four fundamental interactions; three of these a described in the standard model by the means of Quantum Field Theory (QFT). Generally speaking, a QFT consists of equations describing the movement and interactions of particles (fields). They all are combined in a Lagrangian density, which controls the whole dynamics and kinematics of the theory.
By introducing basic symmetries - e.g. the physic does not depend on shifts in the spatial coordinates - the number of allowed equations is reduced and the mass of force carriers is restricted to be zero. However, force carriers (and also the elementary particles) may gain masses through the process of electro-weak symmetry breaking, for which the famous Higgsboson is required (It has been discovered at the Large Hadron Collider in 2012 [34, 35]). The symmetry operations can be described mathematically by Lie groups; the symmetry group of the standard model is a product of three different groups, namely

$$
S U(3) \otimes S U_{L}(2) \otimes U(1),
$$

where $S U$ means "Special Unitary".
The strong interaction is described by the non-abelian $S U(3)$ symmetry. The number of its gauge bosons (force carriers) is given by the relation $\mathrm{n}=\operatorname{dim}^{2}$ (Group) -1 and thus is eight. The weak interaction, including three gauge boson, is described by $S U(2)$ symmetry; the subscript $L$ denotes that it only acts on left handed fermions. The electromagnetic interaction with only one gauge boson is described by the unitary group $1(\mathrm{U}(1))$.

Particles The standard model requires twelve elementary particles (and the corresponding antiparticle) with half integer spin - which are the fundamental building blocks of matter - and elementary force carriers - which mediate the interaction between the particles. They particles with half integer spin obey the Fermi-Dirac statistic and therefore, are called fermions. The force carriers (photon $(\gamma)$, gluon $(g), \mathrm{Z}^{0}$ and $\mathrm{W}^{ \pm}$

| Fermions | Generations |  |  | Electric | Color | Weak | Force |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | Charge [e] | Charge | Charge | Carrier |
| Leptons | $\nu_{e}$ | $\nu_{\mu}$ | $\nu_{\tau}$ | 0 | - | $\checkmark$ | $\gamma$ |
|  | e | $\mu$ | $\tau$ | -1 | - | $\checkmark$ | $g$ |
|  | up | charm | top | $+2 / 3$ | $\checkmark$ | $\checkmark$ | $\mathrm{~W}^{ \pm}, \mathrm{Z}^{0}$ |
|  | down | strange | bottom | $-1 / 3$ | $\checkmark$ | $\checkmark$ | H |

Table (2.1) The twelve elementary fermions arranged in three generations and the gauge bosons (force carrier) of the standard model. The three next-to-last columns denote whether they carry a certain charge, which allows them to participate on the corresponding interaction.
bosons and Higgs boson $(H)$ ) have integer spin and are called Bosons as they obey the Bose-Einstein statistics. The fermions can be again divided into a group of six quarks and six leptons according to their different charges (compare to table 2.1). According to their increasing masses, they can be arranged into 3 generations: Each generation contains a neutral and charged lepton and a positively and a negatively charged quark. Why there are exactly three generations of fundamental particles is still unclear, but the possibility of undiscovered generations is rather small. The width of the $Z^{0}$ resonance proves that only three neutrino generations with a mass smaller than $1 / 2$ of the $Z^{0}$ 's mass are existing. Since the known neutrinos have rather small masses, it is very unlikely that there are more very massive ones.
It is worth to mention, that all known stable matter is build from the two quarks of the first generation.

Electromagnetic Interaction The electromagnetic interaction is mediated by photons and described within the framework of Quantum Electro Dynamic (QED). The photon couples to the electric charge of the particles and therefore, neutral particles do not interact in first order electromagnetically. The range of the electromagnetic interaction is not limited as photons carry no mass and do not interact with each other (in first order).

Strong Interaction Gluons are the force carrier of the strong interaction. They couple to color charge, which is carried by quark and antiquarks, and by the gluons themselves. The color charge carried by the gluons leads to the unique first order coupling of gluons to themselves. This effect leads to a running coupling constant $\alpha_{s}$ already at small distances (see figure 2.1) and the confinement: If one tries to separate two quarks, the color force between them will steadily increase until sufficient energy is accumulated to produce quark-antiquark pairs out of the vacuum. This also implies that neither quarks or antiquarks can exist as free particles. However, at zero distance


Figure (2.1) The running coupling constant of the strong interaction (taken from [10]). For distances between quarks in the order of some $10^{-16} \mathrm{~m}$, the color forces are strong enough to create quark-antiquark pairs from the vacuum. The $\overline{\mathrm{P} A N D A}$ experiment will investigate the properties of this region. The figure is taken from [36].
the quarks are believed to be free, no force acts on them; this principle is known as asymptotic freedom.
Quarks can also form stable particles, the hadrons, which are held together by the strong force. They can be divided into different categories: Particles build of three quarks or antiquarks are called baryons, particles build of a quark and an antiquark are called mesons. Also particles build of four or more quarks or antiquarks (multi quark states), states build of quarks, antiquarks and additional gluons (hybrids), or even states build only of gluons (glueballs) are allowed by QCD. All the latter states are referred to as exotica.

The color charge has three manifestations (often chosen to be red, green and blue) and due to this additional degree of freedom one would expect a lot of hadrons, which differ only by their color charge. However, such a variety of hadrons is not observed and the absence is explained by allowing only color neutral states: All three colors added together are colorless or a color cancels its corresponding anticolor.

Weak Interaction The weak interactions is the only interaction mediated by massive force carriers, denoted by $W^{ \pm}$and $Z^{0}$, resulting in the limited range of only $\sim 10^{-3} \mathrm{fm}$. It acts on all leptons with the same strength, but the coupling strength to quarks is non-universal. The introduction of weak eigenstates, which are obtained from rotations of mass eigenstates of the quarks, has solved the dilemma of non-universality. The rotations are described in the famous CKM (Cabibbo-Kobayashi-Maskawa) ma-
trix. The squared absolute value of the matrix's entries describe the probability that a given quark changes its flavor by emitting or absorbing a charged $W$ boson. Flavor changing neutral currents via the emission or absorption of the neutral $Z$ boson do not exist in the standard model.
The weak interaction is also the only one violating charge conjugation $C$ and parity symmetry $P$ : Its force carriers do only couple to the left-handed component of particles and the right-handed component of antiparticles. The combined "charge conjugation parity" symmetry $C P$, which long time was believed to be preserved, is violated, too. Whether the combined $C P T$ symmetry is conserved, which additionally considers the time reversal $T$, is still an open question and a field of active research. However, the standard model and all QFTs are based on a conserved $C P T$ symmetry and a violation will clearly indicate physics beyond the standard model.

Gravitation Gravitation, by far the weakest of all known interactions, is the only one which is not yet contained in the standard model. It acts on all particles which have a mass, but the effects are small compared to the other interactions and thus it is often neglected in particle physics.

Since the standard model does not contain a quantum field theory describing the gravitational interaction and can not solve the problem of the unification of the electroweak interaction with the strong interaction, it is far from being complete. Numerous physical theories for physics beyond the standard model do exist and a lot of experiments - e.g. the current experiments at the TeV scale, running at CERN and the high precision experiments BELLE, BELLE II, BESIII and LHCb - are searching for experimental hints of new physics, which could help to exclude some of these theories.

### 2.2. Heavy Quarkonia

Heavy quarkonium refers to states composed of a $c$ and $\bar{c}$ quark (charmonium) or a $b$ and $\bar{b}$ quark (bottomonium). They can be used to probe the regime of QCD where nonperturbative effects are relevant (at low energies) and the high energy regime in which perturbation theory can be applied, as the coupling constant shrinks (compare to figure 2.1). Thus an investigation of the spectra is helpful to understand the features of QCD. In contrast to the states build by $u, d$ and $s$ quarks, heavy quarkonia are well-defined in terms of the quark-antiquark pair flavor, i.e. they can be seen as states of pure $c$ and $\bar{c}$ or pure $b$ and $\bar{b}$. Due to their small widths and large masses, they do not mix with each other. The mixing effect for the light quark flavors $u, d$ and $s$ can be directly observed for the light $\mathrm{J}^{P C}=0^{-+}$states (pseudo-scalars) [10]. Toponium, states composed of a $t$ and $\bar{t}$ quark, can not be formed, since the very massive top quark decays via the electroweak interaction before hadronization can take place.

QCD allows (theoretically) the calculation of all meson properties, but simple perturbation theory can not be used to determine properties such as masses, widths and decay rates. However, within the framework of non-relativistic models, effective field theories and lattice QCD particle spectra of charmonium or bottomonium can be calculated. A comparison of the calculated spectra with the measured ones, allows to put QCD on a strict test. One question, that might be answered by heavy quarkonium spectroscopy, is the existence of exotic states like quark-gluons hybrids or tetraquarks; candidates would be states which do not fit into the $q \bar{q}$ model (e.g. the $1^{++} \mathrm{X}(3872)$ [32], which has been discovered by the BELLE experiment in 2003 [31]) or/and have exotic quantum numbers.

One simple model which allows to calculate the spectra of the states is based on the phenomenological derived Cornell potential [37]

$$
V(r)=-\frac{4}{3} \frac{\alpha_{s}}{r}+k r
$$

with $\alpha_{s}$ the strong coupling constant and $k$ the string tension taking into account the confinement at large distances. The first term, a Coulomb-like part, is describing the interaction a short distances, which should be dominated by a single gluon exchange.
However, it is possible to derive this potential with some more additional corrections, similar to how Gregor Breit did it for a potential for electron-electron and electron-positron scattering [38, 39]. The resulting potential [40],

$$
\begin{align*}
V^{\text {Breit }}\left(\vec{r} ; \vec{p}_{1}, \vec{p}_{2}\right)= & -\frac{4 \alpha_{s}}{3 r}+\frac{4 \pi \alpha_{s}}{3 m_{q}^{2}} \delta(\vec{r})-\frac{2 \alpha_{s}}{3 m_{q}^{2}}\left[\frac{\vec{p} \cdot \vec{p}}{r}+\frac{(\vec{r} \cdot \vec{p})(\vec{r} \cdot \vec{p})}{r^{3}}\right] \\
& +\frac{4 \alpha_{s}}{3 m_{q}^{2}}\left[\frac{8 \pi}{3} \delta(\vec{r})\left(\vec{s}_{1} \cdot \vec{s}_{2}\right)+\frac{3\left(\vec{s}_{1} \cdot \vec{r}\right)\left(\vec{s}_{2} \cdot \vec{r}\right)-\vec{s}_{1} \cdot \vec{s}_{2}}{r^{3}}\right]  \tag{2.2.1}\\
& +\frac{2 \alpha_{s}}{m_{q}^{2}} \frac{(\vec{r} \times \vec{p}) \cdot\left(\vec{s}_{1}+\vec{s}_{2}\right)}{r^{3}},
\end{align*}
$$

is based on an one-gluon exchange and considers also spin-orbit and spin-spin interactions, as well as the interaction arising from the magnetic dipole of the two quarks (tensor forces). The following abbreviations are used in the formula 2.2.1: $m_{q}$ describes the quark mass, $\delta(r)$ the Dirac distribution, $p$ and $r$ are the momentum and the spatial coordinates and $s$ is the corresponding spin of the particles. A term, taking into account the confinement has still to be added, but lattice gauge theories show (in the limit of static quarks) a linear behavior for large distances of $r$.
As relativistic effects are expected to be non-dominant in charmonium and bottomonium systems (the quark masses of the heavy quarkonia are dominating the masses of the mesons they build and thus should have non-relativistic velocities), the spectra can be calculated by simply solving the non-relativistic radial Schrödinger equation.
Figure 2.2 shows the calculated charmonium spectra, the experimental observed states and
some transition between those states. The states are ordered by their $J^{P C}$ quantum numbers, which can be determined for quark-antiquark states as follows: $J$ is the total angular momentum, which can be calculated by coupling the spins of its constituents $S$ and the orbital angular momentum $L$. The parity quantum number $P$ is related to the orbital angular momentum by $\mathrm{P}=(-1)^{L+1}$ and its charge conjugation $C$ is related to the spin $S$ and the angular momentum $L$ by $\mathrm{C}=(-1)^{L+S}$.
The strong coupling constant $\alpha_{s}$ has been set to 0.29 , the mass of the charm quark $m_{c}$ to 1.22 GeV and the string tension $\sigma$ to $1.3 \mathrm{GeV} / \mathrm{fm}$ for the calculations. The value of $\alpha_{s}$ and $m_{c}$ can be considered as reasonable [10], but the value of the string tension is about $30 \%$ larger than expected by lattice calculations [40].
Especially for the states below the open charm threshold the calculated spectra fits the experimental one rather well. However, for the states near and above this threshold discrepancies are arising; the simple model can not reproduce the whole spectrum and should be seen as an approximation. The $\psi(2 \mathrm{~S})$ state, for example, is predicted by the model to be above the $D \bar{D}$, also the other $1^{--}$states with larger angular momentum are predicted far to high.
The black marked states in figure 2.2 are believed to be conventional $c \bar{c}$ states, since their masses fit with the prediction of some more sophisticated models (compare to [41]). Both, the $\mathrm{J} / \psi$ and the $\psi(2 \mathrm{~S})$ resonance have a small widths, as they can not decay into D-mesons and the strong decay via 1 or 2 virtual gluons is forbidden and at least 3 gluons are required, each of which has to have a sufficient energy to produce $q \bar{q}$ pairs (OZI rule [42-44]). At first glance one could expect that the $\mathrm{X}(3872)$ state might be the excited $\chi_{c 1}$ state, but its width is far to small for a pure charmonium state above the $D \bar{D}$ threshold and the mass is about 50 MeV of from the value predicted in [41]. All the blue marked states are experimental observed resonances, which do not seem to fit into the $c \bar{c}$ model or where the quantum numbers are not yet known. The green bars indicate the observed charged states: They can not be conventional charmonia, but decay into a charged pion and a charmonium state. For the states, which are not marked with an arrow and a decay channel, transitions to other charmonium resonances have not been observed yet or are only known as an upper limit. Those states, except for the $\eta_{c}^{\prime}$, decay dominantly to open charm, i.e $D \bar{D}$ pairs.

### 2.3. Particle Antiparticle Collisions

A simple way to produce the previously discussed heavy quarkonium states are particle antiparticle collisions. Both, the $\overline{\mathrm{P} A N D A}$ and the BESIII experiments, to be presented in the chapters 3 and 4, (will) run in a similar energy region, but use different initial particles for their collisions: The BESIII experiment employs electron positron collisions, whereas the $\overline{\mathrm{P}}$ ANDA experiment will analyze collisions of protons and antiprotons; both techniques have advantages and disadvantages, which will be discussed briefly.


Figure (2.2) The black lines indicate experimental measured states, which are commonly believed to be $c \bar{c}$ states, the blue lines are experimentally discovered neutral states, which seem not to fit in the ordinary $c \bar{c}$ model. The green lines describe charged resonances, which can not be made simply of a quark and an antiquark. The arrows and its labels show some of the observed transition between the charmonium states, the orange arrows stand for radiative $\gamma$ transitions. The purple lines indicate the respective $D$ thresholds. The names of the particles are according to the PDG's naming scheme [10], the $\mathrm{X}(3900)$ is the state, which has been recently discovered by the BESIII collaboration [33] and was named by them $\mathrm{Z}_{c}(3900)$.
The red points are the masses which have been calculated by simply solving the nonrelativistic Schrödinger equation with the potential from equation 2.2.1. The masses of the states below the $D \bar{D}$ threshold fit rather well to the one, which have been calculated with this simple model.


Figure (2.3) (a) and (b) show a possibility of charmonium production in protonantiproton annihilations for parity odd and parity even states. (c) shows the production of charmonium via a virtual photon in electron-positron collisions. The produced state in electron-positron annihilations is restricted to quantum numbers of the virtual photon, whereas the proton-antiproton annihilation can produce a variety of of $\mathrm{J}^{P C}$ states (compare to table 2.2).

| L | 0 | 0 | 1 | 1 | 1 | 1 | 2 | 2 | 2 | 2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{~J}^{P C}$ | $0^{-+}$ | $1^{--}$ | $1^{+-}$ | $0^{++}$ | $1^{++}$ | $2^{++}$ | $1^{--}$ | $2^{--}$ | $3^{--}$ | $2^{-+}$ |
| $\#$ gluons | 3 |  | 2 |  |  |  | 3 |  |  |  |

Table (2.2) $\mathrm{J}^{P C}$ states which can be produced in $\mathrm{p} \overline{\mathrm{p}}$ annihilation with an angular momentum $L \leq 2$. \# gluons are the number of virtual gluons in the intermediate state. Note that exotic $\mathrm{J}^{P C}$ states can not be produced directly.

For precision experiments the knowledge of the initial state is rather important. Electrons and positrons are both particles with no substructure. As a consequence the energy of the collision is well known, despite small radiative tails arising due initial state radiation and bremsstrahlung. This is in marked contrast to proton-antiproton collisions. Even though the energy of the proton or the antiproton is well known, the particles, that interact with each other are the quarks and gluons. Hence, more effective degrees of freedom are existing and the energy of a certain collision is a priori unknown.
The annihilation of electrons and positrons is governed by the electroweak force, which means that the virtual intermediate state is either a virtual photon or a virtual $Z$ boson. At center of mass energies below the $Z$ boson mass $(\sim 91 \mathrm{GeV})$, the photon is dominating the propagator - the annihilation proceeds almost entirely via the virtual photon (compare to figure 2.3). However, this also restricts the produced particle to the $\mathrm{J}^{P C}$ quantum number of the photon $\left(\mathrm{J}^{P C}=1^{--}\right)$. States with a large cross section and $\mathrm{J}^{P C}=1^{--}$, such as $\mathrm{J} / \psi$, $\psi(2 S), \ldots$, can be produced almost background free.

To reach states with different quantum numbers one has to rely on transitions between
states. The $\mathrm{J}^{P C}=1^{--} \psi(2 \mathrm{~S})$ resonance, for instance, decays in about $27 \%$ via emission of a real photon to the $\mathrm{J}^{P C}=1^{++} \chi_{c 0}, \chi_{c 1}$ and $\chi_{c 2}$ states [10]. Transitions to $\mathrm{J}^{P C}=1^{+-}$ states, for example, can proceed via a decay into this state and a neutral pion and have also already been seen [10] (e.g. $\psi(2 \mathrm{~S}) \rightarrow h_{c} \pi^{0}$ ).
In $\mathrm{p} \overline{\mathrm{p}}$ collisions, the particles do interact additionally via the strong interaction, which dominates the collision process (compare to figure 2.3). This complicates the analysis of the decay products, but allows for the study of gluon rich environments and also to produce a variety of $\mathrm{J}^{P C}$ states directly. Table 2.2 shows the reachable $\mathrm{J}^{P C}$ states for proton anti-proton annihilations, which proceed via 2 or 3 gluons for angular momentums of the $\mathrm{p} \overline{\mathrm{p}}$ system below 3 (both, the proton and antiproton have the quantum number $\mathrm{J}^{P}=1^{+}$). All the $\mathrm{J}^{P C}$ states which can be produced directly are non-exotic states, i.e. they can be composed from a quark and an antiquark partner.
However, also states with exotic quantum numbers (compare to section 2.1) may be produced in $\mathrm{p} \overline{\mathrm{p}}$ annihilations, but with an additional recoil particle. The neutral pion, with $\mathrm{J}^{P C}=0^{-+}$, as recoil particle would allow for the production of $J^{P C}=1^{-+}$and $2^{+-}$exotic states (without additional angular momentum and considering only the $J^{P C}$ quantum numbers listed in table 2.2).
Another drawback for proton-antiproton collisions is the requirement to produce the antiprotons. Electrons and positrons can be produced relatively easy and rather high currents and eventually also high luminosities can be achieved. The BESIII experiments for example has a design luminosity of $\mathcal{L}=10^{33} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$, the BELLE experiment, which was located at the High Energy Accelerator Research Organization, commonly known as KEK, has reached a luminosity of $\mathcal{L}=2.1 \cdot 10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$, which is the world record.
The luminosities expected at the $\overline{\mathrm{P}}$ ANDA experiment $\left(\sim 2 \cdot 10^{31} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}\right.$ in the high resolution mode [1]) are significantly smaller compared to the one of electron positron machines. However, the assessment only based on the luminosities is not meaningful here, as the production cross sections at the experiments are different. $\overline{\mathrm{P}}$ ANDA might be easily produce much more events of a certain resonance (but also the amount of background events could be higher).

## Chaperer 3

## The $\overline{\mathrm{P}}$ ANDA Experiment

The $\bar{P} A N D A$ (AntiProton Annihilations at Darmstadt) experiment will be build as a part of the future Facility for Antiproton and Ion Research (FAIR) located at the existing GSI facility in Darmstadt, Germany. Figure 3.1 shows a layout of the existing GSI facility and the planned FAIR facility and the different experiments, which will address among other physics, topics in the field of nuclear structure and matter, atomic and plasma physics and also in the field of QCD, especially in the non-perturbative regime [1].


Figure (3.1) The existing GSI facility (in blue) and the planned FAIR extension (in red). Shown are the location of the planned experiments, synchrotrons (SIS), the Collector Ring (CR), the experimental storage ring (NESR, HESR), the fragment separator (FRS) and the accumulator ring (RESR). The figure is taken from [36].


Figure (3.2) Schematic layout of the $\overline{\mathrm{P}}$ ANDA detector

FAIR will provide intense secondary pulsed beams of antiprotons, ions (from protons to uranium) and rare isotopes in a broad energy range. The antiprotons will be produced as follows: A proton beam with energy of about 30 GeV , provided by the primary synchrotron SIS-100, will collide with an internal nickel target of about 60 mm length to produce a bunch of at least $10^{8}$ antiprotons [36], which will then be selected by a magnetic separator. The cycle of the antiproton production can be repeated every 10 s , but an upgrade for a cycle time of 5 s is foreseen [36]. The antiprotons will be compressed into single bunches and transfered into the High Energy Storage Ring (HESR).
The $\overline{\mathrm{P}}$ ANDA detector will be located at the HESR, which can supply $\overline{\mathrm{P}}$ ANDA with antiprotons over a broad momentum range from $\sim 1.5 \mathrm{GeV} / \mathrm{c}$ to $15 \mathrm{GeV} /$ c. The ring employs stochastic and electron cooling systems [45, 46] and is designed to run in two different operational modes: It can be driven in a high resolution mode, providing a luminosity $\mathcal{L}$ of $\sim 2 \cdot 10^{31} \mathrm{~cm}^{-2} \mathrm{~S}^{-1}$ and a Root Mean Square (RMS) momentum spread of $\sigma_{p} / p \leq 4 \cdot 10^{-5}$ in the momentum range from 1.5 to $8.9 \mathrm{GeV} / \mathrm{c}$. The second operation mode, the high luminosity mode, provides a luminosity $\mathcal{L}$ up to $2 \cdot 10^{32} \mathrm{~cm}^{-2} \mathrm{~S}^{-1}$ and a RMS momentum spread of $\sigma_{p} / p \sim 10^{-4}$ in the momentum range of 1.5 to $15 \mathrm{GeV} / \mathrm{c}$ [1].

### 3.1. The $\overline{\mathrm{P}} \mathrm{ANDA}$ Detector

The asymmetric detector (compare to figure 3.2), is designed to investigate high rate collisions of an antiproton beam with fixed proton or nuclear targets. Three different types of
targets are foreseen [1]:
Cluster Jet Target Narrow jets of hydrogen clusters are produced by the expansion of pressurized cold hydrogen gas through a Laval-type nozzle into vacuum. The jets will provide a homogeneous and adjustable target density without any time structure. The cluster size will vary from $\sim 10^{3}$ to $\sim 10^{6}$ hydrogen molecules with a density of about $10^{15}$ atoms $/ \mathrm{cm}^{3}$. This type of target technology can be used with heavier gases, too.

Pellet Target Frozen hydrogens spheres with a size of $25-40 \mu \mathrm{~m}$ will traverse the antiproton beam with a velocity of about $60 \mathrm{~m} / \mathrm{s}$, the spacing between the pellets will be between 0.5 mm and 5 mm . This type of target gives access to high effective target densities and can also be used with heavier gases such as $N_{2}, A r$ or $X e$.

Nuclear Targets Different types of heavier nuclear targets, e.g. wire targets made of $B e$, $C, S i$ or $A l$, can be inserted in the detector to study antiproton-nucleus interaction.

The detector itself is split into two spectrometer parts, the target spectrometer, situated around the interaction point, and the forward spectrometer, placed downstream the interaction point. The detector has a total angular acceptance of almost $4 \pi$.

### 3.1.1. The Target Spectrometer

The system consists of several sub-detectors, arranged in onion-shell-like layout; its design is asymmetric as most particles to be measured will go into the forward region. The modular design of the spectrometer allows for removing the backward endcap calorimeter and one layer of the forward muon detector. Instead of these components a dedicated nuclear target station and additional detector for photons, required for the study of hyper-nuclei, can be placed.

Micro Vertex Detector The innermost detector is a micro vertex detector based on radiation hard silicon pixel detectors with an inner radius of 2.5 cm and an outer radius of 13 cm . It will consist of 4 layers, the inner two layers are instrumented with pixel detectors, the outer two layers are equipped with double-sided silicon strip detectors [2]. It is optimized for the detection of secondary decay vertices from charmed and strange hadrons; another purpose is to improve the transverse momentum resolution of charged particles which enter the next outermost detector, the Central Tracker.

Straw Tube Tracker The central tracking detector will consist of 4636 of aluminumized Mylar tubes arranged in 27 layers in radial distances between 15 cm and 41.8 cm from the beam pipe. They result in a material budget of $1.2 \%$ of one radiation length [47]. In order to achieve a resolution of $\sim 3 \mathrm{~mm}$ in $z$-direction (parallel to the beam
axis), the 8 central layers are skewed. Each tube will have a diameter of 1 cm and consist of a single anode wire in the center. It will be filled with an argon based gas mixture to which $\mathrm{CO}_{2}$ is added as quencher. The resolution in the $x-y$ plane is expected to be $\sim 150 \mu \mathrm{~m}$, the momentum resolution $\delta p / p$ will be at the percent level.

Forward GEM Detectors Three planes of Gas Electron Multiplier (GEM), placed 1.1 m , 1.4 m and 1.9 m downstream the target, will measure particles emitted at angles below $22^{\circ}$, which thus are not covered by the straw tube trackers. It is not possible to replace the devices by a drift chamber, as the chamber would not sustain the high particle fluxes of about $3 \cdot 10^{4} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ - it will suffer from aging [47].

Cherenkov Detectors The particle identification for charged particles with momenta higher than $0.8 \mathrm{GeV} / \mathrm{c}$ will be performed by the Detection of Internally Reflected Cherenkov (DIRC) light as realized in the BaBar detector [48]. Fused silica slabs will surround the beam pipe at radial distances from 45 cm to 54 cm . It is intended to focus the images of the light by lenses onto micro-channel plate photomultiplier which can be operated in the magnetic field. A similar DIRC concept is foreseen for the forward region [47].

Time of Flight detector The detector will placed just outside the barrel DIRC detector and will allow for particle identification of slow particles at large forward angles. The detector, based on scintillator tiles, read out by two silicon photomultipliers, can also be used to detect the photon conversions in the DIRC radiator. The time resolution for the device is expected to be about $100 \mathrm{ps}[47]$.

Electromagnetic Calorimeter The electromagnetic calorimeter is the outermost detector within the magnetic field and will be build by lead tungstate $\left(\mathrm{PbWO}_{4}\right)$ crystals. The tapered crystals with a front size of $2.1 \times 2.1 \mathrm{~cm}$ will be 20 cm long ( $\sim 22$ radiation length) and provide an energy resolution of better than $2 \%$ for particles with an energy below 1 GeV . 11,360 crystals will be installed in the barrel region, 3,600 in the forward region and 592 in the backward region (upstream the interaction point). The crystals will be read out by large area avalanche photo diodes, except in the backward region, where vacuum photo-triodes will be used. To achieve the required photon detection down to a few MeV , the crystals have to be cooled down to $-25^{\circ} \mathrm{C}$. This results in a factor of four larger light yield compared to room temperature [49].

Solenoid Magnet and Muon Chambers The superconducting magnet with a length of 2.8 m and an inner radius of 90 cm will provide a homogeneous field of 2 T ; fluctuations in the field strength will be less than $\pm 2 \%$. The return yoke of the magnet in the barrel part will be instrumented with 2,600 mini drift tubes (MDT), which will be arranged in 13 sensitive layers of a thickness of 3 cm [36]. MDTs are drift tubes with
capacitive coupled strips, which are read out on both ends to obtain a longitudinal spatial information. The layers are separated by 3 cm thick iron absorbers (the first and the last absorber have thickness of 6 cm ), which will absorb the pions and so allow for a pion/muon separation. In the forward region 700 MDTs will be installed in 2 times six detection layers, placed behind 6 cm thick iron layers.

### 3.1.2. The Forward Spectrometer

The forward spectrometer located downstream the interaction point allows for the detection of particles emitted in the polar angle range between $5^{\circ}<|\theta|<10^{\circ}$. It consists of several layer of sub-detectors required for tracking and particle identification.

Dipole Magnet A 2 Tm dipole magnet with a length of $\sim 2 \mathrm{~m}$ and a 1 m gap will be used to determine the momentum of the particles in the forward region. However, the dipole field will also influence the antiprotons, which did not undergo a reaction: At the maximum momentum of $15 \mathrm{GeV} / \mathrm{c}$ the incident beam will be deflected by $2.2^{\circ}$ [36]. This deflection will be compensated by two correction dipole magnets, which will be placed around the detection system.

Forward Trackers 6 independent station of tracking detectors will measure the deflection of charged particles caused by the magnetic field. 2 stations each are placed in front and after the dipole magnet, the remaining pair is placed within the dipole field. Each station will consist of 4 double layers of straw tubes. The first and last layer will be installed vertical to the beam direction and the inner two will be shifted by $+5^{\circ}$ and $-5^{\circ}$, respectively.

RICH and ToF Wall The Ring Imaging Cherenkov Detector's favored design is a dual radiator RICH detector, which will allow for pion/kaon/proton separation over a momentum range from $2 \mathrm{GeV} / \mathrm{c}$ to $15 \mathrm{GeV} / \mathrm{c}$. The Cherenkov light will be detected by an array of photo-tubes, which will be placed outside the sensitive volume.
The Time-of-Flight ( ToF ) wall will be made of plastic scintillator, which are read out on both sides. The ToF wall, with an expected resolution of 50 ps , will be placed in distance of about 7 m from the interaction point and allow for pion/kaon and kaon/proton separation up to momenta of $2.8 \mathrm{GeV} / \mathrm{c}$ and $4.7 \mathrm{GeV} / \mathrm{c}$, respectively [47]. Similar detectors will also be placed in the field of the dipole magnet - they will allow for the detection of charged particles, which do not leave the magnetic field.

Forward EMC The forward EMC will be a shashlik-type calorimeter, which will be made of 680 mm (corresponding to $\sim 20$ radiation length) long lead-scintillators with a lateral size of $110 \times 110 \mathrm{~mm}$. A higher spatial resolution will be achieved by dividing the scintillators into 4 subareas with a size of $55 \times 55 \mathrm{~mm}$, their readout will be based
on wave-length shifting fibers to which photomultipliers are coupled. In total 351 modules arranged in 13 rows and 27 columns will cover the whole forward acceptance; with similar types of modules energy resolutions of $4 \% / \sqrt{E}$ have been achieved.

Forward Muon Detectors Absorber material separated by rectangular aluminum drift tubes, similar to the system of the target spectrometer, placed 9 m away from the interaction point will not only allow for the separation of pions and muons, but also for the detection of pion decays and the energy determination of neutrons and antineutrons.

Luminosity Monitor At small momentum transfers (corresponding to small polar angles) the elastic proton-antiproton scattering is dominated by the exact calculable Coulomb term and can be used for the determination of the time integrated luminosity. 4 layers of silicon micro-strip detectors, which cover the whole azimuthal angle, will measure the angle of each scattered antiproton and so allow for the calculation of the luminosity.

## Chaperer 4

## The BESIII Experiment

The BES experiment has a long ongoing history; the electron positron collider BEPC [50] was operated from 1989 to 2004 at IHEP providing collisions in the $\tau$-charm energy region for the BES [51] and the BESII (starting its operation in 1996) [52] experiment. It was a single ring operated in a single bunch mode a maximum luminosity of about $1 \cdot 10^{31} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ [50].
After the approval by the Chinese government in 2003, the double ring multi-bunch collider BEPCII has been installed in the tunnel of BEPC. Almost all components have been replaced, e.g. the beam pipes, the vacuum system and the magnets and its power supplies. Also a new positron and electron source, which allows for the injection of a "new" beam without damping the remaining one and thus leading to an increase of the average luminosities has been installed [29].
BEPCII is again running in the $\tau$-charm energy region, covering an energy range of $\sqrt{s}=$ $2-4.6 \mathrm{GeV}$; but optimized for a center of mass energy of $2 \cdot 1.89 \mathrm{GeV}$.

| Parameter | BEPC | BEPCII |
| :---: | :---: | :---: |
| cm energy $[\mathrm{GeV}]$ | $2-5$ | $2-4.6$ |
| Circumference $[\mathrm{m}]$ | 240.4 | 237.5 |
| RF frequency $[\mathrm{MHz}]$ | 199.5 | 499.8 |
| Number of bunches | $2 \cdot 1$ | $2 \cdot 93$ |
| Beam current $[\mathrm{mA}]$ | 35 | 910 |
| Bunch length $\sigma_{z}[\mathrm{~cm}]$ | $\sim 5$ | 1.5 |
| Bunch size $\left(\sigma_{x} \times \sigma_{y}\right)[\mu \mathrm{m}]$ | $\sim 840 \times \sim 37$ | $\sim 380 \times \sim 5.7$ |
| Crossing angle $[\mathrm{mrad}]$ | 0 | $\pm 11$ |

Table (4.1) A comparison of the design parameters of BEPCII with the one of BEPC [29].

Its design luminosity of $10^{33} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ [29], which is about 100 times larger than that of BEPC, allows for the collection of large data samples and thus for high precision studies
at the boundary of the perturbative and non perturbative regime of QCD. Such high luminosities are achieved by high beam currents, by a large and closely spaced number of bunches and by the compression of the vertical beam size with the help of superconducting quadrupole magnets, which are installed adjacent to the interaction point (compare to figure 4.1). Table 4.1 shows a comparison of the main design parameters of BEPCII and BEPC. Moreover, the BEPCII accelerator is also a synchrotron radiation facility; here the electron beam with a current of 250 mA and an energy of 2.5 GeV is used as source of the high fluxes of synchrotron radiation.
Up to now the BESIII experiment has collected remarkable and unique data sets (compare to table 4.2), which allow for studies of the $\tau$-charm sector with an unprecedented precision.

| Resonance | $\mathrm{J} / \psi$ | $\psi(2 S)$ | $\psi(3770)$ | $\psi(4040)$ |
| :---: | :---: | :---: | :---: | :---: |
|  | $\sim 1.2 \cdot 10^{9}$ events | $\sim 0.6 \cdot 10^{9}$ events | $\sim 2.9 \mathrm{fb}^{-1}$ | $\sim 480 \mathrm{pb}^{-1}$ |
| Energy | 4230 MeV | 4260 MeV | 4360 MeV | 3650 MeV |
|  | $\sim 1.2 \mathrm{fb}^{-1}$ | $\sim 800 \mathrm{pb}^{-1}$ | $\sim 520 \mathrm{pb}^{-1}$ | $\sim 45 \mathrm{pb}^{-1}$ |

Table (4.2) Some data sets collected by the BESIII experiment up to July 2013.

### 4.1. The BESIII Detector

A schematic overview of the BESIII detector is given in figure 4.1. The technical choices and design decisions for the detectors have been made according to the expected data rates and the typical event structure: The average momentum expected for charged particles is about $0.3 \mathrm{GeV} / \mathrm{c}$, the most probable photon energy is approximately 100 MeV and the average multiplicities for charged particles and neutral particles are in the order of 4 particles per event [29].
The setup of the BESIII detector is typically for particle experiments nowadays, as the components, which are required for particle identification, are similar: The innermost detector is a drift chamber, followed by a ToF detector or a detector with similar capabilities, and a calorimeter. Those components are usually surrounded by a magnet, the outermost detector are resistive plate chambers. The following subsections in this chapter discuss the different components of the BESIII detector in detail.

### 4.1.1. Interaction Region

To minimize multiple scattering and secondary interactions of the particles produced in the $\mathrm{e}^{+} \mathrm{e}^{-}$annihilation, the material around the interaction point (IP), to be more precise, the area within the acceptance of the BESIII detector $(|\cos (\theta)|<0.93$, compare to figure 4.1), has to be reduced as much as possible.


Figure (4.1) A schematic view of the upper half of the BESIII detector.

The beam pipe has to withstand the high heat load ( $\approx 700$ Watt), maintain the high vacuum (the design value is $5 \cdot 10^{-10}$ Torr in the interaction region) and its electric conductivity must be large enough to shield the RF radiation from the beam [29, 53].
As beryllium does meet all the requirements, it is used to construct the inner (thickness $=0.8 \mathrm{~mm}$ ) and outer (thickness $=0.6 \mathrm{~mm}$ ) wall of the beam pipe; the 0.8 mm gap between both parts is used for the cooling fluid. The cooling is required as the working temperature of the Mini Drift Chamber (MDC) is restricted to 293.15 K to prevent wire breakages [53]. Cooper extensions are surrounding the beryllium beam pipe outside the sensitive region of the BESIII detector $(|\cos (\theta)|>0.93)$ to shield secondary particles. To monitor the temperature and the radiation level on the beam pipe, twelve radiation detectors ( 6 on each side) are mounted in the gaps between the copper extensions and the central beryllium beam pipe [29].
Two luminosity monitors are placed in a distance of 3.1 m from the IP facing the incoming beams. As the available space is limited, the monitors have to be as compact as possible. The luminosity determination is based one radiative Bhabha scattering ( $e^{+} e^{-} \rightarrow e^{+} e^{-} \gamma$ ): A tungsten target converts the photons into electron-positron pairs, fused silica placed afterwards serves as a scintillation crystal; the scintillation light is finally collected by two photomultipliers (PMT) [54].
Recently one of the luminosity detectors has been replaced by a Zero-Degree Detector (ZDD). This type of detector can not only cover the luminosity determination, but it can be used to tag initial state radiation (ISR) photons. It is a calorimeter, sandwiched of Pb and scintillating fibers, which allows also for the measurement of the energy and the direction of the ISR photons [55].

### 4.1.2. Mini Drift Chamber

The MDC has to fulfill several tasks: It has to allow for the reconstruction of tracks of charged particles traversing the chamber, for the determination of their momentum, charge and energy loss ( $d E / d x$ ) and should also be used for the level 1 trigger to select events. The chamber is divided into an inner and outer chamber, which are assembled at the end plates and thus sharing a common gas volume. Both layers are divided again into 11 super layers, where each of these layers contains again 4 layers of sense wires, except of the last one, which contains only 3 [56]. Each sense wire (in total 6,796) made of gold plated tungsten has a diameter of $25 \mu \mathrm{~m}$ and is surrounded by 8 field wires (in total 21,844 ) made of gold plated aluminum with a diameter of $110 \mu \mathrm{~m}$. A drift cell of the inner chamber has a width of 12 mm and of the outer chamber a width of 16.2 mm , the average single wire spatial resolution $\sigma_{r \phi}$ is in the order of $135 \mu \mathrm{~m}$. In order to be able to determine the $z$-position (the $z$-axis is the one along the beam direction) the layers 1-8 and 21 to 36 are small angle stereo layers, whereas the other layers are axial ones. At the boundary of axial and stereo layers additional field wires are necessary to compensate drift-distance/drift-time variations caused by the 1 Tesla magnetic field [56, 57]. This configuration and magnetic field strength allows to determine the momentum of charged particles with momenta of $1 \mathrm{GeV} / \mathrm{c}$ with a resolution of $0.5 \%$. The spatial resolution $\sigma_{z}$ at the IP can be determined with an accuracy of about 2 mm .
The outer radius of the MDC is 810 mm , the radius of the outermost field wire is 789 mm , the inner radius is 59 mm and the innermost field wire is placed at radius of 73 mm [29]. The MDC's maximum $z$-length is 2.582 m and it covers the polar angle regime of $|\cos (\theta)|<0.93$ and the azimuthal angle range of $0: 2 \pi$; thus the detector has in total an acceptance of $93 \%$ of $4 \pi$.

Critical for the momentum determination are multiple Coulomb scattering processes in the gas volume, hence a helium based gas mixture $\left(60 \% \mathrm{He} / 40 \% \mathrm{C}_{3} \mathrm{H}_{8}\right)$ at a pressure of 3 mb above ambit pressure, similar to other experiments [58-61], is being used. It has a radiation length of about 550 m and the primary ionization is adequate for $d E / d x$ measurement with a resolution of better than $6 \%$. This allows for a pion/kaon separation up to momenta of $\approx 600 \mathrm{MeV} / \mathrm{c}$ at the $3 \sigma$ level [30].

### 4.1.3. Time of Flight Detector

BESIII's ToF system, placed between the MDC and the Electromagnetic Calorimeter (EMC), is based on plastic scintillators, which are read out by fine mesh photomultipliers. The system plays not only an important role for charged particle identification, but is also used to provide fast trigger signals.
It consist of three parts; two single layer endcaps (made of BC-404 scintillators) and the double layer barrel ToF system (made of BC-408 scintillators) [62]. Due to the compact
design of the BESIII detector, the available space for the barrel part ( $0.81 \mathrm{~m}<r<0.93 \mathrm{~m}$ ) and the endcap part $(\mathrm{z}<5 \mathrm{~cm})$ is limited [29, 63].

Each layer of the barrel system covers the polar angle regime of $|\cos (\theta)|<0.82$ and consists of 88 trapezoidal plastic scintillation counters with a length of $2,300 \mathrm{~mm}$ and a thickness of 50 mm . Two PMTs are placed at each end of the barrel counters and coupled to the scintillator bars by the mean of an 1 mm thick silicone pad. The layers are staggered to avoid dead area between the edges of the two scintillators.

The single layer time resolution was estimated to be $100-110 \mathrm{ps}$, whereas the double layer design was expected to have a total time resolution of $80-90 \mathrm{ps}$. The naively expected factor of $1 / \sqrt{2}$ between the single and double layer resolution is not met as correlated sources of uncertainties are existing. Only the intrinsic time resolution $\sigma_{i}$ caused by the rise time of the scintillation light, the fluctuation of photon arrival time at the PMTs, the transition time spread of the PMTs, and the resolution $\sigma_{w}$, which is caused by the time walk of a fixed threshold discriminator, can be improved by the factor of $\sqrt{2}$ [29]. Additional sources, such as the uncertainty from the global accelerator timing marker, the uncertainty from the determination of the interaction point, the uncertainty from the $z$-hit position on the scintillator, the uncertainty of the Time to Digital Converter (TDC) measurement and the one from the determination of the flight path length and the momentum of a particle still have to be considered.

The design goals have been achieved, the double layer time resolution for Bhabha scattering events is 78 ps [64]. Figure 4.2 (a) shows the measured time resolution of the barrel system depending on the $z$-hit position of the barrel (the figure was taken from [64]). The worse time resolution in the middle of a scintillator is due to the reduced amount of scintillation light which arrives the PMTs at the end of the scintillator bars [65].

The endcap systems, which cover a polar angle range of $0.85<|\cos (\theta)|<0.95$, are build of 48 trapezoidal shaped plastic scintillator with a height of 480 mm and a thickness of 50 mm . The width is 62 mm at the bottom and 109 mm at the top [29]. The detectors are placed behind the MDC's endplate. At the bottom, on the front of each scintillator, a $45^{\circ}$ cut is used to reflect the light into the PMT, which is attached at the bottom on the back (compare to figure 4.1).

The design time resolution of 110 ps has only be reached for dimuon events, the resolution for electrons is around 150 ps . The worse resolution is mainly caused by the interaction of the electrons with MDC's endcap plate [66]. The total time resolution for pions and kaons has also been determined in [66]: It is in the order of 135 ps and thus allowing for a pion/kaon separation at a $2 \sigma$ level up to momenta of $1 \mathrm{GeV} / \mathrm{c}$ (compare to figure $4.2(\mathrm{~b})$ ).

Small gaps between the endcaps and the barrel part are required for mechanical support, supply and service structures of the MDC.


Figure (4.2) (a) shows time resolution of the barrel ToF depending on the $z$-coordinate ( $z=0$ corresponds to the IP). The time resolution is worse at $z=0$, as the fewest scintillation photons are collected here. The figure is taken from [64].
(b) shows the time difference of kaons and pions vs. the polar angle $\theta$ determined with the endcap ToF system. The red points show the capability of a $2 \sigma$ kaon/pion separation. The figure is taken from [66].

### 4.1.4. Electromagnetic Calorimeter

The EMC is the outermost detector which is still within the magnetic field. It is mainly used for the detection of photons from 20 MeV up to about 2 GeV and the electron/pion discrimination; high energy resolution, adequate position resolution and high efficiency are mandatory. It does also provide a fast energy trigger information, which is used to select events.
The EMC consists of a barrel and two endcap parts, which both are build of trapezoidal formed thallium doped cesium iodide $(\mathrm{CsI}(\mathrm{Tl}))$ scintillating crystals. The endcap and barrel systems are separated by a 5 cm gap which is required for support, supply and service structures for the inner most detectors. The crystals are tilted about $1.5^{\circ}$ in $\phi$ direction and $1.5^{\circ}-3^{\circ}$ in $\theta$ direction (compare to figure 4.1) to avoid that photons escape through the contacting surfaces [29].
The length of a crystal is 28.5 cm (corresponding to 15.1 radiation lengths $X_{0}$ ), the surface at on end is $5.2 \cdot 5.2 \mathrm{~cm}^{2}$ and at the other end $6.4 \cdot 6.4 \mathrm{~cm}^{2}$. Each crystal, wrapped by a thin reflection material ( $260 \mu \mathrm{~m}$ Tyvek foil, $25 \mu \mathrm{~m}$ aluminum and $25 \mu \mathrm{~m}$ mylar) [67], is read out by two photodiodes mounted on the top of a crystal. 5,280 crystals arranged in 44 rings with an inner radius of 94 cm build the barrel system and 960 crystals arranged in 6 rings at a distance of $\pm 138 \mathrm{~cm}$ from the interaction point build the endcap system. The polar angle covered by the barrel system is $33.5^{\circ}<\theta<146.5^{\circ}$ (corresponding to $|\cos (\theta)|<0.83$ ), the endcaps cover the range of $0.85<|\cos (\theta)|<0.93$.

The energy resolution was measured for Bhabha events at $\sqrt{s}=3.686 \mathrm{GeV}$ to be $2.3 \%$ in the barrel and $4.1 \%$ in the endcap system. For photons the resolution is $2.7 \%$ for the barrel and $4.2 \%$ for the endcap systems, respectively [68]. The position resolution for photons with an energy of 1 GeV is 6 mm in the barrel region and 9 mm in the endcap region.

### 4.1.5. Superconducting Solenoid Magnet

The Superconducting Solenoid Magnet (SSM) provides a uniform axial magnetic field with a strength of 1.0 Tesla and allows for the accurate momentum determination together with the MDC. It encloses the 3 innermost sub-detectors; the inner radius, determined by the EMC is $\sim 1.38 \mathrm{~m}$, the outer one 1.7 m . The SSM is cooled with liquid He with a temperature of 4.5 K and has a nominal current of $3,369 \mathrm{~A}$ [29]. The material of the flux return yoke, which is segmented into layers ( 9 in the barrel, 8 in the endcap region) and instrumented with Resistive Plate Chambers (RPCs), is low carbon steel.

### 4.1.6. Muon Identification System

The main goal of the muon identification system, build of RPCs, is to separate muons from charged pions and other hadrons based on their hit patterns. The system of octagonal shape is embedded in the magnetic flux return and is constructed out of 9 RPC layers in the barrel part (polar angle regime $|\cos (\theta)|<0.75$ ), where the first layer is placed in front of the innermost steel plate, and out of 8 layers in the endcap region (polar angle regime $0.75<|\cos (\theta)|<0.89)$. Each layer contains a superlayer segment (SL), build of double stack RPCs, summing up in total to 72 SLs for the barrel and 64 for the endcap regime [69]. The thickness of the steel plates is varying from 3 cm up to 15 cm , where the first layer of steel plates are the thinner ones. This ensures that the cut-off momentum for muon detection, which is around $400 \mathrm{MeV} / \mathrm{c}$ [29], is as small as possible.
A RPC module is build of two 2 mm Bakelite plates engulfing a 2 mm thick gas gap. To improve detection efficiencies, single gas gaps RPCs are arranged in a two layer structure and embedded in a 32 mm thick aluminum case; the readout strips - their size is varying from 20 mm to 54 mm - are placed in between two RPC modules. With the double layer design the detection efficiency can be enhanced from about $95 \%$ up to $98 \%$ [29].
As the modules can only measure one spatial coordinate the orientation of the signal strips is alternated for each layer, allowing for the measurement of two spatial coordinates.
The RPC modules are driven in a streamer mode with a gas mixture of $A r: C_{2} F_{4} H_{2}: C_{4} H_{10}$ (50:42:8) with a working voltage of $\sim 8000 \mathrm{~V}$.


Figure (4.3) (a) shows the energy loss (normalized pulse height in the MDC) of the particles in the drift chamber vs. the momentum measured in the MDC.
(b) shows the squared mass of a particle determined with the ToF information (compare to equation 4.2.1) vs. the particle's momentum in the drift chamber.
(c) shows a particles' energy deposited in the EMC vs. their momentum.

The data for the plots was taken from a subsample of the $\psi(3770)$ data collected by the BESIII experiment.

### 4.2. Particle Identification

Particle Identification (PID) plays an important role to produce valuable and reliable analysis results. Electrons and positrons ( $\mathrm{e}^{ \pm}$), muons ( $\mu^{ \pm}$), pions $\left(\pi^{ \pm}\right)$, kaons ( $K^{ \pm}$) and protons $(p)$ and antiprotons ( $\bar{p}$ ) have to be separated, but also of neutral particles (mainly photons $(\gamma))$ have to be identified. A good $\mu / \pi$ separation, for example, is required for high precision measurements of the ratio of the decay constants of $\mathrm{D}_{s}$ and D mesons $f_{D} / f_{D_{s}}$. The accuracy of the CKM matrix elements $V_{c s}$ and $V_{c d}$ can be improved with a high reliable electron identification [30].
Each sub-detector provides quite different information for different momentum ranges to determine the particles species. They can be combined by method such as likelihood methods, H-Matrix estimators or artificial neural networks and thus improve the PID performance [70-72].

MDC Figure 4.3(a) shows the normalized pulse height in the MDC (which is proportional to the $d E / d x$ information) versus the momentum of charged particles: In the momentum regime around $0.2 \mathrm{GeV} / \mathrm{c} e^{ \pm}, \mu^{ \pm}$and $\pi^{ \pm}$can not be separated by their ( $d E / d x$ ) information, though pions and kaons can be well separated up to momenta of about $600 \mathrm{MeV} / \mathrm{c}$. It is also possible to separate electrons and pions which have momenta higher than $0.4 \mathrm{GeV} / \mathrm{c}$, but not electrons from kaons around $0.6 \mathrm{GeV} / \mathrm{c}$. Protons and antiprotons can be clearly identified by their energy loss up to momenta of about $1 \mathrm{GeV} / \mathrm{c}$.

ToF system It is possible to calculate the relative velocity $\beta$ and eventually the mass $m$ of a particle with the measured time of flight information $t_{m e}$ :

$$
\begin{equation*}
\beta=\frac{L}{v_{c} t_{m e}}, \quad m^{2}=p^{2} \cdot \frac{1-\beta^{2}}{\beta^{2}}, \tag{4.2.1}
\end{equation*}
$$

with $L$ the corresponding flight path, $p$ the momentum of the particle and $v_{c}$ the velocity of light. Figure 4.3(b) shows the squared mass distribution versus the momentum of particles in the barrel part.

Again the protons and antiprotons can be separated well. The pion and kaon separation at a $2 \sigma$ level is possible up to momenta of $0.9 \mathrm{GeV} / \mathrm{c}$ for the barrel system [62] with its time resolution of about 80 ps (compare to section 4.1.3). With nowadays available time of flight techniques, the capability of pion/kaon separation of the barrel system can not be enhanced significantly - an improvement could only be gained with a complete new detection technology, e.g. Cherenkov detectors.
The endcap system allows also for a pion/kaon separation at a $2 \sigma$ level up to $0.9 \mathrm{GeV} / \mathrm{c}$ (compare to $4.2(\mathrm{~b})$ ). However, due to the longer flight paths and the worse time resolution (compare to section 4.1.3) much more room for improvement is existing.

The capability could be enhanced up to about momenta of $1.4 \mathrm{GeV} / \mathrm{c}$ using nowadays technologies; section 5 of this thesis is discussing such an upgrade in detail.

EMC Electrons, positrons and photons produce an electromagnetic shower in the EMC and deposit their whole energy. Their ratio of deposited energy and total momentum is $\approx 1$ (compare to figure $4.3(\mathrm{c})$ ) as their masses are so low [10]. Electrons and positrons can be separated from photons with the help of the MDC tracks: Neutral particles do not produce signals within the MDC, as they do not interact with the MDC's gas mixture.

Other minimum ionizing particle (i.e. not electrons and positrons) pass under normal circumstances the EMC and deposit about 0.17 GeV of their energy in the crystals (compare to figure 4.3(c).)

Muon system Most of the hadrons penetrating the EMC will get stuck somewhere in the absorber material of the magnetic field's return joke. They will produce a hadronic shower and a lot of hits near the layers where the interaction did occur [30].
However, muons with a high momentum have a high probability to cross all the layers and are likely to produce only one signal in each of the layers.

### 4.3. The BESIII Offline Software System

The BESIII Offline Software System (BOSS) [73], developed in object-oriented C++, based on the Gaudi architecture is the offline software for the BESIII experiment and allows for the simulation, calibration, reconstruction and analysis of the collected data.
As the simulation and reconstruction software developed for the MRPC is implemented into this system, the following section provides a brief introduction into the major BOSS packages:

Simulation Packages They are based on Geant4 (GEometry ANd Tracking) [74] and allow for the complete simulation of the BESIII sub-detectors and the simulation of the response of the individual components. They include a variety of generators allowing for accurate simulation of charmonium production and the subsequent decays. Eventually, the digitized output of a real event is delivered.

Calibration Packages This part of the software enables the reconstruction algorithms to obtain the calibration constants for all the sub-detectors produced by the associated calibration algorithms.

Reconstruction Packages They fulfill the central part for the offline data processing. Tracks are created from the individual hits of the MDC, the $\mathrm{dE} / \mathrm{dx}$ information required for

PID is calculated, the reconstructed tracks are matched with the information of the outer lying detectors, the deposited energy in the EMC is determined, etc.

Analysis Packages This part of the software provides the central algorithm for the analysis of the data. It provides not only tools to determine the vertex and the particle species (PID), but also kinematic fitting tools, which can help to improve the momentum and mass resolution.

## Multigap Resistive Plate Chambers - A Possible Upgrade for the BESIII Experiment

As already discussed in section 4.2 the endcap ToF system has still a lot of room for improvement: To enhance the capability of pion/kaon discrimination from momenta of $1.0 \mathrm{GeV} / \mathrm{c}$ up to $1.4 \mathrm{GeV} / \mathrm{c}$ at a $2 \sigma$ level, the total time resolution (including tracking, etc.) has to be reduced to less than 80 ps. Such time resolutions can be already achieved with nowadays available MRPC technology, which is used in various high energy physics experiments [75-77].
It is discussed to replace BESIII's actual endcap ToF detector with a system based on MRPCs in the year 2015.
The following sections address the development of the simulation and reconstruction software for the planned upgrade, but also the functional principal of MRPCs itself.

### 5.1. Multigap Resistive Plate Chambers

RPCs are relatively simple devices: They consists of a gas volume bounded by resistive plates, covered with electrodes on the outer surface [78]. Passing charged particles will create electron-ion pairs and the electrons will form an avalanche when they are accelerated towards the anode by a sufficiently strong electric field. However, the time resolution of such a device is far to bad to be used as ToF detector. Shrinking the gap size would improve the time resolution, but some particles may not create an avalanche large enough to be detected.

Rising the electric field strength will also lead to an improved time resolution, since the signal will have a much faster rise time. However, this causes a rate problem, since the large amount of charge produced in the gas volume has to be discharged through the resistive plates [79].

MRPCs can solve the dilemma: They are gas based avalanche detectors composed of a stack of resistive plates, with a high bulk resistivity (between $10^{11}$ and $10^{13} \Omega \mathrm{~cm}$ ), which are separated by the mean of spacers, creating a series of equal sized gas gaps. Electrodes
are connected only to the outer surface while the inner plates are kept electrically floating. The small gap-size and a high field strength lead to a very good time resolution and a small amount of charge, the large amount of gaps increases the efficiency ( $>99 \%$ ). The signal collected by the pickup electrodes is the sum of all gaps, thus the signal is large enough to be "easily" detectable.

### 5.1.1. Basic Information about the Planned Upgrade

The MRPC modules planned to be used for the ToF upgrade at the BESIII detector are double stack MRPCs with in total 12 gas layers of a thickness of 0.22 mm (Figure 5.2) and 24 readout channels. They will be operated at a voltage of about 14 kV (corresponding to a field strength of $\approx 112 \mathrm{kV} / \mathrm{cm}$ ) with a gas mixture of $90 \% \mathrm{C}_{2} \mathrm{~F}_{4} \mathrm{H}_{2}, 5 \% \mathrm{SF}_{6}$ and $5 \%$ iso-butane. The signal produced by the MRPC is a differential signal reducing the noise significantly.

The modules will be placed in an aluminum frame. At each side of a frame an additional box containing the front-end electronics (FEE) is mounted (Figure 5.1). The 4 connectors at the bottom of the box are the inlet (outlet) for the gas mixture and the high voltage. To overcome the dead area arising due to the additional box, each endcap will contain two layers of modules. A single layer will be 25 mm thick and contain 18 modules and thus have 432 readout channels.


Figure (5.1) The aluminum frame and the box for the FEE.

Until now, two different versions of the MRPC's design are being discussed, the single end readout and the double sided readout version. They only differ in the design of the readout strips (Figure 5.3). The double sided readout version has the advantage that the hit position can be reconstructed without the information of others detectors, whereas the single end read out version would require additional information from other detectors, but would have a lower multi-hit rate per strip [80].
The FEE planned to be used is based on NINO chips [81], that are ultra-fast and low-power front-end amplifier/discriminators designed specially for MRPCs (developed at CERN). NINO allows not only for the time measurement, but also for charge measurement via time-over threshold. The detection threshold can be varied between $\sim 15 \mathrm{fC}$ and $\sim 150 \mathrm{fC}$. The NINO signals will be fed to a TDC based on HPTDCs (High Performance TDCs) [82], providing a time resolution of 25 ps [83]. This chip has also been developed at CERN.


Figure (5.2) Sketch of the MRPC planned to be used for the ToF upgrade at BESIII. PCB is the acronym for printed circuit board.


Figure (5.3) The readout strips in one row for the single end readout version (left) and for the double sided readout version (right). The single end readout version will have a lower multi hit rate, but additional information from other detectors is required to obtain the impact position of a signal creating particle.

### 5.2. Simulation of the MRPC System in BOSS

The simulation packages contain not only the geometric definition of the detector but also the digitization models, which are responsible to simulate the detector's characteristics, such as efficiency, resolution and signal as realistic as possible using the information provided by Geant4. The digitization process should be as fast as possible to reduce the computing time for Monte Carlo (MC) simulations.

### 5.2.1. Implementation of the Geometry

The geometry and material properties of the MRPC detector are implemented by means of Geant4's concept of logical and physical volumes. Logical volumes manage the representation of detector element properties, physical volumes the spatial positioning. The detector's solid modeling is done with the help of predefined solids, such as boxes, tubes, cones, .... Different Boolean operations, like union, intersection or subtraction, for solids do exist to describe peculiar shapes in a simple and intuitive way.
A list of the used materials for the MRPC's implementation and the design drawings of the individual components can be found in the appendix A.1. Figure 5.4(a) shows the final implementation in Geant4 for a single layer; the second layer is shifted by $10^{\circ}$ respective to the first one. Figure $5.4(\mathrm{~b})$ shows the Geant4 representation of a single module and its interaction with a penetrating pion.

### 5.2.2. The Digitizer

The process of signal production in a MRPC is at first glance relatively simple: A particle crossing the detector ionizes the gas; the electrons create an avalanche in the electric field, moving towards the anode. The movement of the electron induces a signal into the readout strips, which can be detected.
For each step Geant4 provides in its tracking algorithm (a step is an interaction of the respective particle with matter, e.g. the detector's material) information like momentum of the particle, energy loss, number of electron-ion pairs, etc. The number of electron-ion pairs is used as input for the avalanche simulation.

## Avalanche Simulation

Electron multiplication in high electric fields can be described using statistical language [84]. Starting from one electron at $x=0$ the probability to have $n$ electrons at $x+d x$ is:

$$
P(n)=\left\{\begin{array}{lr}
k \frac{\bar{n}(d x)-1}{\bar{n}(d x)-k} & \text { for } n=0  \tag{5.2.1}\\
\bar{n}(d x)\left(\frac{1-k}{\bar{n}(d x)-k}\right)^{2}\left(\frac{\bar{n}(d x)-1}{\bar{n}(d x)-k}\right)^{n-1} & \text { for } n>0
\end{array}\right.
$$



Figure (5.4) (a) shows the Geant4 representation of a single layer of the MRPC upgrade. Between two MRPC modules an aluminum box is mounted, which will contain the FEE. (b) shows a single MRPC module and the box which will contain the FEE. A particle penetrates the module (red line), interacts (yellow) and the particle and secondaries are leaving the module.
with $\bar{n}(d x)=\exp ((\alpha-\eta) d x), k=\eta / \alpha, \alpha$ the Townsend-coefficient and $\eta$ the attachment coefficient. Equation 5.2 .1 can only be employed, when $\alpha \neq \beta$ and $\alpha \neq 0$. As the MRPC is operated with a high electric field $(\sim 110 \mathrm{kV} / \mathrm{cm})$, this is always the case (compare also to figure 5.6(a)).
To generate random numbers according to equation 5.2.1, one draws a random number $s$ out from a uniform distribution in the interval $(0,1)$ and calculates

$$
n=1+\operatorname{int}\left[\frac{1}{\ln \left(\frac{\bar{n}(d x)-1}{\bar{n}(d x)-k}\right)} \ln \left(\frac{(\bar{n}(d x)-k)(s-1)}{(k-1) \bar{n}(d x)}\right)\right] ; \text { else },
$$

int is the conversion into an integer number [85].
The simulation of the avalanche itself is based on the 1D-model [85]:

1. A gap of the MRPC is divided into $N$ steps of a size $d x$ and the electron-ionpairs are distributed accordingly to the information provided by Geant4.
2. For each single electron, the number of electrons at the distance $x+d x$ is calculated by drawing random numbers according to equation 5.2.2.
3. The second step is repeated until all electrons have left the gap.

The evaluation of the logarithm for large numbers of electrons in equation 5.2.2 is time consuming. To speed up the simulation process, for sufficient large numbers of electrons ( $=150$, compare to figure 5.5) a different technique is applied.
The number of electrons at the distance $x+d x$ is calculated by drawing a random number from a Gaussian distribution with mean $\mu$ and standard deviation $\sigma$ given as

$$
\begin{equation*}
\mu=n(x) \bar{n}(x) \quad \text { and } \quad \sigma=\sqrt{n(x)} \hat{\sigma}(d x) \tag{5.2.3}
\end{equation*}
$$

$\hat{\sigma}$ is the variance of the distribution 5.2.1:

$$
\begin{equation*}
\hat{\sigma}(x)^{2}=\frac{1+k}{1-k} \bar{n}(x)(\bar{n}(x)-1) \tag{5.2.4}
\end{equation*}
$$

However, this simple model has a serious drawback: It does not consider space charge effects of the avalanche itself and an avalanche will grow until is leaves the gap [86]. To take into account such effects, a simple cutoff is applied. As soon as the avalanche exceeds a certain number of charge carriers ( $1.5 \cdot 10^{7}$ electrons per avalanche [86]), the electron multiplication stops. This rude cutoff does not affect the main characteristics, such as efficiency and time resolution, of the MRPC. They are only sensitive to the early stage of the avalanche, where space charge effects can be neglected [87].

## Signal Induction into the Readout Strips

The current induced by moving charge carriers into a readout strip can be calculated utilizing Ramo's theorem [88]:

$$
\begin{equation*}
I(t)=E_{w} v_{d} Q N(t) \tag{5.2.5}
\end{equation*}
$$

with $v_{d}$ the drift velocity of the charge carriers, $Q$ the charge of the charge carriers and $N(t)$ the number of electrons at a certain time $t$ in the avalanche. $E_{w}$ is the weighting-field, which can be expressed as [89]:

$$
\begin{equation*}
E_{\text {weight }}=\frac{1}{n_{\text {gap }} d_{\text {gap }}+\left(\left(n_{\text {gap }}-1\right) d_{\text {in }}+2 d_{\text {out }}\right) / \epsilon_{\text {Glass }}+2 d_{\text {Mylar }} / \epsilon_{\text {Mylar }}} \tag{5.2.6}
\end{equation*}
$$

Here $n_{\text {gap }}$ is the number of gaps, $d_{\text {gap }}$ the width of the gap, $d_{i n}, d_{o u t}$ and $d_{\text {Mylar }}$ the thickness of inner, outer resistive plate and Mylar tape. $\epsilon$ is the relative permittivity
of the respective material (Figure 5.2).

## Input Parameter from External Sources

In order to perform the avalanche simulation, the Townsend-coefficient $\alpha$, the attachmentcoefficient $\eta$ and the drift velocity of the electrons is required. They depend on the gas mixture, the applied voltage and condition such as temperature and pressure. They are not provided by Geant4, but can be calculated by a software called MAGBOLTZ [90, 91].
The simulation's results for a gas mixture of $90 \% \mathrm{C}_{2} \mathrm{~F}_{4} \mathrm{H}_{2}, 5 \% \mathrm{SF}_{6}$ and $5 \%$ isobutane at standard conditions for temperature and pressure for different electric field strengths is shown in figure 5.6(a) and 5.6(b).
The average energy per electron ion pair $w$ for the gas mixture is required at simulation level, too. This value depends on the energy of the incident particle [92], but approaches a certain value above a certain threshold (usually a few MeV [93]). The type of the high energy particle does not influence this value, the difference between the particle species is usually less than $\sim 2 \mathrm{eV}$ [92]. The $w$ value for $\mathrm{C}_{2} \mathrm{~F}_{4} \mathrm{H}_{2}$ is unknown yet ( $\mathrm{SF}_{6}: \sim 35.5 \mathrm{eV}$ [94], iso-butane: $\sim 23 \mathrm{eV}[95]$ ), but electro negative gases with a high primary ionization production and a small free path for electron capture have $w$-values of about 50 eV [95]; eventually the $w$-value was set to be 40 eV in the simulation.
Figure 5.5 shows the avalanche simulation in a single gas gap: Two avalanches start both with one electron at different positions. Initially, fluctuations in the avalanche size can be observed, but as soon as the number of electrons is larger than $\sim 50$, the avalanche evolves exponentially. Here, the total amount of charge carriers is limited to $1.6 \cdot 10^{7}$. The Townsend and attachment-coefficient have been chosen according to the simulation's result at $110 \mathrm{kV} / \mathrm{cm}$.

## Uncertainties in the Simulation Process

The uncertainties of the avalanche simulation arising due to different ionizations in the gas gaps and fluctuations in the electron multiplication are described by the model and are in the following called intrinsic time resolution. Figure 5.7(a) shows the intrinsic time resolution as a function of the applied electric field strength. At the intended operating voltage the intrinsic time resolution is $\sim 20 \mathrm{ps}$.
Further uncertainties from electronic components are not directly considered in the simulation process and have to be added manually; that are: The TDC's resolution ( $27 \mathrm{ps}[96]$ ), the uncertainty on which gap has been hit ( 10 ps ), the jitter from the leading edge of the NINO chip (accordingly to figure 5.7(b)) and the resolution from further electronic components and cables (20 ps).


Figure (5.5) Evolution of two avalanches in one gas gap following equation 5.2.2.


Figure (5.6) (a) shows the Townsend-coefficient $\alpha$ (blue), the attachment-coefficient $\eta$ (red) and the effective Townsend-coefficient (green) $(=\alpha-\eta)$ for the MRPC's gas mixture under normal conditions simulated by MAGBOLTZ. (b) shows the drift velocity (blue) and the avalanche's transversal (green) and longitudinal (red) diffusion-coefficient for the MRPC's gas mixture under normal conditions simulated by MAGBOLTZ.


Figure (5.7) (a) shows the intrinsic time resolution: The threshold crossing times of the avalanches have been fitted with a Gaussian, the given value is the standard deviation. (b) shows the jitter of the leading edge produced by the NINO chip [97].

The threshold crossing time of the avalanche, which is used as measured result in the simulation, is smeared by these additional uncertainties.

## Charge to Pulse Length Conversion

The NINO chip converts the induced charge into the pulse length of the produced signal, the Time Over Threshold (TOT). There is a clear relationship between induced charge and pulse length as shown in figure 5.8(a). The induced charge, calculated with Ramo's theorem [88], is simply converted into the pulse length by the corresponding relating function. The jitter of the pulse length is depending on the input charge (compare to figure 5.8(b)) and is also considered in the simulation: The time of the falling edge is smeared by this value.

### 5.2.3. Comparison of Simulation Results and Measured Data

The MRPC prototypes have already been objected to intensive tests at the BEPCII E3 beamline at Institute of High Energy Physics (IHEP), including a test with protons with a momentum of $\sim 600 \mathrm{MeV} / \mathrm{c}$ [98].
The test data has been compared with simulated data. The simulated setup did consist of one MRPC detector and two reference detectors (plastic scintillators), which have been placed in front and after the MRPC. The reference detectors are important for the efficiency determination. Only when a particle produces a signal


Figure (5.8) (a) shows the relationship of input charge and the produced pulse length for the NINO chip [97]. The pulse length is stretched artificially by the NINO chip by 10 ps. (b) shows the jitter of the falling edge produced by the NINO chip [97].


Figure (5.9) Comparison of measured data (red) and simulated (black) data for protons with a momentum of about $600 \mathrm{MeV} / \mathrm{c}$ [98]: (a) shows the time resolution as a function of the applied electrical field strength and (b) shows the efficiency of the MRPC detector.
in both scintillators, the events is considered. All parameters at the simulation level are set as described in the previous chapters, for the time over threshold conversion an uncertainty of 0.3 ns is assumed.
Figure 5.9(a) shows the comparison of the simulation results for the efficiency with the one for the beam test. Both, the simulated and measured efficiency do agree with each other.

The threshold for signal detection for the MRPC itself was set to 70 fC , similar to the one in the beam test. Figure 5.9(b) shows the comparison of the simulated time resolution with the measured one as a function of the applied electrical field.
The simulated data matches the measured one


Figure (5.10) Comparison of the TOT spectra at $\mathrm{E}=112 \mathrm{kV} / \mathrm{cm}$ (measured data in red).

In this area recombination effects of electron-ion pairs in the early stage of the avalanche which aren't considered in this simple model may play an important role. A comparison of the time over threshold for data and simulation at an electrical field strength of $112 \mathrm{kV} / \mathrm{cm}$ is shown in figure 5.10. From the comparisons one may conclude that the model is able to reproduce the measured data for the planned working electrical field strength of $\sim 112 \mathrm{kV} / \mathrm{cm}$.

### 5.3. Reconstruction Software of the MRPC System in BOSS

The reconstruction procedure for a ToF system involves not only the provision of the measured time of the system itself, but also the matching of the time signals with the information provided by the inner and outer sub-detectors. The measured time will be corrected with information gained from the time-amplitude correlation and with the help of the reconstructed hit position on the readout strips. Information about the energy loss of the particles can be provided from the measured information as well.

### 5.3.1. Time-Amplitude Correction

The average threshold crossing time for the avalanche is correlated with the time over threshold measurement, which decodes the induced charge information. This correlation can be used to perform the time-amplitude (TA) correction (also known as walk correction). The correlation has been extracted from the simulation and is fitted with a polynomial (compare to figure 5.11). The fitted distribution is eventually used to correct the measured time information.


Figure (5.11) Fitted TA correlation, the data points (red) have been extracted from the simulation.

Figure 5.12(a) shows the uncorrected time information for pions with momenta between 1.1 and $1.3 \mathrm{GeV} / \mathrm{c}$, the mean value of the distribution is around 195 ps . After applying the correction the mean value is as expected $\sim 0 \mathrm{ps}$ (compare to figure $5.12(\mathrm{~b})$ ). This correction helps to determine the true ToF information (without the "contamination" of the time required for the signal production) and improves also the resolution of the corrected distribution by $\sim 5 \mathrm{ps}$.

### 5.3.2. MDC-ToF Matching

The information from the ToF system has to be matched with the tracks, which have been reconstructed by the MDC. The matching is based on an algorithm extrapolating reconstructed MDC-tracks to the outer sub-detector systems by means of Geant4's tracking and stepping algorithms; the algorithm considers magnetic deflections and ionization energy loss as well.


Figure (5.12) (a) shows the measured time information for pions with momenta between 1.1 and $1.3 \mathrm{GeV} / \mathrm{c}$ without applying the time-amplitude correction, the mean value of the distribution is at about 195 ps . (b) After applying the correction the whole distribution is shifted towards the 0 ps , the resolution improves by 5 ps, too.

It is searched for signals from the MRPC detector around the extrapolated position. The area to be searched for signals, in the following referred to as neighborhood, can be varied. For the double sided readout version, five different sets of neighborhoods are available, for the single end readout six different sets are considered (compare to figure A.5.). The smallest in area is the neighborhood set with the smallest number (set 1), the largest in area the one with the largest number (set 5 or 6 respectively). If more than one adjacent strips are available, the one with the largest deposition of charge, i.e. the longest time over threshold, is selected.
The neighborhood sets are introduced, since the "real" track might be scattered, e.g. at MDC's endcap plate material, and thus the extrapolated one might not be at the same position, but the ToF information is still suitable and should not be discarded. The size of the neighborhood set strongly affects the reconstruction efficiencies. Table 5.1 and 5.2 show the reconstruction efficiencies (extrapolated tracks with associated ToF information divided by the total number of extrapolated tracks) for the different neighborhood sets and different decay modes:

- $\Psi^{\prime} \rightarrow \chi_{c 1} \gamma, \chi_{c 1} \rightarrow K^{+} \pi^{-} K^{0} \pi^{0}$. The subsequent decays of the neutral pion and kaon are: $\pi \rightarrow \gamma \gamma$ and $K^{0} \rightarrow \pi^{+} \pi^{-}$. All particles decay accordingly to a phase space model.
- Single charged pions, shot into the endcaps: $0.85<\cos (\theta)<0.94,0<\phi<2 \pi$, $0.05 \mathrm{GeV} / \mathrm{c}<|\mathrm{p}|<1.45 \mathrm{GeV} / \mathrm{c}$
- $\mathrm{J} / \psi \rightarrow \rho \pi, 33 \%$ decay into $\rho^{0} \pi^{0}, 33 \%$ decay into $\rho^{+} \pi^{-}, 33 \%$ decay into $\rho^{-} \pi^{+}$.

The subsequent decays are accordingly to [10].
As expected, the largest neighborhood results in the highest reconstruction (matching) efficiency and comes closest to the efficiency of the current ToF version, which uses a similar technique for track matching (the area of the largest neighborhood is almost equal to the one used by the current ToF system). The introduction of larger sets does not improve the reconstruction efficiency significantly anymore. For all further studies the neighborhood set with the highest reconstruction efficiency has been used.

| Eff. (\%) | Set 1 | Set 2 | Set 3 | Set 4 | Set 5 | Set 6 | "current ToF" |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| charged $\pi$ | 76.9 | 81.0 | 83.3 | 85.5 | 85.4 | 87.5 | 90.0 |
| $\Psi^{\prime} \rightarrow \chi_{c 1} \gamma$ | 64.7 | 68.5 | 70.3 | 72.7 | 72.4 | 75.4 | 74.8 |
| $J / \Psi \rightarrow \rho \pi$ | 62.0 | 66.3 | 68.6 | 71.1 | 70.8 | 74.2 | 75.48 |

Table (5.1) MDC-ToF endcap matching efficiency for the different neighborhood sets and reactions for the 'single end readout version'. The total errors for each number are $<$ $\pm 2 \%$.

| Eff. (\%) | Set 1 | Set 2 | Set 3 | Set 4 | Set 5 | "current ToF" |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| charged $\pi$ | 59.95 | 74.26 | 79.41 | 81.31 | 89.82 | 90.02 |
| $\Psi^{\prime} \rightarrow \chi_{c 1} \gamma$ | 49.35 | 63.28 | 68.51 | 69.65 | 78.89 | 74.78 |
| $J / \Psi \rightarrow \rho \pi$ | 45.14 | 59.34 | 65.27 | 65.95 | 76.15 | 75.48 |

Table (5.2) MDC-ToF endcap matching efficiency for the different neighborhood sets and reactions for the 'double sided readout version'. The total errors for each number are $< \pm 2 \%$.

### 5.3.3. Determination of the Readout Strip's Signal Transition Time

The impact position of a particle causing a signal in the MRPC module is a priori unknown, i.e the time required for the induced signal to propagate through the readout strips is unknown, too. This results in an additional uncertainty, which depends on the geometrical size of the readout strips. For the single end readout MRPC version, this uncertainty is varying between 93 ps and 153 ps for the smallest and largest readout strip, respectively (this are the worst cases assuming a signal velocity of $0.75 c$ ). This is larger than the total expected resolution and implies that a correction has to be applied to fulfill the design goal of $<80 \mathrm{ps}$.
For the double sided readout version a correction is relatively straight forward, as a 1-dimensional hit position and an approximation to the signal transition time $t_{\text {trans }}$.
can be calculated from the timing information read out on both sides:

$$
\begin{equation*}
t_{\text {trans. }}=\frac{k / v_{\text {sig. }}+\Delta t}{2} \tag{5.3.1}
\end{equation*}
$$

with $k$ the strip length, $v_{\text {sig. }}$ the signal velocity in the readout strip, and $\Delta t$ the difference between the measured time information on both sides of the readout strip. However, another method, and even applicable for the single end readout version, is existing. The extrapolated track can be used to determine the impact position on the readout strips and so allow for the calculation of the expected signal transition time. However, this method can only be applied, when the readout strip, which the extrapolated track is pointing at has caused the signal. The uncertainty originating from the extrapolated hit position is far smaller than the uncertainty due to the pad size.

If it is impossible to use the information from the extrapolated track, the transition time can be estimated accordingly to the geometrical pad size of the fired readout strip. Figure 5.14(a) shows the difference of the simulated and reconstructed transition time for events where the extrapolated track information is usable.
The distribution has been fitted with a double Gaussian. One Gaussian (covering $87 \%$ of the signals) has the resolution $\sigma_{s}$ of about 18 ps , corresponding to a position resolution of about 0.4 cm .


Figure (5.13) Difference in simulated and reconstructed transition time for events, where the double sided readout information was usable.

The second Gaussian has a resolution $\sigma_{w}$ of about 34 ps . The resolution of the transition time, determined with the time information read out on both sides of a readout strip, and calculated according to formula 5.3.1, is $\sim 38 \mathrm{ps}$ (compare to figure 5.14(b)). The resolution for a correction based on the average pad size is shown in figure 5.13 ; it is around 61 ps .
Hence, to obtain the best results concerning the resolution the priority of the determination of the transition time should be as follows:

1. If the extrapolated track information is available, the transition time should be calculated using this information.


Figure (5.14) (a) shows the difference between the simulated transition time in the readout strips and the reconstructed one for events (single charged pions, $0.05 \mathrm{GeV} / \mathrm{c}<\mathrm{p}<1.45 \mathrm{GeV} / \mathrm{c}$ ), where the extrapolated track information was usable. (b) shows the same difference, but for events where the correction based on the average geometrical strip size did have to be applied.

| Neighborhood set | Set 1 | Set 2 | Set 3 | Set 4 | Set 5 | Set 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon_{\text {cor. }}(\%)$ | 71.5 | 67.7 | 65.4 | 64.2 | 63.9 | 62.3 |

Table (5.3) Percentage of correct extrapolations $\varepsilon_{c o r}$. for pions shoot in to the endcaps $(0.87<\cos (\theta)<0.92)$ with a momentum between $0.05 \mathrm{GeV} / \mathrm{c}$ and $1.45 \mathrm{GeV} / \mathrm{c}$ for the single end readout version. The number shrinks for larger neighborhood sets, as the amount of matched candidates is rising.
2. If the extrapolated track information is not available, but the double sided readout version is used, the information on the transition time should be determined according to formula 5.3.1
3. If both other methods fail, the correction on the transition time should be determined by the geometrical size of the readout strips.

Table 5.3 shows how often the extrapolated track information can be used for the single end readout version; the number shrinks for larger neighborhood sets as the amount of matched candidates is rising. The same information for the double sided readout version is given in table 5.2. The differences in the signal's propagation time arising due different cable lengths is neglected in this discussion here: It is constant and can be determined by time calibration (the uncertainty of the calibration is included in further components, compare to section 5.2.2).

### 5.3.4. Energy Loss in the MRPC System and Neutral Tracks

Particles crossing the MRPC system loose a certain amount of energy by interacting with the MRPC's material. Especially for particles, which deposit their whole energy in the EMC (electrons, positrons and photons) the value might be of interest as a correction of the EMC measurement.
The energy loss of particles and its relation to the signals produced in the MRPC system has been studied in BOSS. The results are shown in figure 5.15 and 5.16.
For electrons and positrons two different clusters are observed (compare to figure 5.16(a)) - a cluster at around 5 MeV energy loss and large time over thresholds, and a rising distribution starting from small time over thresholds - they seem to have different origins. Figure 5.16(b) shows the energy loss vs. the time over threshold for charged particles, which have crossed two different, but adjacent readout strips: The rising distribution is caused by particles producing a signal in two adjacent read out strips.
Photons can also cause a signal in the MRPC system; the signal producing process relies mainly on pair production. Their energy loss is also related to the signal strength (TOT) (compare to figure 5.15).
The decision, whether a track is neutral or not is based on the extrapolated track information: If no extrapolated track is pointing at a MRPC strip, the MRPC measurement is assumed to originate from a neutral particle.


Figure (5.15) The energy loss of photons vs. their produced signal in the MRPC detector.

The energy loss for the three different situations have been fitted and are calculated based on those curves and the measured time over threshold. The calculated energy loss can be used to correct the energy measurement of electrons, positrons and photons.

### 5.4. Pion and Kaon Separation Power

As already discussed in section 4.2 the main task of the ToF system is to allow for pion and kaon separation starting from momenta of about $0.6 \mathrm{GeV} / \mathrm{c}$. This section is studying the improvement in pion and kaon separation with the planned upgrade. The study has been performed in BOSS 6.6.2. Pions and kaons with


Figure (5.16) (a) The energy deposition of electrons and positrons ( $0.05 \mathrm{GeV} / \mathrm{c}<\mathrm{p}<$ $1.45 \mathrm{GeV} / \mathrm{c}$ ) within the MRPC system related to their time over threshold, two different distribution are prominent. (b) The energy loss of electrons and protons when a readout strip and an adjacent readout strip have a signal.
momenta between $0.5 \mathrm{GeV} / \mathrm{c}$ and $1.5 \mathrm{GeV} / \mathrm{c}$ are analyzed with the current ToF system and with both versions of the planned MRPC upgrade. All the corrections discussed in section 5.3 have been applied.
Figure 5.17 shows the difference of measured time of flight $t_{\text {meas }}$ and expected time of flight $t_{\text {exp. }}$. $t_{\text {exp. }}$ has been calculated assuming the particle was a pion or a kaon, respectively. The expected time of flight is calculated as

$$
\begin{equation*}
t_{\text {exp. }}=\frac{L}{\beta c}=\frac{L}{\frac{p / m}{\sqrt{1+p^{2} / m^{2}}} \cdot c} \tag{5.4.1}
\end{equation*}
$$

Here $\beta$ is the relativistic velocity of the particle, $c$ the velocity of light, $p$ the momentum and $m$ the mass of the particle. $L$ is the distance traveled (extrapolated track length), which has been determined by a reconstruction algorithm. It is obvious from figure 5.17, that the MRPC detector can separate the two particle hypotheses much better: the two distribution do not overlap as strongly as for the current ToF detector version.
The measured time differences have been fitted with a Gaussian distribution and the standard deviation (resolution) has been plotted in figure 5.18 versus the measured momentum and $\cos (\theta)$. Here, the resolution contains contributions both from the MRPC detector and from the track finding algorithms.
The resolution for high momentum tracks is $\sim 80 \mathrm{ps}$, for smaller momenta the resolution deteriorates due to the worse resolution of the tracking algorithm (low momentum particle will scatter more often). However, for low momenta the distributions


Figure (5.17) The measured time of flight minus the expected time of flight (red expectation value for kaons and black for pions) for simulated pion events with a momentum between $1.1 \mathrm{GeV} / \mathrm{c}$ and $1.2 \mathrm{GeV} / \mathrm{c}$ for the (a) current ToF system and (b) single end readout MRPC upgrade.
will be much better separated, and a clear pion and kaon separation is still possible. The pion and kaon separation power can be expressed with the separation power $N_{\sigma}$, which is defined as

$$
\begin{equation*}
N_{\sigma}=\frac{\left|x_{K}-x_{\pi}\right|}{\sqrt{\sigma_{K}^{2}-\sigma_{\pi}^{2}}} . \tag{5.4.2}
\end{equation*}
$$

Here $x_{i}$ is the fitted mean of the difference of measured time of flight and expected time of flight and $\sigma_{i}$ the corresponding width of the distribution. A separation power of $N_{\sigma}=2$ corresponds to a misidentification probability of $7.9 \%$, a separation at $95 \%$ confidence level corresponds to $N_{\sigma}=2.33$.
Figure 5.19 shows the separation power as a function of the momentum for the actual ToF detector compared with the separation power of the simulated MRPC upgrade (figure 5.19(b) for the single end read out version and in figure 5.19(a) for the double sided readout version).
The improvement with the MRPC upgrade is clear visible. Both simulated versions will allow for a pion/kaon separation up to momenta of $1.4 \mathrm{GeV} / \mathrm{c}$ at a $95 \%$ confidence level.


Figure (5.18) The resolution $\sigma$ of the measured time of flight minus the expected time of flight distribution as a function of $\cos (\theta)$ and the momentum of the particles for (a) simulated pion events and (b) simulated kaon events (single end readout version). The resolution rises for smaller momenta as the resolution of the track reconstruction algorithm becomes worse.


Figure (5.19) The separation power of the current ToF detector compared with the single end readout version (a) and the double sided readout version (b) of the simulated MRPC upgrade as a function of the momentum of the particle. A separation power of $N_{\sigma}=2$ corresponds to $7.9 \%$ misidentification of kaons and pions. A separation at a confidence level of $95 \% ~\left(N_{\sigma} \hat{=} 2.33\right)$ is possible up to momenta of $\sim 1.4 \mathrm{GeV} / \mathrm{c}$.
Both simulated versions of the MRPC upgrade achieve the design goals and have a compatible performance.

Chaper 6

The Analysis of $\psi(3770) \rightarrow \mathrm{p} \overline{\mathrm{p}} \pi^{0}$

The partial decay width of the $\psi(3770)$ decay to $\mathrm{p} \overline{\mathrm{p}} \pi^{0}$ is required as input parameter for the estimation of the cross section $\sigma\left(\mathrm{p} \overline{\mathrm{p}} \rightarrow \psi(3770) \pi^{0}\right)$, which is from great importance for the $\overline{\mathrm{P}}$ ANDA experiment, with a model to be presented in section 6.10. This chapter describes the determination of the partial decay width using the data collected by the BESIII experiment in the energy interval between 3.65 and 3.82 GeV .

The relevant quantities will be extracted from a fit on the measured cross sections. For the determination of the cross section it has to be considered, that the data has to be corrected for efficiencies, initial state radiation effects and background events from different sources. Appropriate corrections have to be applied for all these points.

### 6.1. Data Sets, Software and Monte-Carlo Simulation

The data analysis was performed with the aforementioned BOSS software version 6.5.5. The Monte Carlo production is based on the $\mathcal{K} \mathcal{K}$ MC generator [99] and the EvtGen package [100]. $\mathcal{K K}$ MC utilizes predictions of the electroweak standard model for the process $e^{+} e^{-} \rightarrow f \bar{f}+n \gamma$, where $f$ is a fermion $(\mu, \tau, u, d, s, c, b)$. It is used in BOSS to generate the charmonium resonance including effects from ISR and beam energy spread; though, the ISR effects are not considered in the Monte Carlo production of this analysis. The decay of the charmonium state itself is modeled with EvtGen. However, EvtGen can handle also the whole generation, which is utilized for off-resonance data production.
A list of the Monte Carlo event sets, used in this analysis to determine the a priori unknown detection efficiencies, is given in table 6.1. More Monte Carlo event sets have been produced to analyze background channels and to determine the radiative corrections. They are presented in the following chapters.
The on-resonance data and the data for the line shape used in this analysis was

| $\sqrt{s}[\mathrm{GeV}]$ | Generator | Parent particle | Decay model | \# Events |
| :---: | :---: | :---: | :---: | :---: |
| scan | real data | - | - | $\mathcal{L} \approx 63 \mathrm{pb}^{-1}$ |
| 3.650 | real data | - | - | $\mathcal{L} \approx 44 \mathrm{pb}^{-1}$ |
| 3.773 | real data | - | - | $\mathcal{L} \approx 2916 \mathrm{pb}^{-1}$ |
| 3.65 | BesEvtGen | Vpho | PHSP | 1 m |
| 3.744 | KKMC | $\psi(3770)$ | PHSP | 1 m |
| 3.753 | KKMC | $\psi(3770)$ | PHSP | 1 m |
| 3.757 | KKMC | $\psi(3770)$ | PHSP | 1 m |
| 3.766 | KKMC | $\psi(3770)$ | PHSP | 1 m |
| 3.773 | KKMC | $\psi(3770)$ | PHSP | 1 m |
| 3.778 | KKMC | $\psi(3770)$ | PHSP | 1 m |
| 3.791 | KKMC | $\psi(3770)$ | PHSP | 1 m |
| 3.806 | KKMC | $\psi(3770)$ | PHSP | 1 m |

Table (6.1) Data sets that are used in the analysis of $\psi(3770) \rightarrow \mathrm{p} \overline{\mathrm{p}} \pi^{0}$. The abbreviation Vpho means vector photon and is the parent particle usually used to generate decays at a certain energy via a virtual photon. $P H S P$ is the shortcut for phase space.
collected by the BESIII detector in the running periods in the years 2010 and 2011. The data of the line shape scan comprises the energy range from 3.744 GeV to 3.806 GeV . Additionally off-resonance data, accumulated at an energy of 3.65 GeV , is used. A brief overview of all the data sets is also given in table 6.1.

### 6.2. Event Selection Criteria

The decay analyzed involves two charged particles, the proton and the antiproton, and the neutral pion, which decays dominantly into a pair of photons. Hence, event selection criteria for neutral and charged particles are required.

### 6.2.1. Initial Event Selection Criteria and Particle Identification

- Charged Tracks All charged tracks are reconstructed from their MDC information. Following cuts have been applied:
- The point of the closest approach for each track in direction to the beam axis is required to be less than $\pm 10 \mathrm{~cm}$ of the interaction point and in the plane perpendicular to the beam axis $\pm 1 \mathrm{~cm}$ of the interaction point.
- Two charged tracks with a net charge of zero are required.
- Neutral Particles The neutral particles are reconstructed from their EMC information and their "missing" MDC information. Following criteria are applied to select the photon candidates:
- The EMC signal has to originate within 0 and 700 ns after the collision.
- To suppress background and noise the energy deposited in a cluster has to be at least 25 MeV in the barrel region $(|\cos (\theta)|<0.8)$ and at least 50 MeV in the endcap region $(0.86<|\cos (\theta)|<0.92)$.
- To reject photons produced due bremsstrahlung, the angle between a positive charged track and the photon candidate has to be larger than $10^{\circ}$. To exclude photons from the antiproton annihilation a more stringent cut of $30^{\circ}$ is chosen for negatively charged tracks.
- The amount of reconstructed photon candidates has to be larger or equal two ( $\mathrm{N}_{\gamma} \geq 2$ ).
- Particle Identification Protons and antiprotons are identified using the information of the ToF detector and their specific $d E / d x$ energy loss information in the drift chamber. Both information are combined and a PID hypothesis is calculated for protons, pions and kaons. The hypothesis with the largest probability is eventually assigned to the track. Proton (antiproton) candidates have to fulfill:

$$
-\mathcal{P}(\text { proton })>\mathcal{P}(\text { kaon }) \quad \& \& \quad \mathcal{P}(\text { proton })>\mathcal{P}(\text { pion }) .
$$

Figure 6.1(a) shows the number of photons after applying the initial event selection criteria to a subsample of the simulated $\psi(3770) \rightarrow \mathrm{p} \overline{\mathrm{p}} \pi^{0}$ events at the center of mass energy of $\sqrt{s}=3.773 \mathrm{GeV}$ (compare to table 6.1). More than $45 \%$ of all events contain three or more photons, even though only two can come directly from the $\pi^{0}$ 's decay. More than $95 \%$ of those additional photons arise from the antiproton annihilation and are not suppressed by the cut on the angle between proton (antiproton) and photon. Figure 6.1(b) show the comparison of the number of photons (normalized) for the simulated Monte Carlo events at 3.773 GeV and data collected at that energy. The Monte Carlo events match the trend of the collected data rather well, but small discrepancies arising in events with 2,3 and 4 photons.
It is important to note that these event selection criteria will contaminate the data with different decay channels, e.g. $\psi(3770) \rightarrow \mathrm{p} \overline{\mathrm{p}} \pi^{0} \gamma$. The contamination of background sources similar to the one mentioned here have been studied and will be discussed in detail in section 6.6. The issue of choosing the correct photon pair for the $\pi^{0}$ reconstruction has to be taken into account, too, and is addressed in the following section.


Figure (6.1) (a) shows the distribution of the number of photons per event in a Monte Carlo events sample for the decay of $\psi(3770) \rightarrow \mathrm{p} \overline{\mathrm{p}} \pi^{0}$. (b) shows the comparison of this sample and data, which has been collected by the BESIII detector (red), after the final event selection. The trend is matched well, but discrepancies can be observed for events with $N=2,3,4$ photons.

### 6.2.2. Correct Photon Pair Combination

The correct photon pair has to be picked up to reconstruct the $\pi^{0}$ meson. Several constraints on the photons arising from the decay of a $\pi^{0}$ are existing: They have to be back-to-back in the frame of reference of the $\pi^{0}$, the combined invariant mass of both photons should be the mass of the $\pi^{0}$, etc.
A simple way to select the correct photon pair, which considers also the initial event structure, is a kinematic fit with 5 constraints (in the following abbreviated as 5C-fit). The constraints chosen for the fit are the initial 4-momentum and the information on the $\pi^{0}$ meson. The 4 -momentum vectors of the proton, the antiproton and every combinations of photons are taken into account for the fit. The best combination - the one with the smallest $\chi^{2}$ - is chosen for the $\pi^{0}$ reconstruction. The $\chi^{2}$ distribution for the fit is shown in figure $6.2(\mathrm{a})$.

To verify, that the fit chooses the correct photons, the reconstructed photons of the Monte Carlo events have been compared with their Monte Carlo Truth (MC-Truth) information. As this information is stored in an independent collection, the MCTruth particles have to be assigned to the reconstructed tracks: The matching of both has been performed with the help of the absolute 3-momentum information of the $\pi^{0}$ and the opening angle of the two photons in the laboratory frame. Figure 6.3 shows both distributions (for positive and negative matches), which have been used for matching the MC-Truth and reconstructed track information.


Figure (6.2) (a) shows the $\chi^{2}$ distribution of the 5 C -fit. The red line indicates the cut chosen in the final event selection criteria. (b) shows in black the $\chi^{2}$ distribution of the 4 C -fit. The red curve is also the $\chi^{2}$ distribution of the 4 C -fit, but under condition that the event passes the 5 C -fit with $\chi_{5 C}^{2}<50$. Events, which do pass the 4 C -fit, but not the 5 C -fit have mainly a $\chi^{2}$ larger than 40 , i.e. a tighter cut on $\chi_{4 C}^{2}$ will also enhance the correct photon selection rate of the 4 C -fit.

Eventually, one can conclude that the efficiency of choosing the correct photon pair combination for the 5 C -fit is $(99.25 \pm 0.09) \%$.
The given error is the binomial one, which takes into account the correlation of the amount of selected and total events. It is given as $\Delta \varepsilon=\sqrt{\varepsilon(1-\varepsilon) N} / N$, with $\varepsilon$ the efficiency and $N$ the number of events [101].
An alternative approach employs the event selection with a 4C-fit taking as constraint only the initial 4 -momentum. Here, only in $(96.41 \pm 0.18) \%$ the correct photon pair combinations are found. Events passing the 4C-fit, but not the 5C-fit have mainly $\chi^{2}$ larger than 40 , i.e. a tighter cut on $\chi_{4 C}^{2}$ will also enhance the correct photon selection rate of the 4C-fit (compare to figure 6.2(b)).
Concerning the total amount of correct events, the 5C-fit is more efficient: $49.6 \%$ of the events will pass the 5C-fit, whereas only $48.6 \%$ will pass the 4 C -fit.

### 6.2.3. Final Event Selection Criteria

The cut-flow of the analysis is shown in figure 6.4. The first cut applied is a cut on the polar angle $\theta$ of the charged tracks. It does consider the geometrical size of the MDC: $|\cos (\theta)|<0.93$.
The two upper left plots show the transversal and total momentum for the protons and antiprotons after applying this cut. A cut on the transversal momentum, $p_{\text {trans }}>$ $300 \mathrm{MeV} / \mathrm{c}$, ensures that Monte Carlo events and reconstructed data will not differ too


Figure (6.3) The upper left plot shows the difference between the momentum of the MC-Truth $\pi^{0}$ and the $\pi^{0}$, which has been reconstructed according the 5C-fit selection. The upper right plot shows the same difference, but for a wrong combination of photons, not chosen by the 5C-fit criteria. The lower plots show the difference of the opening angle of the photon chosen (not chosen, right figure) by the 5C-fit and the MC-Truth photon.


Figure (6.4) The both upper left figures show the reconstructed momentum and the transverse momentum for protons (black) and antiprotons (red) after applying the cut $|\cos (\theta)|<0.93$ (data). The upper right plot shows the fitted $\pi^{0}$ mass distribution after performing the 4 C -fit and applying the cut $\chi_{5 C}^{2}<50$ and a cut on the transverse momentum of the proton and antiproton ( $\mathrm{p}_{\text {trans }}>300 \mathrm{MeV} / \mathrm{c}$ ); the $\cos (\theta)$ cut is used as well. The lower left figure shows the mass distribution of the selected candidate events after applying additionally a $3 \sigma$ cut onto the $\pi^{0}$ mass distribution. The lower right plot shows the $\cos (\theta)$ distribution of charged tracks (protons in black and antiprotons in red).
much and thus smaller systematic errors can be assumed. This is especially important for the estimation of tracking and PID efficiencies of protons and antiprotons, as for transversal momenta smaller than $300 \mathrm{MeV} / \mathrm{c}$ strong discrepancies between data and MC are observed (compare to section 6.7). The amount of events removed by this cut is $\sim 4 \%$.

Additionally a cut on the $\chi^{2}$ distribution of the 5C-fit has been applied : $\chi_{5 C}^{2}<50$. This cut is motivated in the following section.
The upper right figure shows the fitted $\pi^{0}$ mass distribution after the 4C-fit and after applying the three cuts. The center of the Gaussian distribution is determined by the fit to $(134.61 \pm 0.07) \mathrm{MeV}$ and the standard deviation to $\sigma=(4.51 \pm 0.11) \mathrm{MeV}$. Eventually, a $3 \sigma$ cut on the invariant mass distribution of the $\pi^{0}$ mass is applied. The lower left plot in figure 6.4 shows the distribution of the $\psi(3770)$ candidate events after applying all the cuts. The distribution shown is the one of the unfitted 4 -vectors, which pass the fit and the different cuts. The lower right figure shows the $\cos (\theta)$ distribution of the charged tracks.
A comparison of Monte-Carlo events and real data, which is presented in section B.1, reveals a good agreement between both sets.

### 6.3. Efficiency Correction

Without the knowledge of the reconstruction efficiency the determination of the correct branching ratio for the analyzed decay channel is impossible. The efficiency can be calculated from a Monte-Carlo sample, when all intermediate states and their angular distributions are known. As this information is not available for the decay channel analyzed, a different method has to be utilized. The relevant degrees of freedom $n$ of the system will be determined, each degree of freedom will be again divided into bins and a $n$-dimensional reconstruction efficiency matrix will be calculated from an arbitrary Monte-Carlo data set by the ratio of reconstructed data and MC-Truth data, where reconstructed data means all data which pass the whole chain of event selection criteria [102-104].
Three decay products ( $\mathrm{p}, \overline{\mathrm{p}}, \pi^{0}$ ) have 12 degrees of freedom (d.o.f). Since the initial state is known, four d.o.f can be removed ( 4 -momentum conservation). Three further d.o.f can be removed as the masses of the decay products are known (after PID). Three more d.o.f can be neglected (the Euler-angles), if the decay plane is isotropic (which would imply that the initial state is unpolarized) or the efficiency does not depend on those d.o.f. However, the $\cos \theta$ distribution of the $\pi^{0}$ of data and MC sample does not agree well (compare to figure B.1).



Figure (6.5) (left) Difference of the MC-truth 3-momentum ( $\vec{p}_{m c}$ ) and the reconstructed 3-momentum after the 5C-fit $\left(\vec{p}_{k m}\right)$ for protons, (right) for antiprotons, as a function of the $\chi^{2}$ of the 5 C -fit. The error bars are the standard deviations $\sigma$ from the fitted Gaussian distribution.

This discrepancy is arising due to polarized intermediated states (e.g. nucleon resonances) in the decay process and might influence the detection efficiency. In order to extract the correct detection efficiency, the MC sample has to be tuned according to the data. Therefor, the observed distribution in data has been fitted with a function $\propto \beta\left(1+\alpha \cos ^{2} \theta\right)$ and the MC sample was adapted according to this fit result ( $\beta=0.89 \pm 0.02, \alpha=0.55 \pm 0.08$ and $\chi^{2} /$ n.d. $\mathbf{f}=44.02 / 48$ ). The detection efficiency can now be determined correctly. A sample with the tuned $\cos \theta$ distribution is shown in figure B.2. A comparison of other quantities for collected data and Monte Carlo events reveals a good agreement (compare to section B.1).
Eventually, the efficiency can be determined considering only two d.o.f, which are chosen as $m\left(p \pi^{0}\right)$ and $m\left(\bar{p} \pi^{0}\right)$. These are the invariant mass combination required for a Dalitz plot. They describe the whole dynamic of the decay process and take into account the change of the detection efficiency with a change of the kinematic region.
However, this method can only be applied if the MC-Truth data is in the same bin of the Dalitz plot as the reconstructed data. If this does not hold, the efficiency will be calculated wrong and the whole method is obsolete. A simple check has been performed using Monte Carlo events and the MC-Truth information: The MC-Truth 3 -momentum has been compared with the reconstructed momentum after the 5C-fit.


Figure (6.6) The efficiency map used for the correction of the data at an energy of 3.773 GeV .

The absolute values have been subtracted, filled into a histogram and fitted with a Gaussian function. Figure 6.5 shows the mean values and the standard deviations $\sigma$, determined by the fit, as a function of the $\chi^{2}$ of the 5 C -fit.
For a $\chi^{2}<50$ the momentum spread $(\sigma)$ will be smaller than $\sim 5 \mathrm{MeV}$. Hence, for a bin size for the efficiency correction of $30 \mathrm{MeV}, 99.7 \%$ of the reconstructed data will be in the same bin as the MC-Truth data (assuming that the events will be located at the center of the bin). If the events would be directly at the border of a bin, $50 \%$ of all events would be in the adjacent bin. However, the reconstruction efficiency and number of events is only varying smoothly from bin to bin. This effect can be neglected.
Different bin sizes for the Dalitz plot between $\sim 15 \mathrm{MeV}$ and $\sim 55 \mathrm{MeV}$ have been used in this analysis and the systematic effects are estimated in section 6.7.

Figure 6.6 shows the generated efficiency map. The reconstruction efficiencies are not varying too much, except at the borders where they are rather low.
This can be explained as following: At the left and at the lower border the opening angle between proton or antiproton and the $\pi^{0}$ is rather low and a photon will be emitted in the direction of the proton or antiproton. Thus, the events will be suppressed by the initial event selection criteria. For the upper right border the proton antiproton opening angle is small and the momentum of the $\pi^{0}$ is rather high.

The small opening angle and the low momentum of the charged tracks are the reason for the small reconstruction efficiency. At the other borders in between, a mixture of both effects is observed.

### 6.4. Data After Final Event Selection and Efficiency Correction

The upper right plot in figure 6.7(a) shows the Dalitz plot of the $2916 \mathrm{pb}^{-1}$ data taken at the energy of $\sqrt{s}=3.773 \mathrm{GeV}$, the lower left plot in figure 6.7(a) is the Dalitz plot after the efficiency correction. The red histograms in the upper left and lower right figures are the efficiency corrected ones, whereas the black ones are not corrected for efficiency.
The events are not phase space distributed and a lot of structure can be seen. At the mass of around $1.5 \mathrm{GeV} / \mathrm{c}^{2}$ and $1.65 \mathrm{GeV} / \mathrm{c}^{2}$ two structures can be guessed, which can be the nucleon resonances $\mathrm{N}(1535)$ and $\mathrm{N}(1650)$. In the region for masses higher than $2 \mathrm{GeV} / \mathrm{c}^{2}$, also a lot "activity" is observed.
The origin of the structures can be revealed by a partial wave analysis, which considers isospin $1 / 2$ and $3 / 2$ resonances. However, the large parameter set required, will lead to results with large uncertainties.
Figure 6.8 shows the reconstructed cross sections for the decays to $p \bar{p} \pi^{0}$ as a function of $\sqrt{s}$. The cross section are calculated according to

$$
\begin{equation*}
\sigma_{e^{+} e^{-} \rightarrow p \bar{p} \pi^{0}}=\frac{N_{\text {sig. }}}{\epsilon \cdot \mathcal{L}}, \tag{6.4.1}
\end{equation*}
$$

with $N_{\text {sig. }}$ the number of signals passing the final event selection, $\epsilon$ the reconstruction efficiency and $\mathcal{L}$ the integrated luminosity.

### 6.5. Radiative Corrections

The cross section measured in $e^{+} e^{-}$experiments is a superposition of the lowest order cross section - the Born cross section - and higher order cross sections. The Feynman diagrams of the respective higher order cross sections interfering with the lowest order cross section are shown in table 6.9. They all describe QED processes, which are fully calculable. Divergences arising in the calculation of the individual terms cancel each other. The observed cross section dependents on experimental conditions, as the detection efficiencies for the ISR photons do enter. Thus, the relevant cross section allowing for the comparison of the results of different experiments is the Born cross section, which needs to be extracted from the measured cross section.


Figure (6.7) (a) is for the data taken at 3.773 GeV , (b) for the data taken at 3.65 GeV . The respective upper left and lower right figure show the invariant mass spectra of $\mathrm{m}\left(\mathrm{p} \pi^{0}\right)$ and $\mathrm{m}\left(\bar{p} \pi^{0}\right)$. The red curves are the mass spectra after efficiency correction. The respective upper right plot is the Dalitz plot without efficiency correction, for the lower left plot the efficiency correction has been applied.


Figure (6.8) The efficiency corrected cross section $\sigma$ for the decays to $\mathrm{p} \overline{\mathrm{p}} \pi^{0}$ as a function of $\sqrt{s}$. The errors are the statistical ones.
Lowest order hadron process



Vacuum polarization


Figure (6.9) Feynman diagrams for the process $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow$ hadrons. All contributions from diagrams, except of the lowest order hadron process, are represented by the radiative correction factor $\delta$. The self-energy and the ISR contribution exist for both fermion lines.

Considering only the ISR process, the process effectively studied is $e^{+} e^{-} \rightarrow f+n \gamma$, with $n=0,1,2, \ldots$ and $f$ a final state. Its cross section can be written as

$$
\begin{equation*}
\sigma(s)=\int_{0}^{1-m_{t h}^{2} / s} W(s, x) \sigma_{0}(s(1-x)) d x \tag{6.5.1}
\end{equation*}
$$

$W(s, x)$ is the radiator function describing the probability density for photons carrying away a fraction $x$ of the beam energy. $\sigma_{0}(s(1-x))$ is the Born cross section of the finale state $f$.
Since the fraction of energy carried away by ISR photons can be limited by requiring momentum and energy balance, it is sufficient to relate the measured cross section to the Born cross section by the radiative correction factor $(1+\delta)$. Thus, equation 6.4.1 can be rewritten as

$$
\begin{equation*}
\sigma_{e^{+} e^{-} \rightarrow p \bar{p} \pi^{0}}=\frac{N_{\text {sig. }}}{\epsilon \mathcal{L}(1+\delta)} \tag{6.5.2}
\end{equation*}
$$

where $\sigma_{e^{+} e^{-} \rightarrow p \bar{p} \pi^{0}}$ is now the Born cross section [105, 106].
The radiative correction factor itself can be rewritten as

$$
\begin{equation*}
1+\delta=1+\delta_{\text {ver. }}+\delta_{\text {vac. }}^{\mathrm{I}}+\delta_{\text {vac. }}^{\text {had. }}+\delta_{\gamma} \tag{6.5.3}
\end{equation*}
$$

with $\delta_{\text {ver. }}$ the vertex correction, $\delta_{\text {vac. }}^{\text {li }}$ and $\delta_{\text {vac. }}^{\text {had. }}$ the leptonic and hadronic vacuum contribution, which can be calculated independently from the detector's geometry by the formulas given in $[105,106]$.
The last term, $\delta_{\gamma}$, is related to the ISR photons and thus is experiment dependent (the detection efficiency for the radiated photons enters). It can be expressed accordingly to $[105,106]$ as

$$
\begin{equation*}
\delta_{\gamma}=\beta \int_{0}^{k_{m}} \frac{d k}{k} k^{\beta}\left[\left(1-k+\frac{k^{2}}{2}\right) \frac{\epsilon(k) \sigma_{0}\left(s^{\prime}\right)}{\epsilon(0) \sigma_{0}(s)}-1\right]+k_{m}^{\beta}-1 \tag{6.5.4}
\end{equation*}
$$

with $\beta=2 \alpha / \pi \cdot\left(\log \left(s / m_{e}^{2}\right)-1\right)$, the equivalent radiator describing the probability of a photon emission from the electron or positron. $m_{e}$ is the electron mass, $\alpha$ the fine-structure constant, $s$ the Mandelstam variable $s$ and $s^{\prime}=s(1-k) . \epsilon(k)$ is the detection efficiency of events with a radiated photon of relative energy $k$.
However, $\delta_{\gamma}$ is depending also on the Born cross section $\sigma_{0}$, which was planned to be determined with this radiative correction procedure. To solve this dilemma an iterative way of the calculation is chosen:

1. First the observed cross section is taken as input (described by formula 6.8.1) for the calculation of $1+\delta$. The result of this step is marked as $1+\delta^{(1)}$.
2. The $1+\delta^{(1)}$ is then used to correct the observed cross section, which is marked as $\sigma_{\text {cor. }}^{(1)}$.
3. The corrected cross section $\sigma_{\text {cor }}^{(1)}$. is then used as input for the calculation of a refined radiative correction factor, which will be marked as $1+\delta^{(2)}$.
4. The steps are repeated until the result converges (already true after a few iterations).

The detection efficiencies $\epsilon(k)$ required for the determination of the radiative correction factor, can be obtained from Monte-Carlo simulations. Details on the simulation are provided in section 6.7. The detection efficiencies as a function of $k$ are shown in figure B.9.

### 6.6. Background Estimation

Different background sources have to be considered in this analysis. Background may arise from $D \bar{D}$ decays, which is the dominant decay channel of the $\psi(3770)$ resonance [10]. Furthermore, background events from similar final states, such as $\psi(3770) \rightarrow p \bar{p} \pi^{0} \gamma$ has to be considered.
Another important background source is arising from initial state radiation to the lower lying $J^{P C}=1^{--}$resonances (radiative return). These resonances are not considered in the line shape used for the determination of the radiative correction factor $\delta_{\gamma}$.

### 6.6.1. Background from Initial State Radiation at $\sqrt{s}=3.773 \mathrm{GeV}$

Initial state radiation can lead to an energy drop and a $\mathrm{J} / \psi$ or a $\psi(2 \mathrm{~S})$ might be produced at a collision energy of 3.773 GeV . Hence, the selected candidates can contain background events from an radiative return. Since only the line shape without the resonances is considered in the radiative correction procedure, these background events ( $\mathrm{N}^{b}$ ) have to be subtracted from the number of efficiency corrected events ( $\mathrm{N}_{\text {cor. }}$ ).
Their contribution is estimated with Monte Carlo samples $\left(\gamma_{I S R} \mathrm{~J} / \psi\right.$ and $\gamma_{I S R} \psi(2 \mathrm{~S})$ at 3.773 GeV ), typical about $30 \%$ larger then the collected data.
Naively one would expect zero events for the $\gamma_{I S R} \mathrm{~J} / \psi$ sample, as the detection efficiency for the events with such a high energetic ISR photon is zero (compare to


Figure (6.10) (a) shows the background events from $\gamma_{I S R} \mathrm{~J} / \psi$. The proton and antiproton are from the $\mathrm{J} / \psi$ decay and a fake $\pi^{0}$ is reconstructed from the ISR photon and a photon from the antiproton annihilation. (b) shows the background events from $\gamma_{I S R} \psi(2 S)$. The events have various sources, but about $60 \%$ are from the process $\gamma_{I S R} \psi(2 S) \rightarrow \gamma_{I S R} \mathrm{p} \overline{\mathrm{p}} \pi^{0}$.
figure B.9). However, a few events are found in this sample: For most of these events a fake photon from the antiproton annihilation was combined with the ISR photon to a $\pi^{0}$, the proton and antiproton produced in a $\mathrm{J} / \psi$ decay to $\mathrm{p} \overline{\mathrm{p}}$. The remaining events are from $\mathrm{J} / \psi$ decays to $\mathrm{p} \overline{\mathrm{p}} \gamma$; again the ISR photon was used to reconstruct a fake $\pi^{0}$.
Table 6.2 shows the number of events considered for the correction. The events from the $\gamma_{I S R} \psi(2 S)$ sample, where about $60 \%$ of the events are coming from the process $\gamma_{I S R} \psi(2 S) \rightarrow \gamma_{I S R} \mathrm{p} \overline{\mathrm{p}} \pi^{0}$, are given as well. Figure 6.10(a) and 6.10(b) show the Dalitz plots for these background events.

### 6.6.2. Background from $\mathrm{D} \overline{\mathrm{D}}$ Decays at $\sqrt{s}=3.773 \mathrm{GeV}$

The $\psi(3770)$ decays dominantly into DD pairs and some of the decays might be misidentified as $\mathrm{p} \overline{\mathrm{p}} \pi^{0}$ final state. To estimate this background component a Monte Carlo sample containing inclusive $\mathrm{D} \overline{\mathrm{D}}$ decays (4.8 times larger than the data taken at 3.773 GeV ) has been analyzed. The fraction of events passing the event selection is only $0.01 \%$ of all reconstructed $\mathrm{p} \overline{\mathrm{p}} \pi^{0}$ events and thus is neglected (compare to table 6.2).

### 6.6.3. Background from Similar Decay Channels at $\sqrt{s}=3.773 \mathrm{GeV}$

Final states, similar to the analyzed decay channel, may pass the event selection. For example, the cut $\mathrm{N}_{\gamma} \geq 2$ in the initial event selection (compare to section 6.2.1), allows a variety of other final states (compare to table 6.3).

| Source | $\mathrm{N}_{b}^{\text {cor. }}$ | in \% of $\mathrm{N}_{\text {cor. }}$ |
| :---: | :---: | :---: |
| $\left(\gamma_{I S R}\right) \mathrm{J} / \psi$ | 46.98 | 0.24 |
| $\left(\gamma_{I S R}\right) \psi(2 \mathrm{~S})$ | 52.72 | 0.26 |
| $\mathrm{D} \overline{\mathrm{D}}$ | 3.05 | 0.015 |

Table (6.2) Number of background events $\mathrm{N}_{b}$ at $\sqrt{s}=3.773 \mathrm{GeV}$ for the different sources. They have been subtracted from the number of corrected events $\mathrm{N}_{\text {cor }}$.

The total cross section at an energy of 3.773 GeV is $\sigma_{e^{+} e^{-}}^{3.773} \approx 20.72 \mathrm{nb}$, the observed cross section of $\psi(3770)$ contributes about 7.71 nb [107, 108]. The known resonant branching fraction are used for the estimation of the background events given in table 6.3. Unknown branching ratios are estimated by the one of $\psi(2 S)$ decays. As the $\psi(2 S)$ can not decay into $\mathrm{D} \overline{\mathrm{D}}$ pairs and the $\psi(3770)$ has a small non $\mathrm{D} \overline{\mathrm{D}}$ branching fraction and no further threshold opens, which could enhance the branching ratio of the respective decay mode, this assumption is reasonable.
The sum of all these events after efficiency correction is estimated to be 75.7, which is about $0.40 \%$ of all events. However, the estimation of the branching ratios implies that the background events can not be simply subtracted from the number of signals and thus have to be considered in the systematic error.
To validate the assumptions for the background estimations an additional approach has been performed: The $\pi^{0}$ sidebands $\left(6 \sigma<\left|m(\gamma \gamma)-m\left(\pi^{0}\right)\right|<9 \sigma\right)$ events have been studied to estimate the background. The contribution is here found to be $0.29 \%$ of all corrected events and thus in agreement with the prior estimated value.

### 6.6.4. Background from Similar Decay Channels at the Scan Data Points

The dominating sources of the background arising from similar decay channels at $\sqrt{s}=3.773 \mathrm{GeV}$ have been analyzed for the scan data points, too. The results are given in table 6.4.
The same cross section and branching ratios as in section 6.6.3 have been used. The estimated number of background events is not subtracted from the number of signals events, but considered in the systematic error (compare to section 6.6.3).

### 6.6.5. Background at $\sqrt{s}=3.65 \mathrm{GeV}$

The events taken at $\sqrt{s}=3.65 \mathrm{GeV}$ can contain contributions from the $\psi(2 \mathrm{~S})$ resonance. Its cross section is estimated to be $\sigma_{\psi(2 S)}^{3.65}=(0.136 \pm 0.012) \mathrm{nb}$ at this energy [20].
The total number of these events can be calculated to

| Decay channel $\psi(3770)$ | Branching ratio | Survived events (BR cor.) |
| :---: | :---: | :---: |
| $\gamma \chi_{c 0}$ $\chi_{c 0} \rightarrow \mathrm{p} \overline{\mathrm{p}}$ | $1.66 \cdot 10^{-6}$ | 0.66 |
| $\gamma \chi_{c 0} \quad \chi_{c 0} \rightarrow \mathrm{p} \overline{\mathrm{p}} \pi^{0}$ | $4.16 \cdot 10^{-6}$ | 0.15 |
| $\gamma \chi_{c 1} \quad \chi_{c 1} \rightarrow \mathrm{p} \overline{\mathrm{p}}$ | $2.12 \cdot 10^{-7}$ | 0.09 |
| $\gamma \chi_{c 1} \quad \chi_{c 1} \rightarrow \mathrm{p} \overline{\mathrm{p}} \pi^{0}$ | $3.48 \cdot 10^{-7}$ | 0.01 |
| $\gamma \chi_{c 2} \quad \chi_{c 2} \rightarrow \mathrm{p} \overline{\mathrm{p}}$ | $6.48 \cdot 10^{-8}$ | 0.03 |
| $\gamma \chi_{c 2} \quad \chi_{c 2} \rightarrow \mathrm{p} \overline{\mathrm{p}} \pi^{0}$ | $4.23 \cdot 10^{-7}$ | 0.02 |
| $\gamma \eta_{c} \quad \eta_{c} \rightarrow \mathrm{p} \overline{\mathrm{p}}$ | $4.42 \cdot 10^{-6} \quad(*)$ | 1.19 |
| $\gamma \eta_{c}(2 S)$ $\eta_{c}(2 S) \rightarrow \mathrm{p} \overline{\mathrm{p}}$ | $9.1 \cdot 10^{-7} \quad\left({ }^{* *}\right)$ | 0.15 |
| $\mathrm{p} \overline{\mathrm{p}}$ | $2.7 \cdot 10^{-4} \quad\left({ }^{*}\right)$ | 1.67 |
| $\mathrm{p} \overline{\mathrm{p}} \gamma$ | $3.9 \cdot 10^{-5} \quad\left({ }^{*}\right)$ | 12.84 |
| $\mathrm{p} \overline{\mathrm{p}} \pi^{0} \gamma$ | $1.3 \cdot 10^{-4}\left({ }^{* * *}\right)$ | 16.90 |
| $\mathrm{p} \overline{\mathrm{p}} \pi^{0} \gamma \gamma$ | - | 0 |

Table (6.3) The estimated contaminations from similar decay channels to the one analyzed. The branching ratio are from [10]. (*) As an upper limit the branching ratio of the $\psi(2 \mathrm{~S})$ decay has been used. $\left(^{* *}\right)$ As an upper limit the branching ratio of $\psi(2 \mathrm{~S})$ and the $\eta_{c}$ decay has been used. $\left({ }^{* * *}\right)$ As an upper limit the branching ratio of $\psi(2 S) \rightarrow \mathrm{p} \overline{\mathrm{p}} \pi^{0}$ has been used.

| Energy | Survived Events (BR. corrected) |  |  |
| :---: | :---: | :---: | :---: |
| $[\mathrm{GeV}]$ | $\psi(3770) \rightarrow \mathrm{p} \overline{\mathrm{p}}$ | $\psi(3770) \rightarrow \mathrm{p} \overline{\mathrm{p}} \gamma$ | $\psi(3770) \rightarrow \mathrm{p} \overline{\mathrm{p}} \pi^{0} \gamma$ |
| 3.744 | 0.0013 | 0.016 | 0.023 |
| 3.753 | 0.0025 | 0.025 | 0.042 |
| 3.757 | 0 | 0.029 | 0.045 |
| 3.766 | 0.0061 | 0.038 | 0.059 |
| 3.778 | 0.004 | 0.027 | 0.029 |
| 3.791 | 0.0033 | 0.034 | 0.054 |
| 3.806 | 0.006 | 0.034 | 0.054 |

Table (6.4) The estimated contaminations from similar decay channels for the scan data points. The same cross sections and the same branching ratios as in section 6.6.3 have been used for the estimation of the amount of background events.

| Decay channel |  | $\psi(2 \mathrm{~S})$ tail (BR cor.) | Survived Events (BR. cor.) |
| :---: | :---: | :---: | :---: |
| $\gamma \chi_{c 0}$ | $\chi_{c 0} \rightarrow \mathrm{p} \overline{\mathrm{p}}$ | 0.0024 | 0.12 |
| $\gamma \chi_{c 0}$ | $\chi_{c 0} \rightarrow \mathrm{p} \overline{\mathrm{p}} \pi^{0}$ | 0.00002 | 0.023 |
| $\gamma \chi_{c 1}$ | $\chi_{c 1} \rightarrow \mathrm{p} \overline{\mathrm{p}}$ | 0.0003 | 0.016 |
| $\gamma \chi_{c 1}$ | $\chi_{c 1} \rightarrow \mathrm{p} \overline{\mathrm{p}} \pi^{0}$ | 0.00006 | 0.019 |
| $\gamma \chi_{c 2}$ | $\chi_{c 2} \rightarrow \mathrm{p} \overline{\mathrm{p}}$ | 0.0003 | 0.006 |
| $\gamma \chi_{c 2}$ | $\chi_{c 2} \rightarrow \mathrm{p} \overline{\mathrm{p}} \pi^{0}$ | 0 | 0 |
| $\gamma \eta_{c}$ | $\eta_{c} \rightarrow \mathrm{p} \overline{\mathrm{p}}$ | 0.0001 | 0.019 |
| $\gamma \eta_{c}(2 S)$ | $\eta_{c}(2 S) \rightarrow \mathrm{p} \overline{\mathrm{p}}$ | $\approx 0$ | $\approx 0$ |
| $\mathrm{p} \overline{\mathrm{p}}$ |  |  |  |
| $\mathrm{p} \overline{\mathrm{p}} \gamma$ | 0 | 0 |  |
| $\mathrm{p} \overline{\mathrm{p}} \pi^{0} \gamma$ | 0.0009 | 0.167 |  |
| $\mathrm{p} \overline{\mathrm{p}} \pi^{0} \gamma \gamma$ | 0.002 | 0.247 |  |

Table (6.5) Background at 3.65 GeV - the branching ratios are taken from [10].

$$
\begin{equation*}
N=\sigma_{\psi(2 S)}^{3.65} \cdot \mathcal{L} \cdot \mathrm{BR}\left(\psi(2 S) \rightarrow \mathrm{p} \overline{\mathrm{p}} \pi^{0}\right)=0.796 \pm 0.172 \tag{6.6.1}
\end{equation*}
$$

with $\mathcal{L}$ the integrated luminosity and $\operatorname{BR}\left(\psi(2 S) \rightarrow \mathrm{p} \overline{\mathrm{p}} \pi^{0}\right)$ the branching ratio of the $\psi(2 S)$ decay [10]. This number has been subtracted from the number of events at $\sqrt{s}=3.65 \mathrm{GeV}$.
Similar decay channels due to the $\psi(2 S)$ contribution can be neglected at this energy. The background channels are summarized in table 6.5 - the tail contribution of the $\psi(2 S)$ is determined using equation 6.6 .1 , but multiplied with a factor to take into account the misidentification. The total cross section at this energy point has been taken from [109], the branching ratios from [10].

### 6.6.6. Study of the $\gamma_{I S R} \psi(2 S)$ Background at $\sqrt{\mathrm{s}}=3.744 \mathrm{GeV}$

The data at 3.744 GeV should have the highest fraction of $\gamma_{I S R} \psi(2 S)$ events, as it is closest to the $\psi(2 S)$ resonance. A non-significant contribution at an 3.744 GeV implies a non-significant contribution at higher energies, too.
Using an exclusive MC event sample $\left(e^{+} e^{-}(@ 3.744 G e V) \rightarrow \gamma_{I S R} \psi(2 S) \rightarrow \gamma_{I S R} p \bar{p} \pi^{0}\right)$, the detection efficiency is determined to be $2.51 \%$ (compare to figure $6.11(\mathrm{a})$ ). Figure 6.11 (b) shows the real data at an energy of 3.744 GeV . The black curve shows all events directly after the particle identification applying only the $\cos (\theta)$ cut. The $\pi^{0}$ is reconstructed with those photons, whose combination is closest to the $\pi^{0}$ mass.


Figure (6.11) (a) $\gamma_{I S R} \psi(2 S)$ Monte Carlo at 3.744 GeV : The black curve are all events that pass the 5 C -fit $\left(\chi_{5 C}^{2}<200\right)$, the red curve are the events which pass the final event selection. (b) Data at 3.744 GeV : The black curve shows the events after particle identification (for details compare to text), the red curve are the events, which pass the final event selection.

The red curve shows the data which pass the final event selection. The green lines indicate the $\psi(2 S)$ region.

In order to observe one $\psi(2 S)$ background event in the final event data (red curve), the green interval would have to contain $\approx 40$ counts.

As only a few events are observed, one can conclude that the contribution of $\gamma_{I S R} \psi(2 S)$ events can be neglected at this energy and at higher energies as well. This result is also consistent with the values estimated in section 6.6.1.

### 6.7. Systematic Errors

The systematic errors are summarized in table 6.6. Except for the first three errors, which are uncorrelated, the errors exhibit a strong correlation (among the different energy points). This correlation has to be considered for the extraction of the cross section and is discussed in section 6.7.11.

| Source | Error [\%] <br> 3.65 GeV |  |  | Scan |
| :---: | :---: | :---: | :---: | :---: |
|  | 3.773 GeV | Correl- <br> ation |  |  |
| Efficiency determination | 1.5 | 1.5 | 1.5 | - |
| Background exclusive channel | 0.4 | 0.4 | 0.4 | - |
| Size of official MC | 0.5 |  |  | - |
| Radiative correction procedure | 4.0 | 4.0 | 4.0 | $\checkmark$ |
| Extraction of Born cross section | 1.5 | 1.5 | 1.5 | $\checkmark$ |
| Kinematic fit | 2 | 2 | 2 | $\checkmark$ |
| MDC tracking | $1(\mathrm{p})+1(\overline{\mathrm{p}})$ | $1(\mathrm{p})+1(\overline{\mathrm{p}})$ | $1(\mathrm{p})+1(\overline{\mathrm{p}})$ | $\checkmark$ |
| Photon selection | 2 | 2 | 2 | $\checkmark$ |
| PID | $1(\mathrm{p})+2(\overline{\mathrm{p}})$ | $1(\mathrm{p})+2(\overline{\mathrm{p}})$ | $1(\mathrm{p})+2(\overline{\mathrm{p}})$ | $\checkmark$ |
| Integrated luminosity | 1.1 | 1.1 | 1.1 | $\checkmark$ |
| Polarization | 0.7 | 0.7 | 0.7 | $\checkmark$ |
| Energy measurement | 1.0 MeV | 1.0 MeV | 1.0 MeV | $\checkmark$ |

Table (6.6) An overview over the relative systematic errors.

### 6.7.1. Uncertainties for the Efficiency Determination

The efficiency has been determined by dividing the Dalitz plot into different bins and calculating the ratio of RECONSTRUCTED DATA/MC-TRUTH DATA (compare to section 6.3). The reconstruction efficiency within one bin is assumed to be constant. To estimated an error for this assumption, different grid-sizes of the Dalitz plot have been tried and the efficiency has been calculated again. The differences are not larger than $1.5 \%$; this value is eventually used as systematic uncertainty for the efficiency determination.

### 6.7.2. Uncertainties for the Background Estimation

### 6.7.2.1. Exclusive Channels

The uncertainties arising from similar decay channels passing the event selection have been estimated in section 6.6.3 and 6.6.4 and the results are given in table 6.3 and 6.4. For the dominating channels passing the event selection criteria the number of background events at the $\psi(3770)$ resonance have been estimated (as they are not measured yet) using the branching ratios from the $\psi(2 \mathrm{~S})$ decays given in [10]. Considering the largest errors given in [10] and the results from the $\pi^{0}$ sideband estimation (compare to section 6.6.3), the amount of these background events will not exceed $0.4 \%$ of all events. This value has been used as systematic uncertainty
for the exclusive channels.

### 6.7.2.2. Monte Carlo Event Sets

The background events arising from ISR returns and $\bar{D} \bar{D}$ decays have been estimated in section 6.6 using inclusive Monte Carlo event samples. The size of the samples is estimated to be about 1.3 and 4.8 times larger than the data, respectively. Even if the size has been estimated wrong by $10 \%$, the amount of background events would not be rise or shrink by more than $0.5 \%$. The systematic uncertainty is chosen to be $0.5 \%$.

### 6.7.3. Uncertainties for the Radiative Correction Procedure

For the determination of the radiative correction factor, the detection efficiency of events with a radiated photon of relative energy $\mathrm{k}, \epsilon(k)$ is required (compare to section 6.5). The efficiencies have been determined using Monte Carlo events. The simulated process is $e^{+} e^{-} \rightarrow m_{x} \gamma$, the underlying model the VECTORISR model. The mass of the state $m_{x}$ defines the energy of the photon and decays to $p \bar{p} \pi^{0}$. The state $m_{x}$ is boosted according to the simulated photon.
However, the angular distribution of the radiated photon might be different from the true case. Since no appropriate generator with the correct ISR distribution for the analyzed decay channel is existing yet, additional MC samples have been produced containing the process $e^{+} e^{-} \rightarrow m_{x}$. The detection efficiency for these samples has been estimated again and the radiative correction factors have been recalculated. The difference between both radiative correction factors is smaller than $3.0 \%$ and thus $3.0 \%$ is used as systematic error.
Additionally, the uncertainty of the whole scheme has to be considered. Therefore, the results of the scheme applied in section 6.5 have been compared with the results from a different method, the structure function method [110, 111]. The radiator function (equation 6.5.1) required for the calculation, is taken from [112]. The difference between both methods is $2 \%$, which is similar to the uncertainty given in [106]. The combined error is $3.61 \%$. As a conservative estimate, $4.0 \%$ is taken as total uncertainty of the radiative correction procedure.

### 6.7.4. Uncertainties for the Extraction of the Born Cross Section

Different $\chi^{2}$ cuts of the 5 C -fit should lead to similar results. However, this is not true: Opening the $\chi^{2}$ cut, more events will pass the event selection, which have a worse momentum balance of initial state and final state.


Figure (6.12) (a) The extracted cross sections at $\sqrt{s}=3.773 \mathrm{GeV}$ as a function of the $\chi^{2}$-cut of the 5 C -fit. The cross section has not been corrected by the radiative correction procedure. The given errors are the statistical ones.
(b) The same cross sections, but after applying the radiative correction. The error bars include the error of the radiative correction procedure and the statistical errors.

As a consequence more ISR events will show up, which are not covered by the standard efficiency correction. In figure 6.12(a) it can be clearly seen, that the cross section is experiment dependent, one could also say cut-dependent.
After applying the ISR correction procedure described in section 6.5, the cross sections have almost similar values, they do not differ by more than $1.5 \%$ (compare to figure 6.12(b)). This value is used as systematic error.

### 6.7.5. Uncertainties of the Kinematic Fit

The kinematic fit's systematic error is estimated using a control sample of $\psi(2 \mathrm{~S}) \rightarrow$ $p \bar{p} \pi^{0}$ decays. Therefor, an inclusive $\psi(2 \mathrm{~S})$ Monte Carlo event sample and the data collected at the $\psi(2 \mathrm{~S})$ resonance are compared with each other.
Applying the final event selection criteria presented in section 6.2.3 (except the $\chi^{2}$ cut) and additionally a cut on the charged tracks $(|\cos (\theta)|<0.8)$, on the total momentum of the final state and the invariant mass of the final state $\left(\mid \mathrm{m}\left(p \bar{p} \pi^{0}\right)-3.686\right.$ $\mathrm{GeV} \mid<40 \mathrm{MeV}$ ), a sub sample is obtained, which contains almost only decays of $\psi(2 \mathrm{~S}) \rightarrow p \bar{p} \pi^{0}$. The purity of the sub sample is estimated to be $99 \%$ by using the MC-Truth information from the inclusive $\psi(2 S)$ Monte Carlo events. The selected events and the cuts are shown in figure 6.14(b) for data and in figure 6.14(a) for the inclusive $\psi(2 \mathrm{~S})$ Monte Carlo events.


Figure (6.13) The left plot shows the comparison of the $\chi^{2}$ of the kinematic 5C-fit between inclusive $\psi(2 \mathrm{~S})$ Monte Carlo events (black) and the data collected at the $\psi(2 \mathrm{~S})$ resonance (red). The right figure shows the difference in efficiencies of kinematic 5 C -fit depending on the $\chi^{2}$ cut between the inclusive $\psi(2 S)$ Monte Carlo events (black) and the data collected at the $\psi(2 \mathrm{~S})$ resonance (red).

An efficiency of the kinematic fit can be defined as

$$
\epsilon_{5 C}=\frac{N_{5 C}}{N_{s u b}},
$$

with $N_{5 C}$ the events passing the kinematic fit and $N_{s u b}$ the total number of events of the selected sub sample. This efficiency can be used as measure for the difference between the Monte Carlo events and the $\psi(2 S)$ data.
The right plot in figure 6.13 shows the difference in the $\chi^{2}$ distributions, whereas the left plot in figure 6.13 shows the comparison of the efficiencies of the fits. The difference after applying the cut $\chi_{5 C}^{2}<50$ is $(0.54 \pm 0.55) \%$.
Considering the correct photon selection ratio of $(99.25 \pm 0.09) \%$ (compare to section 6.2.2) the largest error of the fit should not exceed $2 \%$, which is taken as systematic error.

### 6.7.6. Uncertainties for the MDC Tracking

The uncertainties for the MDC tracking efficiency have been studied in [113]. For a transverse momentum $\mathrm{p}_{t}$ larger than 300 MeV the difference between Monte Carlo events and data for the proton and anti-proton has to be found to be less than $1 \%$. Thus, $1 \%$ is taken as systematic error.


Figure (6.14) (a) shows the selected $p \bar{p} \pi^{0}$ events for inclusive $\psi(2 S)$ Monte Carlo events. The black points are the data after a preselection, the red lines indicate the mass cuts applied and the green data points are the finally selected events. The purity of the selected subsample is $99 \%$.
(b) shows the events for data taken at the $\psi(2 \mathrm{~S})$ resonance. The black points are the data after a preselection, the red lines indicate the mass cuts applied and the green data points are the selected events.

### 6.7.7. Uncertainties for the Photon Selection

The uncertainties for the photon selection have been studied in [114] and are determined to be $1 \%$. The systematic uncertainty for the selection of 2 photons arising from $\pi^{0}$ and $\eta$ decay is calculated to be $2 \%$.

### 6.7.8. Uncertainties for the Particle Identification

The uncertainties arising due to the particle identification have been studied in [113]. For a transverse momentum $\mathrm{p}_{t}$ larger than 300 MeV the difference between Monte Carlo events and data is smaller than $1 \%$ for a proton and less than $2 \%$ for the antiproton.

### 6.7.9. Uncertainties of the Polarization

The $\cos \theta$ distribution of the $\pi^{0}$ is extracted from data and fitted with the function $\beta\left(1+\alpha \cos ^{2} \theta\right.$ ) (compare to section 6.3). The fit result is: $\beta=0.89 \pm 0.02$ and $\alpha=0.55 \pm 0.08$.
In order to determine the systematic uncertainty, the mean value of the fit was shifted according to its upper and lower limit and the cross section at an energy of 3.773 GeV
has been recalculated. The differences are $0.7 \%$ and $0.6 \%$, respectively. The largest difference $(0.7 \%)$ is taken as the systematic error.

### 6.7.10. Uncertainties for the Integrated Luminosity

The integrated luminosities have been determined in [115]:

| $\mathrm{E}_{\text {cms }}[\mathrm{GeV}]$ | Luminosity $\left[\mathrm{pb}^{-1}\right]$ |
| :---: | :---: |
| 3.650 | $44.49 \pm 0.02 \pm 0.44$ |
| 3.773 | $2916.94 \pm 0.18 \pm 29.17$ |

Table (6.7) Calculated luminosities from [115].

The systematic uncertainty is taken as $1.1 \%$. For the scan data points the luminosity has been determined using large angle Bhabha events (compare to table 6.8). The systematic error for the scan data points is determined to be $1.1 \%$.

| $\mathrm{E}_{\text {cms }}[\mathrm{GeV}]$ | Luminosity $\left[\mathrm{nb}^{-1}\right]$ |
| :---: | :---: |
| 3.744 | $4939.1 \pm 13.3$ |
| 3.753 | $9313.3 \pm 16.8$ |
| 3.757 | $8043.5 \pm 12.9$ |
| 3.766 | $11864.1 \pm 21.4$ |
| 3.778 | $5695.3 \pm 13.1$ |
| 3.791 | $12474.8 \pm 22.5$ |
| 3.806 | $10149.4 \pm 22.3$ |

Table (6.8) Calculated luminosity and the statistical error for the scan data points.

### 6.7.11. Treatment of Correlated Errors

Most of the systematic errors are correlated (compare to table 6.6). They cannot be easily summed up and considered directly in the fit. To estimate the effect of correlated errors, the offset method [116] has been used. Here, only a short summary over the working principle is given (compare also to [117]):

1. Perform fit without correlated systematics.
2. Shift measurement to the upper limit of its systematic.
3. Redo fit and record differences to fit without correlated systematics.
4. Go back to (2) and shift measurement to lower limit.
5. Repeat step 2-4 for all sources of correlated systematics.
6. Add all deviations in quadrature (Treat positive and negative results separately).

### 6.8. Extraction of the Cross Section of $\psi(3770) \rightarrow \mathbf{p} \overline{\mathrm{p}} \boldsymbol{\pi}^{0}$

Resonant cross sections can be generally described by the Breit-Wigner formula [10]. Taking into account the continuum cross section and a phase between continuum and resonant production amplitude, the cross section as a function of the Mandelstam variable $s$ can be written as

$$
\begin{equation*}
\sigma(s)=\left|\sqrt{\sigma_{c o n}}+\sqrt{\sigma_{\psi}} \frac{m \Gamma}{s-m^{2}+i m \Gamma} \exp (i \phi)\right|^{2} \tag{6.8.1}
\end{equation*}
$$

$\sigma_{\psi}$ is the resonant cross section, $m$ the mass and $\Gamma$ the width of the respective resonance, the parameter $\phi$ is the phase between the resonant and continuum amplitude. The continuum cross section $\sigma_{\text {con }}$ can be described as a function of $\sqrt{s}$ by

$$
\begin{equation*}
\sigma_{c o n} \propto \frac{1}{s^{\lambda}} \tag{6.8.2}
\end{equation*}
$$

where the exponent $\lambda$ is a priori unknown.
The fit of the formula to the data points and the extraction of the respective quantities seems to be straightforward. However, it has to be taken into account, that not the whole continuum amplitude is allowed to interfere with the resonant one:
The virtual photon arising in an electron positron annihilation can be associated with an isospin of $I=0$ or $I=1$. In order to produce a $\mathrm{J}^{P C}=1^{--}$charmonium resonance only the $I=0$ component contributes, since charmonium states do not contain $u$ or $d$ quarks and hence have $I=0$. However, for the continuum production, the photon is not restricted to $I=0$, but rather can have $I=1$ or $I=0$. This is also the reason, why $\Delta$ resonances $(I=3 / 2)$ can be observed in the continuum process in association with a proton or antiproton, but not in resonant charmonium decays. According to quantum mechanics only states with the same quantum numbers can mix or interfere with each other. Following this thought equation 6.8.1 has to be modified, since only a certain part of the resonant process can interfere with the continuum process:

$$
\begin{equation*}
\sigma(s)=\left|\sqrt{M \sigma_{c o n}}+\sqrt{\sigma_{\psi}} \frac{m \Gamma}{s-m^{2}+i m \Gamma} \exp (i \phi)\right|^{2}+(1-M) \sigma_{c o n} \tag{6.8.3}
\end{equation*}
$$

with $M$ describing the fraction of the continuum amplitude allowed to interfere with the resonant amplitude. Since the resonant amplitude $\sqrt{\sigma_{\psi}}$ is correlated to $M$, the
parameter $M$ cannot be simply determined by a fit and theoretical input is required. Thus, the question of the isospin share of the virtual photon is arising, which is discussed, for example, in [118-123]. The basic idea in [118, 119] is the dominance of single states in the virtual intermediate state, which can be for example excited $\rho^{*}$ or $\omega^{*}$ mesons or coherent pion configurations with $I=0$ and $I=1$. Their amplitudes can be written as

$$
\begin{aligned}
& A\left(e^{+} e^{-} \rightarrow \rho(\text { Isopin }=1)\right)=\frac{1}{\sqrt{2}}\left(A_{u}-A_{d}\right)=\frac{C}{\sqrt{2}} \\
& A\left(e^{+} e^{-} \rightarrow \omega(\text { Isopin }=0)\right)=\frac{1}{\sqrt{2}}\left(A_{u}+A_{d}\right)=\frac{1}{3} \frac{C}{\sqrt{2}}
\end{aligned}
$$

assuming that the whole coupling depends only on the charge of the quarks. Hence, the ratio should be

$$
\begin{equation*}
\frac{I=0}{I=1}=\frac{\left(\frac{1}{3} \frac{C}{\sqrt{2}}\right)^{2}}{\left(\frac{C}{\sqrt{2}}\right)^{2}}=1: 9 \tag{6.8.4}
\end{equation*}
$$

and the continuum cross section can be written as

$$
\begin{equation*}
\sigma_{c o n}=\frac{1}{10} \sigma_{c o n}^{|I=0\rangle}+\frac{9}{10} \sigma_{c o n}^{|I=1\rangle} . \tag{6.8.5}
\end{equation*}
$$

Clearest evidence for such a ratio comes from the process $e^{+} e^{-} \rightarrow N \pi$ around 2 GeV , where the ratio of $I=0$ and $I=1$ is $1: 9$ [118, 119]. Also the electromagnetic decay width of the $\rho(770)$ and the $\omega(782)$ meson are in agreement with the ratio: $\Gamma\left(\omega(782) \rightarrow e^{+} e^{-}\right) / \Gamma\left(\rho(782) \rightarrow e^{+} e^{-}\right) \sim 1: 9$. That the ratio continues to stay large at higher energies is consistent with ideas of generalized vector meson dominance models [118].

### 6.9. Results

The data has been corrected with the radiative correction factors determined in section 6.5. The background estimated in section 6.6 has been subtracted. Eventually, the cross section has been fitted with equation 6.8 .3 allowing $1 / 10$ of the continuum amplitude to interfere with the resonant one. The mass $m$ and the width $\Gamma$ in equation 6.8.3 have been fixed accordingly to the world average values for the $\psi(3770)$ resonance [10]. The maximum likelihood fit yields for the Born cross section $\sigma\left(\psi(3770) \rightarrow p \bar{p} \pi^{0}\right)$ a value of $0.87_{-0.72}^{+1.27} \mathrm{pb}$ and for the corresponding phase
$271.4_{-27.2}^{+29.2}$. A phase equal $270^{\circ}$ corresponds to a total destructive interference between continuum and resonant production amplitude.
As the error on the cross section is too large, an upper limit at $90 \%$ confidence level (CL) has been determined. Therefor it is assumed, that the total error can be described by a Gaussian distribution.
The fit results are summarized in table 6.9, the correlated systematic uncertainties are included. The corrected data points and the fit are shown in figure 6.15(a), the fit's $\chi^{2} /$ n.d.f is 1.3 , where n.d.f. is the number of degrees of freedom.

$$
\begin{array}{c|c|}
\sigma_{\psi(3770)}[\mathrm{pb}] & \text { Phase angle }\left[{ }^{\circ}\right] \\
\hline \hline 0.87_{-0.72-0.05}^{+1.27+0.05} & 271.4_{-27.2-4.2}^{+29.2+4.2} \\
(<2.7 @ 90 \% \mathrm{CL}) &
\end{array}
$$

Table (6.9) The parameters extracted from the fit under the assumption that only $1 / 10$ of the continuum production amplitude can interfere with the resonant amplitude. The first errors are the one arising from the fit; the second ones are correlated systematic uncertainties. The fit's $\chi^{2} /$ n.d.f is 1.3 .

### 6.9.1. Results Allowing Interference with the Whole Continuum Amplitude

As an instructive example, the cross section allowing the whole continuum amplitude to interfere with the resonant one (i.e. setting $\mathrm{M}=1$ in equation 6.8.3) is determined, too. Two different solutions with the same $\chi^{2} /$ n.d.f. $=5.8 / 5$ are found, which according to [124] both have to be considered. The solutions are given in table 6.10, the fit itself is shown in figure 6.15(b). The phase for both solutions is again in agreement with a destructive interference, a dip at an energy of 3.773 GeV can be clearly seen in figure 6.15(b).

| Parameter | Solution 1 | Solution 2 |
| :---: | :---: | :---: |
| $\sigma_{\psi(3770)}[\mathrm{pb}]$ | $0.061_{-0.04-0.004}^{+0.05+0.04}$ <br> $(<0.13 @ 90 \% \mathrm{CL})$ | $33.7_{-1.2-0.9}^{+1.2+0.8}$ |
| Phase angle [ $\left.{ }^{\circ}\right]$ | $270.7_{-36.1-4.7}^{+39.0+4.7}$ | $269.8_{-1.7-0.2}^{+1.7+0.2}$ |

Table (6.10) The parameter extracted from the fit under the assumption that the whole continuum production amplitude can interfere with the resonant amplitude. The fit's $\chi^{2} /$ n.d.f. is 1.2 .


Figure (6.15) (a) shows the solution of the fit under the assumption that only $1 / 10$ of the continuum amplitude can interfere with the resonant amplitude; the fit's $\chi^{2} /$ n.d.f is 1.3. (b) shows the solution of the fit under the assumption that the whole the continuum amplitude can interfere with the resonant amplitude; the fit's $\chi^{2} /$ n.d.f is 1.2 .

### 6.10. Estimation of the Cross Section of $\bar{p} \overline{\mathbf{p}} \rightarrow \psi(3770) \pi^{0}$

The cross sections of the charmonium production processes $p \bar{p} \rightarrow \psi m$, where $\psi$ is a charmonium state and $m$ a light meson can be related to the partial decay width of $\psi \rightarrow p \bar{p} m[8]$. Therefor a constant decay amplitude $\mathcal{M}$ is assumed, which allows to relate the decay width of $\psi \rightarrow p \bar{p} m$ directly to the area $A_{D}$ of the Dalitz plot [ 8,10$]$ :

$$
\begin{equation*}
\Gamma_{\psi \rightarrow p \bar{p} m}=\frac{1}{2 S_{\psi}+1} \frac{1}{8 \pi^{3}} \frac{32}{M_{\psi}^{3}}\left[\sum|\mathcal{M}|^{2}\right] A_{D} \tag{6.10.1}
\end{equation*}
$$

where $M_{\psi}$ is the mass and $S_{\psi}$ the spin of the charmonium state. Under the assumption of a constant decay amplitude the production cross section $\sigma_{p \bar{p} \rightarrow \psi m}$ can be written as

$$
\begin{equation*}
\sigma_{p \bar{p} \rightarrow \psi m}=\frac{1}{64 \pi} \frac{p_{m}^{c m s}}{p_{p}^{c m s}} s^{-1}\left[\sum|\mathcal{M}|^{2}\right] \tag{6.10.2}
\end{equation*}
$$

with $p_{x}^{c m s}$ the corresponding particle's momentum in the center of mass system and $s$ the Mandelstam variable [8].
Eliminating the squared amplitude, which both equation 6.10.1 and 6.10.2 have in common, the production cross section can be expressed as:

$$
\begin{equation*}
\sigma_{p \bar{p} \rightarrow \psi m}=4 \pi^{2}\left(2 S_{\psi}+1\right) \frac{M_{\psi}^{3}}{A_{D}} \Gamma_{\psi \rightarrow m p \bar{p}}\left[\frac{p_{m}^{c m s}}{p_{p}^{c m s}} s^{-1}\right] \tag{6.10.3}
\end{equation*}
$$



Figure (6.16) (a) The cross section for the process of $p \bar{p} \rightarrow \psi(3770) \pi^{0}$, which has been calculated according to equation 6.10 .3 and under the assumption that $1 / 10$ continuum production amplitude can interfere with the resonant production amplitude. The green vertical line shows the maximum c.m.s energy available at $\overline{\mathrm{P}}$ ANDA .
(b) The s- and t-channel for the investigated process: The red framed region shows the Dalitz plot evaluated in the analysis of the data collected by the BESIII experiment, the green framed region is the kinematic region for the process $p \bar{p} \rightarrow \psi(3770) \pi^{0}$ accessible at $\overline{\mathrm{P}}$ ANDA (assuming a maximum momentum of the antiproton of $15 \mathrm{GeV} / \mathrm{c}[1]$ ).

The proton's and the meson's momentum can be calculated for the kinematic situation at the $\overline{\mathrm{P}}$ ANDA experiment using relativistic kinematics. $\overline{\mathrm{P}} A N D A$ will be a fix target experiment: The proton is at rest and the antiproton has a certain momentum in the laboratory frame.
The partial decay width of $\psi(3770) \rightarrow p \bar{p} \pi^{0}$ can be calculated with the help of the Born cross section for the $\psi(3770)$ and the estimated cross section determined in section 6.9. The Born cross section is given as [10]:

$$
\begin{equation*}
\sigma_{\text {Born }}^{\psi(3770)}=\frac{12 \pi \Gamma_{e e} \Gamma_{\text {tot }}}{\left(E_{c m}^{2}-M^{2}\right)+M^{2} \Gamma_{\text {tot }}^{2}}=(10.01 \pm 0.78) \mathrm{nb} \tag{6.10.4}
\end{equation*}
$$

$\Gamma_{e e}$ is the partial electron decay width, $\Gamma_{t o t}$ is the total decay width, $M$ the mass of the resonance and $E_{c m}$ the center of mass energy. All values have been taken from [10], $E_{c m}$ was set equal to $M$.
The cross section of $\sigma\left(p \bar{p} \rightarrow \psi(3770) \pi^{0}\right)$ has been calculated according to formula 6.10.3, the result for the solution allowing $1 / 10$ of the continuum amplitude to interfere with the resonant one is shown in figure 6.16(a): The green vertical line indicates the maximum c.m.s energy available at $\overline{\mathrm{P} A N D A}$. The maximum cross section for $p \bar{p} \rightarrow \psi(3770) \pi^{0}$ can be expected at a center of mass energy of 5.26 GeV and will be
less than 9.7 nb @ $90 \%$ CL.
Figure 6.16(b) shows the s- and t -channel for the analyzed process: The red framed region shows the Dalitz plot for $e^{+} e^{-} \rightarrow p \bar{p} \pi^{0}$ events, the green framed region is the kinematic region for the process $p \bar{p} \rightarrow \psi(3770) \pi^{0}$ accessible at $\overline{\mathrm{P}}$ ANDA .
The cross sections for the solutions allowing the whole continuum amplitude to interfere with the resonant one are calculated, too: The larger branching ratio (solution 2) results in a production cross section of $120_{-8}^{+8} \mathrm{nb}$, whereas the first solution results in an upper limit at a $90 \% \mathrm{CL}$ of $<0.46 \mathrm{nb}$ for the production cross section $\sigma\left(p \bar{p} \rightarrow \psi(3770) \pi^{0}\right)$.

Chapter

## Summary, Discussion and Outlook

The first part of this thesis is focusing on the development of simulation and reconstruction software packages for a possible ToF detector upgrade of the BESIII experiment. In the second part, the cross section of $\psi(3770) \rightarrow p \bar{p} \pi^{0}$ has been determined and the cross section of $p \bar{p} \rightarrow \psi(3770) \pi^{0}$, which is from great importance for the $\overline{\mathrm{P}}$ ANDA experiment, has been estimated.
For both parts an independent summary will be given:

## MRPC Detector Upgrade

The simulation software includes the implementation of the MRPC's geometry and is based on a model, which is motivated by realistic physical processes. It allows for the simulation of the characteristics of the MRPC detector and is able to reproduce and explain the beam test results.

The simulated reconstruction efficiency matches well with the beam test results over the whole investigated range of electrical field values ( $85 \mathrm{kV} / \mathrm{cm}$ up to $120 \mathrm{kV} / \mathrm{cm}$ ). The simulated time resolution does coincide with the measured data starting from electric field values of $\sim 100 \mathrm{kV} / \mathrm{cm}$. For smaller values the time resolution is underestimated by the simulation as the model does not include recombination effects of electron-ion pairs. However, the simulation results do show the same trend for the time resolution as the measured data: They rise for smaller electrical field strengths. However, the upgrade is planned to be operated at an electrical field strength of $\sim 112 \mathrm{kV} / \mathrm{cm}$, where simulated data and measured results do agree.
The reconstruction software allows for a matching of tracks from the MDC with the ToF information and applies several corrections (e.g. walk and signal transition time corrections), which help to improve the time of flight resolution. The measured time over threshold is used for the determination of the energy loss in the MRPC's material of electrons/positron and photons and thus for a correction of the EMC energy measurement.

The results of the simulation of the ToF system, based on available MRPC technology, show that the design goal of an improved pion/kaon particle identification at a $2 \sigma$ level up to momenta of $1.4 \mathrm{GeV} / \mathrm{c}$ can be achieved for the BESIII detector. The total resolution for the difference of measured time of flight and expected time of flight is $\sim 80 \mathrm{ps}$ for pions and kaons with momenta around $1.45 \mathrm{GeV} / \mathrm{c}$.

The reconstruction efficiencies are similar to those of the current ToF detector system. However, in total more tracks are usable, as the high momentum pion and kaon tracks can be clearly identified and so be used for analysis.

## Estimation of $\sigma\left(\psi(3770) \rightarrow \mathrm{p} \overline{\mathrm{p}} \pi^{0}\right)$ and $\sigma\left(\mathrm{p} \overline{\mathrm{p}} \rightarrow \psi(3770) \pi^{0}\right)$

Using the $2916 \mathrm{pb}^{-1}$ data accumulated at a center of mass energy of 3.773 GeV and the data collected during a $\psi(3770)$ line shape scan by the BESIII detector, an analysis of the process of $e^{+} e^{-} \rightarrow p \bar{p} \pi^{0}$ has been performed. The Born cross section of $\psi(3770) \rightarrow p \bar{p} \pi^{0}$ has been determined allowing $1 / 10$ of the continuum amplitude - the fraction with the same isospin component - to interfere with the resonant amplitude.
As an instructive exercise the solution allowing the whole continuum amplitude to interfere with the resonant one is determined. Here two solutions with the same probability are found.
A summary of the results is given in table 7.1, the upper limits at a 90\% CL are obtained under the assumption that the total error can be described by a Gaussian distribution.

The branching fraction for the decay of $\psi(3770) \rightarrow p \bar{p} \pi^{0}$ can be obtained with the estimated cross section and the Born cross section from the $\psi(3770)$ resonance, which can be calculated assuming a relativistic Breit-Wigner description of the resonance and the world average values from [10] to $10.01 \pm 0.78 \mathrm{nb}$. The resulting branching ratio for $\psi(3770) \rightarrow p \bar{p} \pi^{0}$ is $<2.7 \cdot 10^{-4} @ 90 \%$ CL.
This value is in agreement with the upper limit of less than $1.2 \cdot 10^{-3}$ reported by the BESII collaboration [10]. However, the result of the BESII collaboration is estimated under the assumption that interference effects can be neglected and thus a comparison of both values is actually not legit.
The solution allowing the whole continuum amplitude to interfere with the resonant one results in branching ratios of about $0.3 \%$ and an upper limit of less than $8.6 \cdot 10^{-5} @ 90 \%$ CL. According to [10] a branching ratio of $0.3 \%$ would be one of the largest branching ratios ever reported for the $\psi(3770)$. However, also the small solution would be possible and would fit much better

| Interference Scenario | 10\% | 100\% |  |
| :---: | :---: | :---: | :---: |
|  |  | Solution 1 | Solution 2 |
| $\sigma\left(\psi(3770) \rightarrow p \bar{p} \pi^{0}\right)[\mathrm{pb}]$ | $\begin{gathered} 0.87_{-0.72-0.05}^{+1.27+0.05} \\ <2.7 @ 90 \% \mathrm{CL} \end{gathered}$ | $\begin{gathered} \quad 0.061_{-0.05-0.004}^{+0.05+0.004} \\ <0.13 @ 90 \% \mathrm{CL} \end{gathered}$ | $33.7{ }_{-1.2-0.9}^{+1.2+0.8}$ |
| Phase angle $\left[{ }^{\circ}\right]$ | 271.4 ${ }_{-27.3}^{+29.2+4.2}$ | $270.7_{-36.1-4.7}^{+39.0+4.7}$ | $269.8_{-1.7}^{+1.7+0.2}$ |
| $\sigma_{\max }\left(p \bar{p} \rightarrow \psi(3770) \pi^{0}\right)[\mathrm{nb}]$ | $<9.7 @ 90 \% \mathrm{CL}$ | <0.5@ $90 \% \mathrm{CL}$ | $120_{-8}^{+8}$ |

Table (7.1) A summary of the analysis results. The ratio for the interference scenario describe, which fraction of the continuum production amplitude can interfere with the resonant production amplitude, the scenario allowing $100 \%$ of the continuum amplitude to interfere with the resonant is only presented as an instructive example. The phase given is the one for the solution of the fit. The maximum proton antiproton cross section is determined for the kinematic situation at the $\overline{\mathrm{P}}$ ANDA experiment and can be expected at a center of mass energy of 5.26 GeV .
in the common picture of $\psi(3770)$ decays: Most of the so far reported non- $D \bar{D}$ branching fractions of the $\psi(3770)$ are upper limits smaller than $10^{-3}$ [10].

The phase determined for the solution of the fit is in agreement with a total destructive interference between the continuum and resonant production amplitude - total destructive interference corresponds to a phase of $270^{\circ}$. Since the resonant production amplitude can be again divided into two different amplitudes - the 3-gluon amplitude $a_{3 g}$ and the electromagnetic amplitude $a_{\gamma}$ the total cross section is

$$
\sigma \propto\left|a_{3 g}+a_{\gamma}+a_{c}\right|^{2}
$$

where $a_{c}$ is the continuum amplitude. The ratio of the amplitude $a_{\gamma}$ and the 3 -gluon amplitude $a_{3 g}$ for the $\psi(3770)$ resonance can be calculated accordingly to [24, 25]:

$$
\left|\frac{a_{\gamma}\left(m_{\psi^{\prime \prime}}^{2}\right)}{a_{c}\left(m_{\psi^{\prime \prime}}^{2}\right)}\right|=\frac{3}{\alpha} \mathcal{B}\left(\psi^{\prime \prime} \rightarrow e^{+} e^{-}\right) \approx 3.99 \cdot 10^{-3}
$$

where $\mathcal{B}\left(\psi^{\prime \prime} \rightarrow e^{+} e^{-}\right)$was taken from [10]. As the electromagnetic resonant amplitude is small compared to the continuum amplitude, the interference can be interpreted as the interference between the 3-gluon and the continuum amplitude and thus as a destructive interference between strong and electromagnetic production amplitude [24, 25].

Recent, but model dependent results - the investigation of the phase using the non-resonant electromagnetic continuum does not rely on any model - did
show phases between strong and electromagnetic amplitude of $\sim 90^{\circ}$ for the $\mathrm{J} / \psi$ and the $\psi(2 \mathrm{~S})$ resonance, but also phases of $270^{\circ}\left(\hat{=}-90^{\circ}\right)$ could not be excluded for the $\psi(2 \mathrm{~S})[125,126]$.

Using the constant decay amplitude approximation and the model presented in section $6.10[8]$ and the estimated partial decay width, the cross section of $\sigma\left(p \bar{p} \rightarrow \psi(3770) \pi^{0}\right)$ has been estimated for the kinematic situation at the $\overline{\mathrm{P}}$ ANDA experiment: $\bar{p}+p \rightarrow \psi(3770)+\pi^{0}$, where the antiproton has a certain momentum and the proton is at rest.

The maximum cross section for $\sigma\left(p \bar{p} \rightarrow \psi(3770) \pi^{0}\right)$ has been calculated to be $<9.7 \mathrm{nb} @ 90 \%$ CL. The cross section starts to rise from the production threshold of the $\pi^{0}$ and a $\psi(3770)$ meson and reaches its maximum at a center of mass energy of 5.26 GeV (compare to figure 6.16(a)) and eventually starts to decrease again. The value of 5.26 GeV corresponds to an antiproton momentum of $\sim 13.8 \mathrm{GeV} / \mathrm{c}$ in the laboratory frame and thus is still in reach of $\overline{\mathrm{P}}$ ANDA [1]. Table 7.1 gives an overview over the estimated results; also the corresponding values for the solution allowing the whole continuum amplitude to interfere with the resonant one are given.

Benchmark studies for the process $p \bar{p} \rightarrow D \bar{D}$ assessing the ability to separate charm signals from the large hadronic background for the $\overline{\mathrm{P}}$ ANDA experiment assume a cross section of $\sigma\left(p \bar{p} \rightarrow \psi(3770) \rightarrow D^{+} D^{-}\right)=2.8 \mathrm{nb}[1]$. Using a value of 60 mb for the total $p \bar{p}$ cross section and considering only the $D^{ \pm}$decays into $K \pi \pi$ the expected signal to background ratio at $\overline{\mathrm{P}}$ ANDA is estimated to be $4 \cdot 10^{-10}[1]$.

Assuming the same values and a photon detection efficiency of $90 \%$, the ratio for the process of $p \bar{p} \rightarrow \psi(3770) \pi^{0} \rightarrow D^{+} D^{-} \pi^{0}$ would be $\lesssim 4.7 \cdot 10^{-10}$ for the upper limit allowing $1 / 10$ of the continuum amplitude to interfere with the resonant one and thus almost similar. Hence, the production of a $\psi(3770)$ in association with a $\pi^{0}$ is also suited to study the open charm region.

However, the relation of the decay width to the production cross sections is based on a simple constant amplitude approximation, which does not consider energy dependence and resonance effects in the experimental Dalitz plots of $\psi(3770) \rightarrow p \bar{p} \pi^{0}$. Thus, the calculated cross sections should be seen as a simple estimate. The large estimation can be an artifact of baryon resonance contribution (for example the aforementioned $\mathrm{N}^{*}$ resonances). They do not necessarily need to contribute to the production cross section [8].
However, the estimates for the cross section of $\sigma\left(p \bar{p} \rightarrow \psi(3770) \rightarrow D^{+} D^{-}\right)$
are based on an extrapolation of the $\mathrm{J} / \psi \rightarrow p \bar{p}$ branching ratio to the $\psi(3770)$ resonance [1]. Thus, they might not be appropriate and can be even smaller. The study of the channel in association with pions might become even more promising. More results, which might clarify this situation, can be expected in near future by the BESIII and by the LHCb collaboration.

More data of $\psi(3770)$ decays might also be helpful to clarify the situation of the destructive interference between resonant and continuum amplitude. Such data can be accumulated by the BESIII experiment and might also help to solve the dilemma of the large difference in expected and measured non- $D \bar{D}$ branching ratios of the $\psi(3770)$ resonance, which has been discussed in the introduction. However, to obtain correct results interference effects between the different amplitudes should be taken into account. Most of the results listed in [10] do not consider interference effects so far.

In summary, the planned upgrade of the endcap time of flight detector of the BESIII experiment will not only improve the quality and analysis possibilities of further $\psi(3770)$ data, but of all the data to be accumulated at the BESIII experiment. Thus, the analysis of the expected data from the BESIII experiment in general will lead to a better understanding of the $\tau$-charm energy region and be of great importance for the PANDA experiment. The gathered knowledge will allow for the formulation of detection strategies for the $\overline{\text { PANDA }}$ experiment and thus for an unprecedented investigation of the fundamental physical questions of the strong interaction in the non-perturbative region.
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Appendix - MRPC

## A.1. Design Drafts of the MRPC Module

| Material | height | low. width | up. width | thickness | note |
| :---: | :---: | :---: | :---: | :---: | :---: |
| strips | 25 |  |  | 0.035 | $24,4 \mathrm{~mm}$ gaps in between |
| inner glass | 344 | 88.68 | 147.32 | 0.4 | 10 pieces |
| outer glass | 350 | 98.17 | 157.83 | 0.55 | 4 pieces |
| graphite elect. | 346 | 93.51 | 152.49 | 0.13 | 4 pieces |
| mylar | 352 | 103 | 163 | 0.07 | 4 pieces |
| PCB | 352 | 114 | 174 | $0.9 / 1.5$ | $2+1$ pieces |
| honeycomb | 350 | 98.17 | 157.83 | 3 | 2 pieces |
| tape | 350 | 98.17 | 157.83 | 0.13 | 2, for the honeycomb |
| gas gaps |  |  |  | 0.22 | 12 gaps |

Table (A.1) All sizes are in [mm]. The building blocks are trapeze-shaped.


Figure (A.1) Sketch of the MRPC planned to be used for the ToF upgrade at the BESIII experiment. PCB is the shortcut for printed circuit board.


Figure (A.2) Design drawing for the box, which will contain the front-end electronics. It is build of aluminum. All dimension are in [mm].


Figure (A.3) Drawing of the frame, which will contain one MRPC module. The frame's material will be aluminum. It will be covered by two 1 mm thick plates, in order to seal it air-tight.


Figure (A.4) Sketch of the readout-pads and their dimension for the single end readout version. The strip length of the double sided readout version is $2 \cdot x+4 \mathrm{~mm}$, where $x$ is the corresponding length of the strip of the single end read version.

## A.2. Neighborhood Sets



Figure (A.5) (a) shows the different neighborhood sets for the double sided readout version. The red readout strip is the extrapolated one, the blue ones are the readout strips to be searched in for MRPC signals. Set 4 and 5 reach from bottom to top of a MRPC module. (b) shows the different neighborhood sets for the single end readout version. Set 5 and 6 reach from bottom to top of a MRPC module.

## B.1. Dedicated Monte Carlo Events

A dedicated Monte-Carlo event set has been produced utilizing the event distribution in the Dalitz plot of the real data. The following example may demonstrate the way of production: When a certain bin in the Dalitz plot of the measured data contains $x$ times more events then a different bin; $x$ times more events, originating from an phase space Monte-Carlo data sample (and arising in the same bin), are used as input for the dedicated Monte Carlo sample.
The plots in figure B. 3 to B. 5 show the comparison of the data and the dedicated Monte Carlo sample and are self-explanatory. The $\theta$ angle and the $\phi$ angle are the azimuthal $(\phi)$ and polar ( $\theta$ ) angles of the corresponding particle in the BESIII coordinate system ( z -axis is the beam axis, y -axis is pointing upwards).
Figure B.6, B. 7 and B. 8 show the comparison of the angular distributions for the $\pi^{0}$ in the proton- $\pi^{0}$ and in the antiproton- $\pi^{0}$ reference system. As quantization-axis the direction of flight of the respective system is chosen. They seem to be highly asymmetric: However, this asymmetry is only arising due to kinematic reflection (i.e. combining the $\pi^{0}$ with the "wrong" baryon).


Figure (B.1) The ratio of the $\cos (\theta)$ of the proton (left), antiproton (middle) and the $\pi^{0}$ (right) of data and a PHSP MC sample. The functions in figure of the $\pi^{0}$ are a linear fit to the data and a fit with $\beta\left(1+\alpha \cos ^{2} \theta\right)$.


Figure (B.2) (left) MC-Truth sample with the corrected $\cos \theta$ distribution at $E_{c m}=3.773 \mathrm{GeV}$; (right) events of this sample, which pass the event selection criteria.

Figure (B.3) Comparison of $\cos (\theta)$ and $\sin (\phi)$ of the dedicated Monte Carlo sample and the collected data for the mass range given by the upper two plots. The $\cos (\theta)$ of the $\pi^{0}$ is not tuned yet.




Figure (B.4) Comparison of $\cos (\theta)$ and $\sin (\phi)$ of the dedicated Monte Carlo sample and the collected data for the mass range given by the upper two plots. The $\cos (\theta)$ of the $\pi^{0}$ is not tuned yet.

Figure (B.5) Comparison of $\cos (\theta)$ and $\sin (\phi)$ of the dedicated Monte Carlo sample and the collected data for the mass range given by the upper two plots. The $\cos (\theta)$ of the $\pi^{0}$ is not tuned yet.


Figure (B.6) No cut on $\operatorname{mass}\left(\bar{p} \pi^{0}\right)$ and $\operatorname{mass}\left(p \pi^{0}\right)-\operatorname{red}$ MC, black data. For details it is referred to the text in section B.1.


Figure (B.7) No cut on $\operatorname{mass}\left(\bar{p} \pi^{0}\right)$ and $1.5 \mathrm{GeV}^{2}<\operatorname{mass}\left(p \pi^{0}\right)<1.9 \mathrm{GeV}^{2}-\operatorname{red} \mathrm{MC}$, black data. For details it is referred to the text in section B.1.


Figure (B.8) Applied cuts: $2.3 \mathrm{GeV}^{2}<\operatorname{mass}\left(\bar{p} \pi^{0}\right)<2.6 \mathrm{GeV}^{2}$ and $2.3 \mathrm{GeV}^{2}<\operatorname{mass}\left(p \pi^{0}\right)$ $<2.6 \mathrm{GeV}^{2}$ - red MC, black data. For details it is referred to the text in section B.1.

## B.2. Detection Efficiencies Events with Radiated Photons

The detection efficiency for events with a photon, which was emitted in the initial state has been determined by Monte Carlo simulations. Figure B. 9 shows the detection efficiencies normalized to the number of events without a photon in the initial state.





Figure (B.9) Detection efficiencies of events with a radiated photons at different energy points normalized to the detection efficiency
of events without an ISR photon.
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