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1
ABSTRACT -

Control at work has an influence both on stress-effects and on
performance. A conceptualization is presented that relates to the
action process and its implications for stress-effects and perfor-
mance are described. Empirical data shows consistent stress and
performance effects of control over the introductory process of
new technology, of control over the training process, 'and of con-
trol at work on transfer of training. .

1 INTRODUCTION | )

The issue of controlv(or decision latitude) has become an im-
pbrtant topic in stress research (e.g. Frese, 1977, Karasek, 1979,
Karasek et al., 1981). In this article I would like to pursue the ._.

theme of control a little further with regard to stress and per-

formance in human-computer interaction, presenting first theoreti~
cal conceptualization of control, discussing the function of con-
trol for stress-effects and performance, and presenting some data
on the importa@ce;of'control.

2 THE THEORY OF CONTROL

Experiencing control means to have an impact on the conditions
and on one's activities in correspondence with some higher order
goal (Frese, in press). . )

A person exerts control when she has influence over her actions
and- over the conditions under which she acts. An action consists
of a sequence (this sequence is variable, of course): goal devel-
opment and goal decision, plan development and decision, execution
of ‘the action and use of feedback (Frese & Sabini; 1985, Norman,

. 1986) . Having influence means to be able to deqide what goals,
- what plans, what kind of feedback a person is using under what
“'conditions. If the environment does not provide the freedom to de-



cide, the person does not have any control. This concept is summa-
rized in Table 1. Decision possibllltles can appear with regard to
sequencing, timeframe, and content. Decision points with regard to
sequence may for example mean that people are able to determlne
which tasks ﬁhey do first and which one second, in which sequence
plans are being formed and executed, or in which sequence they
call on 51gnals to 1nform them of the success of their activities.
. Timeframe refers to two "sets of decision possrb111t1e5° First, the
decision, when a task is tackled or a plan is performed, second,
deciding on how long it will take to work on a task or on a plan.
Similarly, tﬁe timing of the signal alludes to when it will appear
and how 1ongjit is displayed. Content refers to the substance of
the decisions with regard to task, plan, signal andlconditions?
What particular task is done, what plan is formed, what kind of
signals does one choose to use and what coeditions exist for work.
TABLE 1
Aspects of External'Concrol

Decision possibilities

ction X
:equence Sequence Timeframe - . Content

Tasks
(Goals)

Plans : ) ) o

Feedback
(Signals)

Conditions

Four issues are worth emphaSizing‘in this conrext. First, the
decisions must refer to a goal (or in the case of a task,. to a su-
perordlnate goal) One decides with some goal in mind. As long as
something is not related to a goal, non-control does not matter.

Second, freedom to decide has a positive gquality only when.the
decisions do not invelve high risks. If all the alternatives in-
volve high risks, then controllability may lead to an aversive
situation. This is related to the issue of goal again, because we
usually do not develop goals that are very rlsky.

Third, there is a hierarchy of goals within any one person at
any one time (there may be, of course, multiple jand confllctlng
goals). The-higher up in this hierarchy a particular goal is, the

more important and central the decision become, ‘(e.g. life or ca-
reer plan decisions). Thus, control and non-control must'be'
weighted by the rmportance of the goal.
Fourth, aside from the above points about the significance of
"goals and goal hierarchy, it is important to ask the question, how
much of the time a person is exposed to non-control or control
51tuatlons.rThe theory predicts that exposition time is an impor-

tant variable (Frese, 1984). If one is constantly under conditions

of non~control‘(1ittle decision making power) even in small mat-
ters, there 1s an impact even if the goals are not very important.

rThe longer, one is exposed to these conditions, the stronger is

their impact on experienced control, even if higher order goals
(like life goals) are still to be influenced by the individual.

There are certaln prerequlsltes of control: skills, functional-
ity, transparency and predictability: ' .

Skills: The external conditions represent only potential deci-
sion points with regard to some goal. To realize this potential,
one needs to have knowledge and skills as internal requirements.

Functlonallty It refers to whether a system (e.g. a computer
program) allows and enhances the completion of a task. One issue
of functionality is, for example,; whether the system models real
world tasks. Thus, a statistics program should calculate correctly
and.do what it,is supposed to do. A spell program should have
enough words in the dictionary. Without functionality there is no

.control, because the decisions are not meaningfully related to the

goal (task) any more. However, a high functlonallty does not nec-
essarily imply; that there are decision points available.
Transgarency' Transparency implies that the user can develop an

.internal model of the functions of the system (Maass, 1983).
'Thus, the system should not confuse the user by giving different

commands to do the same thing under different modes or by giving

-explanations that are inconsistent or only half true. Under condi=-

tions of non—transparency, the user cannot make adequate decisions
referring to his goal. Transparency is not identical to control

" because it is possible to develop a system that is completely
transparent, that nevertheless offers only little control (e.g. an

expert system that perfectly explains why it is doing what, but
that does not allow users' decisions). .

Predlctabllltx. There is some overlap with the concept of
transparency. If a system is not predictable, it is most likely
not transparent. However, transparency refers to the present, pre-
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dictability to the future. If a system's behavior cannot be fore-
seen it is not predlctable. In the .context of predictability, two
issues have been discussed: predlctablllty of what/ (pwhat) and
predictability of when (pwhen) (Mlller, 1981) . Pwhat implies that
one knows what happens when a certain command is typed into the
machine. Pwhen implies that one knows when a certain command is
executed and completed. The relationship between predlctablllty
and control is complex.'It is possible that a system is pre—
dictable but not controllable (e.g. everything is ‘determined by
the system but there is a signal that tells what will happen
next). It is also possible (although unlikely) to conceive of a
system that is controllable but not predictable (e g. a system in
which one does not know what will happen but that, allows to change
things once they have happened). For practical purposes, lack of
predictability make decisions meanlngless, because when the states
of a system cannot be foreseen, one cannot make adequate decision.

3 CONTROIL AND STRESS-EFFECTS AND PERFORMANCE

Control may have a direct influence on the stressors or lt mnay
function as a moderator of the relationship between stressors and
stress-reactions. The direct effect on stressors is apparent when
people can change those working conditions that they find stress-
ful. The moderator effect has been’ consistently shown in experi-.
mental research but also in field studies on.the;relationship be-
tween stress and health. Stressors given under conditions of non-
control lead to helplessness and physiological effects (Seligman,
1975; Weiss, 1977). Field studies have shown.similarly, that the
combination of stress and control can lead to heart attack
(Karasek et al., 1981) and psychosomatic complaints,(Semmer &
Frese, 1987). ' '

Performance effects existed when there was only gg;gg;;g; con-
trol (Glass & Singer, 1972). In this series of experiments the
subjects had a button that could turn off a loud|noise (the stres-
_sor). In one condition, the subjects were asked not use this but-
ton (and all of them complied). This condition produced less per-
formance decrements in various tasks than not having such a con-

trol button.
The performance effects because of non- control may be due to.

gain control, one does not concentrate on the task and may even
actively sabotage those people (or systems) who are seen to be the
agents respon51b1e for reducing control (chklund 1974). (3) Dif-
fusion of resgonslbllltx In non-control situations the person_;;—
not responsiblé for the results and, therefore, is less active to
bring them about (4) Reduction in learning: When one is not in
control feedback is not perceived as belng brought about by one's
own actions; therefore, one does not learn from feedback.

. 5) Fit-
ting: When there is control, o

it is possible to fit the worklng

conditions to one's psychophysiological prerequlsltes thus making
1t easier to work.

‘4 EMPIRICAL FINDINGS ‘ .
4.1 Changing technology and controlv

We were interested whether new (computer)
‘change control at work. Since we had data on
workers.in 1979 (before large scale computer
duced in w.- Germany), we made a second wave

technology would
German blue collar
technology was intro-
of questionnaires to

the same subjeots in 1985. One third of them were now working with
new fechnology. Among these the following groups of people could
be dlfferentianed: (1) Those who worked with the computer but did
not have any influence on the\programing (N=18), (2) those who had
some influence on programlng (e.g. they

collaborated with the
programers) (N—17), (3) those who programed themselves (N=10), and
(4) finally people who worked w1th robots (N=9). Control at work
was ascertalned with a questionnaire on how much influence a
worker had on sequencing of tasks, on choice of tasks that he had
to do, etc. (Semmer, 1984).

Table 2 shows the results; group 3 has the highest control at
work, group 4 the lowest. However, this does not test the question
whether or not fhese blue collar workers gained or lost control
because of the ;ntroduction of computers. Interestingly, an analy-
51s of covariance i(with earlier control as covariate) showed no
ga;n or loss at:all; Apparently, those blue collar workers with
high control in their former jobs were also the ones who got the
jobs in which they programed themselves or had at ieast some im-
?act on programing; similarly those with low control remained in
jobs with low control after the introduction of new technology
(Frese & Zapf, 1987).

the follow1nq factors. (1) Helplessness: It leads to pa551v1ty and
to a reductlon of active and exploratory strategies to solve tasks
and problems at hand. (2) Reactance effects: In jthe attempt to re- -




TABLE 2 )
Different groups of (computer) workers and control at work (means
no 1nf1uence influence on progr. program themselves robots

_ (3) ey
5%)9 o sfﬂ 6.74 © 4.30

Control is'not only important on the level of: work but also on
the organizational level (the issue of participation). This is of
particular importance when new technology is introduced. We were
interested in whether it made a difference for workers to have a
ngay-so¥ in the process of introducing new technology. A scale on

this issue shows: (1) Those who have high control over technologi- "’

cal changes also report that their work situation has improved
over‘the last 6 years (r=.31, p<.05, N=53). (2)fControl over
technological changes is negatively related to psychological

.24, p<.05, N=56) and marginally
(3) There lsAa

dysfunctioning, with anxiety (r=- ,
‘'with psychosomatic complaints (r=-.21,p=.06, N=§5).
high correlation with job satisfaction (r=.41, p<.01, N=§6).

(4) Finally, people who perceive themselves to have control over
technologlcal changes report better social support from their su-
perv1sor {(r=.30, p< 05, N=56). Thus, to have conrrol over techno-
"logical chafiges may have pogitive effects on workers' psychologl—
cal functioning, on job satisfaction, on a decrease of anxiety,
and on a seeing the job to be better. :
4.2 Control in the training process !

In an experiment on training we pursued the question of control
as well. In one experimental group the trainingiwas highly struc-
tured and gave a step-by-step procedure wlth liﬁtle,chance to de-
velop one's oﬁn mental model. In the other group, rhe subjects
(all of them complete computer novices) were asked to develop
their own hypotheses about the program that they were about to
learn and they were encouraged to explore. Thus, the latter group
- had control over the development of their mental model and had
more infleunce over how to proceed in their exploratory behav1ors.
This group proved to be superior in various performance variables
after the training, e.g. they need less time to correct errors
when writing a text and a smaller number of keystrokes; they were
also better in a transfer task (Frese et al., 1987)

4.3 Control and the ‘transfer from training to eve;xday work

f

Finally, wegwanted to know, whether control at work helped the
) transfer process. The hypothesis was: Even when people learned a
lot 1n the tralnlng, they would only apply this knowledge if they
had a high level of control at work; otherw1se reactance and help-~
lessness effects would decrease thelr motivation to use. the new
system in their everyday work. In a study of engineers, using the
same scale of control at work as in the studies above, this turned
out to-be true (v. Papstein, 1987). The correlation between system
knowledge (ascertained at the end- of the training) and hours of
:use of the new‘system in their work was .66 (N=14, p<.01) for
“those with a Q;gh level of control at work, while this correlation
was .03 (N=11,n.s.) for those with low control. The difference be-
tween these two correlatlons is also significant (p< 05) . If these
results can be. reproduced in other studies, they suggest that it
is useless to buy expensive computers and deliver expenslve train-

ings, if the company does not prov1de a sufficiently high degree
‘of control to their workers.

‘5 CONCLUSION

The concept of control developed in this article can be used on

different levels It is posslble to analyse working conditions -

with the dimehAsions of Table 1 (e.g. how much control does a
person have over the introductory process, over the timing, or
over sequen01ng of work tasks); it is also useful to analyse
.computer programs to ascertain whether or not they provide
decision points along the lines of Table 1. For example, our re-
sults show that direct manipulation interfaces lead to superior
performance in the long-range training process (Frese, Schulte-
.Gécking & Altmann; 1987). It may be useful to study whether this
is an effect related to the higher degree of control that direct
manipulation provides or whether it relates to other variables.

Control at work has been shown to have an impact on stress-ef-
fects. In a series of studies, we have additionally shown that it
also has an impact on performance, e.g. in training and in trans-
fer of training. our theorf and the results suggest that we should
consider the concept of control to be one of the central variables
in the use of coﬁputers at the work place, in the development of
trainin§ concepts, and in the design of computer systems.
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