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Abstract

This thesis studies nuclear fragmentation induced by protons, 4He and 12C ions in the
energy range used for radiotherapy through two different experimental setups. A compre-
hensive understanding of these nuclear reactions is essential for accurate dose calculation
in patients and for verification of the treatment via positron emission tomography (PET).
In the first experiment, conducted at the Heidelberger Ionenstrahl-Therapiezentrum,
charge- and mass-changing cross sections were measured for the colliding systems 4He +1 H,
4He +12 C, 4He +16 O and 4He +28 Si in the energy range of 70 − 220 MeV/u. The cross
sections were obtained via the attenuation method where a ∆E− E scintillator telescope
was used for particle identification. These data will have particular relevance for future
applications of 4He ions in ion beam radiotherapy as this technique relies on precise nu-
clear reaction models for an accurate dose calculation. The widely used parametrization
for the total reaction cross section σR by Tripathi et al. under-predicts the new experi-
mental cross sections for 4He ions in the therapeutic energy range by up to 30%, which
can lead to considerable dose calculation uncertainties. Therefore, the parameters in the
Tripathi model were optimized and the FLUKA nuclear reaction model was adjusted ac-
cordingly. The new models were validated by comparing radiation transport calculations
against available 4He depth dose measurements. The impact of the nuclear model changes
for 4He ions on their relative biological effectiveness was studied through radiobiological
calculations based on the local effect model.
In the second experiment, conducted at the Marburger Ionenstrahl-Therapiezentrum,
cross sections were measured for the production of 10C, 11C and 15O by protons (40 −
220 MeV) and 12C ions (65 − 430 MeV/u) on C and O targets. The cross sections were
obtained via activation measurements of irradiated graphite and BeO targets using a set
of three scintillators coupled by a coincidence logic. The measured cross sections are
relevant for the particle range verification method by PET where accurate predictions of
the β+-emitter distribution produced by therapeutic beams in the patient tissue are re-
quired. This dataset will be useful for validation and optimization of proton-nucleus and
nucleus-nucleus reaction models within radiation transport codes. For protons there is a
good agreement between a radiation transport calculation using the measured cross sec-
tions and a thick target PET measurement from the literature. For 12C-induced nuclear
reactions the novel cross sections are a good basis for further model developments.
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Zusammenfassung

Die vorliegende Arbeit handelt von Untersuchungen zur Kernfragmentierung induziert
durch Protonen, 4He- und 12C-Ionen im zur Strahlentherapie genutzten Energiebereich
mittels zweier unterschiedlicher Experimente. Ein umfangreiches Verständnis derartiger
Kernreaktionen ist die Voraussetzung für eine genaue Dosisberechnung im Patienten sowie
für die Therapie-Verifikation mittels Positronen-Emissions-Tomographie (PET).
In der ersten Messreihe, durchgeführt am Heidelberger Ionenstrahl-Therapiezentrum, wur-
den Wirkungsquerschnitte (Ladungs- und Massenänderung) für die Systeme 4He +1 H,
4He +12 C, 4He +16 O und 4He +28 Si im Energiebereich 70−220 MeV/u bestimmt. Diese
Wirkungsquerschnitte wurden mit der Schwächungsmethode ermittelt, wobei ein ∆E− E
Szintillatorteleskop zur Teilchenidentifikation verwendet wurde. Die so gewonnenen Daten
haben besondere Relevanz für zukünftige Anwendungen von 4He-Ionen in der Partikelther-
apie, da diese Technik auf präzise Kernreaktionsmodelle für eine genaue Dosisberechnung
angewiesen ist. Die weit verbreitete Parametrisierung des totalen Reaktionsquerschnitts
σR von Tripathi et al. unterschätzt die neuen experimentellen Wirkungsquerschnitte für
4He-Ionen im therapeutischen Energiebereich um bis zu 30%, was zu erheblichen Unsicher-
heiten in der Dosisberechnungs führen kann. Daher wurden die Parameter im Tripathi-
Modell sowie das Modell in FLUKA auf Basis der neuen Wirkungsquerschnitte optimiert.
Die optimierten Modelle wurden durch den Vergleich von Strahlungstransportrechnungen
mit veröffentlichten 4He-Tiefendosismessungen validiert. Die Auswirkungen der Anpas-
sung der nuklearen Modelle für 4He-Ionen auf deren relative biologische Wirksamkeit
wurden durch strahlenbiologische Berechnungen auf Grundlage des Local Effect Modells
untersucht.
In der zweiten Messreihe am Marburger Ionenstrahl-Therapiezentrum wurden Wirkungs-
querschnitte für die Produktion von 10C, 11C und 15O durch Protonen (40 − 220 MeV)
und 12C-Ionen (65−430 MeV/u) an C und O Targets bestimmt. Diese wurden durch Ak-
tivierungsmessungen von bestrahlten Graphit- und BeO-Targets unter Verwendung eines
Aufbaus aus drei Szintillatoren, gekoppelt durch eine Koinzidenzlogik, ermittelt. Die
gemessenen Produktionsquerschnitte sind für die in-vivo-Reichweitenverifikationsmethode
mittels PET relevant. Bei dieser sind genaue Vorhersagen der β+-Emitterverteilung,
die vom therapeutischen Strahl im Patientengewebe erzeugt wird, erforderlich. Auch
dieser Datensatz ist nützlich für die Validierung und Optimierung von Proton-Kern-
and Kern-Kern-Reaktionsmodellen in Strahlungstransport-Codes. Für Protonen stim-
men Strahlungstransportrechnungen unter Verwendung der gemessenen Produktionsquer-
schnitte gut mit der PET-Messung eines bestrahlten dicken Targets aus der Literatur
überein. Für 12C-induzierte Kernreaktionen sind die neu gewonnenen Wirkungsquer-
schnitte eine gute Grundlage zur Weiterentwicklung von Modellen.
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1 Introduction

Cancer remains to be one of the most severe health problems and its incidence is steadily
growing. Killing of the tumor tissue by means of ionizing radiation is among the key
methods to counteract this disease. About every second cancer patient in Germany is
treated with radiotherapy, either alone or in combination with other therapy modalities
like surgery or chemotherapy. Most commonly, high energy photons produced by electron
linear accelerators are used for irradiation of the tumor, but also proton or heavy ion
(typically 12C) radiotherapy is growing in popularity [1]. Proton and 12C ion therapy are
technically complex and expensive compared to the standard photon therapy methods
as they require large accelerators with high power consumption and operating expenses.
However, due to the physical and radiobiological properties of heavy charged particles,
the treatment outcome can potentially be improved and healthy tissue toxicity can be
reduced [2, 3].
One emerging innovation in the field of particle radiotherapy is the reintroduction of
4He ion therapy which is currently under preparation at the Heidelberger Ionenstrahl-
Therapiezentrum (HIT) [4, 5]. Up to now, 4He ions have only been used for radiotherapy
in a clinical trial at the Lawrence Berkeley National Laboratory which ended in 1993
[6, 7]. Afterwards, the particle therapy community focused entirely on protons and 12C
ions. By reestablishing 4He ions to the treatment spectrum the flexibility in therapy will
be increased, as they have properties intermediate between protons and 12C.
In radiotherapy, a thorough understanding of the interactions of the particles used for
irradiation with the atoms and nuclei in the tissue is essential for planning and validation
of the dose delivery. If the underlying radiation physics is understood and modeled with
good precision, the models for the different interaction types can be combined in a single
radiation transport code (e.g. Monte Carlo codes like Geant4 [8] or FLUKA [9, 10, 11])
to calculate the dose distribution inside a reference medium, typically water, or directly
inside the patient. On one hand, the electromagnetic interaction of heavy charged par-
ticles is modeled with remarkable precision in modern transport codes - proton and ion
ranges are predicted correctly with sub-millimeter accuracy over the entire energy range
used for radiotherapy. On the other hand, the more complex nuclear interactions are far
less well modeled but have a large influence on the dose distributions [12, 13]. In most
radiation transport codes, nuclear reactions are described by semi-empirical models and
parametrizations, which are validated and optimized against measured cross sections. For
projectile-target combinations and energies where no experimental data are available, the
models are interpolated and scaled in a proper way to estimate the respective cross sec-
tions. However, for systems of special interest where the radiation transport calculation
must be as precise as possible, validation of the nuclear models against experimental data
is usually inevitably.
During the preparation work for 4He ion therapy at HIT, it was found that common
transport codes used in the field of ion beam therapy, among them the GSI treatment
planning system TRiP98 and the FLUKA Monte Carlo code, could not accurately repro-
duce measured dose distributions due to inaccurate nuclear reaction models. This finding
has motivated a series of experiments, carried out at HIT within the scope of this thesis,
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where projectile fragmentation cross sections for 4He ions on different materials of inter-
est for radiotherapy (H, C, O, Si) were obtained. On basis of these new experimental
data, the Tripathi parametrization of the nuclear reaction cross section σR (implemented
in TRiP98, and also found in Monte Carlo codes like Geant4) was optimized and the
FLUKA nuclear reaction model was adjusted. This nuclear reaction model optimization
eliminated the remaining dose calculation inaccuracies for 4He ions. Therefore, the work
presented in this thesis will allow 4He dose calculations with the clinically desired accu-
racy.
Additionally, the impact of these nuclear model adjustments on the relative biological
effectiveness of 4He ions was studied through calculations based on the local effect model.
Though nuclear fragmentation reactions degrade and blur the dose distributions of heavy
ions, the produced fragments can also be exploited for in-vivo treatment verification [14].
An online treatment verification method could potentially mitigate the issue of parti-
cle range uncertainties which are a critical problem for radiotherapy with protons and
heavy ions. One proposed in-vivo range verification method is the imaging of the spa-
tial distribution of β+-activity induced in the irradiated tissue using a positron emission
tomography (PET) camera [15, 16]. This method is based on the knowledge of how the
activation pattern is related to the dose distribution, which is deduced by recalculation
of the treatment plan with a suitable radiation transport code. However, for the reaction
channels which produce isotopes that can be measured by means of PET, mainly 10C, 11C
and 15O, the nuclear reaction models in the common Monte Carlo transport codes still
have large uncertainties [17]. This was the motivation for a series of experiments with
protons and 12C ions carried out at the Marburger Ionenstrahl-Therapiezentrum which
make up the second part of this thesis. Production cross sections for 10C and 11C on C and
15O on O were obtained by irradiating thin graphite and BeO targets and monitoring the
decay of the induced β+-activity. These data will also contribute to future improvements
of Monte Carlo transport models.
In the following chapters, the two experimental setups used for the cross section measure-
ment as well as the data analysis methods are described. The obtained cross section data
are compared with reference data from the literature and with nuclear reaction models.
The validity of these nuclear reaction models is demonstrated by comparing radiation
transport calculations with measured data available in the literature. For 4He ions, those
reference data are depth dose profiles in water while for protons, the model calculations
are compared with profiles of induced β+-activity in a tissue equivalent gel phantom
measured with a PET camera.
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2 Theoretical Background

This chapter summarizes the theoretical background of the research presented in this
thesis.

2.1 Radiotherapy with Protons and Heavy Ions

In conventional radiotherapy the patient is irradiated with high-energy photons, typically
produced as bremsstrahlung by electron linear accelerators with electron energies between
6 and 18 MeV. To spare the healthy tissue surrounding the tumor, the radiation field is
shaped with collimators to match the tumor contours. By irradiating the patient from
different angles with the beams intersecting in the target volume the dose to the tumor
is increased while the dose to the critical organs is kept low. The evolution of photon
therapy technology in the past decades, especially the introduction of inverse treatment
planning and intensity modulated radiotherapy (IMRT) [18, 19, 20, 21] have resulted in
substantial improvements of the radiotherapy treatment outcome and cancer survival in
general. Millions of patients worldwide have been treated with modern photon radiother-
apy.
However, there are still clinical cases where the dose conformity of modern photon therapy
techniques is not sufficient, e.g. brain tumors near critical structures like the brainstem,
or where the low dose bath of the normal tissue typical for IMRT treatments should
be avoided, e.g. for pediatric patients. These cases have motivated the development of
more sophisticated radiotherapy techniques, in particular the irradiation of the tumor
with proton or heavy ion beams - known as ion beam therapy or particle therapy - which
represents the spearhead of today’s high-tech medicine. Proton or heavy ion beams (in
this thesis all ions heavier than a proton are called heavy ions) can achieve a better dose
conformity than high energy photons due to the underlying radiation physics and other
additional advantages due to radiobiological effects [2].
Figure 2.1 shows the depth dose profile of 15 MV photons in water compared to the depth
dose profiles of protons, 4He and 12C ions with ranges of ∼ 30 cm. The inverse depth
dose curve of heavy charged particles with the so-called Bragg peak at the end of their
range is the main rationale for their application in radiotherapy. This dose maximum can
be shifted by changing the particle energy. Therefore a large fraction of the energy of
a proton or heavy ion beam can be specifically transported and deposited into a tumor
while the healthy tissue before and behind is spared. This is not possible with photon
beams where the dose build-up is limited to the first few centimeters of the irradiated
object. It can be observed that the depth dose profiles of protons, 4He and 12C ions
look quite different, which is mainly a result of nuclear fragmentation reactions occurring
along their penetration through the absorber. The fraction of the primary protons or ions
that actually reach the Bragg peak depth without undergoing nuclear reactions decreases
with increasing projectile mass which is the reason for the degradation of the Bragg peak
height towards heavier ions. Furthermore the depth dose profiles of 4He and 12C ions have
a characteristic tail behind the primary ion range due to the higher range of the lighter
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projectile fragments. Because protons do not fragment but only generate heavy target
fragments and secondary protons with low energy, there is no dose behind the proton
Bragg peak. The degradation of the depth dose maximum due to nuclear fragmentation
is mostly compensated for the heavy ions by radiobiological effects (as described in more
detail in Section 2.4).

0 5 10 15 20 25 30 35
water depth / cm

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

re
la

ti
v
e 

d
os

e

220 MeV protons

430 MeV/u 12C ions

15 MV photons

220 MeV/u 4 He ions

Figure 2.1: Depth dose profiles in water generated by high-energy photons, protons,
4He and 12C ions obtained by Monte Carlo simulations. The photon simulation was
performed with the EGSnrc code [22] and for the heavy charged particle simulations
the FLUKA code (version 2011.2x.2 for protons and 12C and the development version
2018.2 for 4He) was used. Only absorbed dose without any radiobiological weighting is
shown.

When looking at the physical depth dose profiles only, heavy ions appear not to be superior
to protons especially because of their fragmentation tail. The real advantage of heavy ions
is based on their lateral dose profile rather than in their depth dose profile as well as on
their increased biological effectiveness in the target area. With a view at the lateral
profiles of protons, 4He and 12C ions in Figure 2.2 the advantages of heavy ion beams
over proton beams for the irradiation of deep-seated tumors close to critical organs get
clear. The protons are strongly scattered with increasing depth while the lateral profiles
of 4He and 12C have a sharp fall-off even at 30 cm water depth. The reason for the
reduced lateral scattering of heavy ions is their higher mass and thus higher forward
momentum compared with protons. Beyond the lateral fall-off all heavy charged particle
dose profiles show long extensions, the so called dose halo [23]. This halo consists of dose
components originating from large-angle elastically scattered primary particles and doses
from secondary fragments produced in inelastic nuclear reactions. The 15 MV photons
generally produce much higher out-of-field doses than the heavy charged particles because
the secondary electrons released by the Compton scattered photons can have ranges of
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several centimeters and easily scatter out of the collimated field. Remarkably, the shape
of the central field in the photon lateral profiles does not change considerably from 10 cm
to 30 cm water depth which is in contrast to the heavy charged particles where the profiles
are inevitably widened with increasing depth by the multiple Coulomb scattering.
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Figure 2.2: Lateral dose profiles in water generated by a 5× 5 cm2 square field of high-
energy photons, protons, 4He and 12C ions obtained by Monte Carlo simulations. The
photon simulation was performed with the EGSnrc code and for the heavy charged
particle simulations the FLUKA code (version 2011.2x.2 for protons and 12C and the
development version 2018.2 for 4He) was used. A perfect beam application and colli-
mation as well as parallel beams were assumed in the simulations and only absorbed
dose without any radiobiological weighting is shown.

The comparison of the dose profiles above shows that the physical characteristics of dif-
ferent radiation types differ strongly. There are a lot of factors (possible beam directions,
location of the tumor, location of the organs at risk, size of the patient, etc.) that have
to be considered in order to optimally exploit the interaction properties of different ra-
diation types to achieve the desired treatment outcome. The situation gets even more
complicated if radiobiological effects are taken into account [24]. In the end there is not
a unique choice for the best radiation type to be used for radiotherapy.

2.2 History of Proton and Heavy Ion Therapy

The development of proton and heavy ion therapy was marked by several scientific, tech-
nological and methodological milestones which are summarized in this chapter. The idea
of exploiting the depth dose characteristics of proton and heavy ion beams for radiother-
apy came originally from Wilson in 1946 when he performed shielding measurements at
cyclotrons [25]. Not even one decade later in 1954, the first patient was irradiated with
protons at the Berkeley Radiation Laboratory in California (today known as Lawrence
Berkeley National Laboratory). 72 patients were treated from 1957 to 1976 with protons
at the Svedberg Laboratory in Uppsala, Sweden. In 1961 the Harvard university started
with proton treatments and became the main center for proton therapy promotion. For
the next decades proton therapy was a pure experimental technique and only available for
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very small patient numbers at research facilities using the accelerators that were originally
built for nuclear physics experiments. In the 1970s the invention of computer tomography
(CT) and the availability of the first commercial CT scanners opened up new possibili-
ties for proton therapy and for radiotherapy in general. This novel imaging technology
allowed for the first time an individual 3D treatment planning and dose calculation. In
1977, 23 years after the first proton patient was treated in Berkeley, also the worldwide
first heavy ion therapy project was set up there using beams from the Bevalac accelerator
[26]. Like in all proton trials before, the beam application in the US heavy ion therapy
project was fully passive: only few fixed energies were available and the dose distributions
were shaped using scatter foils, absorbers and collimators [27]. 2054 patients were treated
with 4He ions in the Berkeley trial and further 433 patients were irradiated with heavier
ions, mostly with 20Ne but also some with 28Si and 40Ar [28, 29]. The shutdown of the
Bevalac in 1993 marked the end of heavy ion therapy in the USA. However, the techni-
cal developments and experiences that have been gained in the US heavy ion trials were
transferred to Japan where a dedicated heavy ion treatment and research center was built
at the National Institute for Radiological Science (NIRS) in Chiba. Since its completion
in 1994 many clinical 12C ion trials have been performed and heavy ion therapy has been
continuously expanded in Japan in collaboration with industry partners like Hitachi and
Mitsubishi [30]. The first dedicated hospital-based proton therapy center was built in
Loma Linda in California and started the treatment of patients in 1990. Today the USA
are the country with by far the most proton centers in the world but with no operational
heavy ion center.

Figure 2.3: Heavy ion treatment at the Lawrence Berkeley Laboratory (left) and at
the Marburger Ionenstrahl-Therapiezentrum (right). In the historical Berkeley setup
the patients were treated in sitting position while nowadays the lying position on a
treatment couch is preferred. In the past the dose distributions were passively shaped
by range compensators in front of the patient while today beam scanning with active
energy switching is the standard technique. Modern treatment rooms are also equipped
with imaging devices to support the positioning of the patient like the x-ray system on
a robotic arm shown on the right.
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One particular technical innovation in the middle of the 1990s had a decisive impact on
proton and heavy ion therapy in their present form: beam scanning [31]. Simultaneous
developments of this technique took place at the Paul Scherrer Institute (PSI) in Switzer-
land for protons [32] and at the Gesellschaft für Schwerionenforschung (GSI) in Germany
for 12C ions [33]. Instead of the passive broadening of the beam with scatter foils and
collimators as it was practice until then, the new technique employs a sharp pencil beam
that is scanned over the irradiation volume using adjustable magnetic deflection. This
improves significantly the conformity of the dose distributions and reduces the secondary
neutron dose to the patients as compared with the passive techniques [34]. At PSI 1D
proton spot scanning (spot-by-spot scanning using a magnet in horizontal direction and
moving the treatment couch in the vertical direction) was developed and first used for
treating a patient in 1996. One year later, in 1997, the first patient was treated with a
scanned 12C ion beam at GSI. The major innovations in the GSI pilot project were the
fully active beam application (magnetic scanning in vertical and horizontal direction as
well as active variation of the beam energy by the synchrotron, called raster scanning),
novel treatment planning methods combined with improved radiobiological models [35, 36]
and the introduction of in-vivo treatment monitoring using positron emission tomography
[15, 16]. Today, beam scanning is the state-of-the-art dose application technique and ev-
ery newly built commercial particle therapy system is equipped with a magnetic scanner.
The success of the GSI 12C ion pilot project - 440 patients were treated between 1997 and
2008 with good clinical results - led to the planning and construction of the Heidelberger
Ionenstrahl-Therapiezentrum (HIT) by the University Hospital Heidelberg in collabora-
tion with GSI and Siemens [5]. Since 2009 a few hundred patients per year have been
treated at HIT with protons and 12C ions. For research purposes the accelerator was also
designed for 4He and 16O ions. Meanwhile 4He ions are used for pre-clinical studies and
should soon be added to the treatment spectrum of the center (see Section 2.6).
The GSI technology and know-how was transferred to Siemens and they have built three
combined proton-carbon synchrotron facilities: one in Marburg, another in Kiel and a
third in Shanghai. The facility in Kiel was dismantled again before it was put into op-
eration due to issues with the business plan. The same threatened to happen also with
the facility in Marburg, but could be prevented by establishment of a joint venture with
HIT. Since 2015 the center is treating patients under the name Marburger Ionenstrahl-
Therapiezentrum (MIT). A major problem for proton and heavy ion therapy centers is
that only a small fraction of the overall radiotherapy patients are suitable for particle
therapy (at current status in the order of 10%). Therefore such a facility must either be
small (e.g. single room proton therapy systems), be located in a metropolitan region or
have a large patient acquisition area to work at full capacity.
The two other combined proton-12C facilities in Europe are the Centro Nazionale di
Adroterapia Oncologica (CNAO) in Italy and MedAustron in Austria. They are only
partly based on the GSI technology but use a synchrotron design developed at CERN in
the Proton-Ion Medical Machine Study (PIMMS) [37]. While all existing medical heavy
ion accelerators are synchrotrons which can vary the energy actively most of the centers
that use solely protons are equipped with a fixed-energy cyclotron and the energy is var-
ied passively in a degrader-based energy selection system. Commercial proton therapy
systems are available from companies like IBA or Varian.
There are currently many research topics of interest: One is the radiobiology of proton
beams. While in clinical practice a fixed RBE of 1.1 is used there is strong evidence of an
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increasing RBE towards the end of the range [38] which is suspected to cause unwanted
side effects in some patients [39]. Another is the question if it would be beneficial to
use also other ions instead of protons and 12C (like 4He or 16O) for treatment [24] or if
they could even be combined in a multi-ion treatment [40]. Along with the high precision
of particle therapy comes also a high sensitivity of the dose distributions against several
different factors like anatomical changes, imaging artifacts or inaccuracies in the conver-
sion from HU values to stopping power [41] and the particle range uncertainties resulting
from these influences are among the major critical problems in modern particle therapy.
Therefore, a reliable method to verify the range predicted by the treatment planning
system, either directly during the treatment (online) or between two fractions (offline),
would be highly beneficial to better exploit the full potential of particle therapy. Also
the problem how to treat moving organs (e.g. lung tumors) with proton or ion beams
is a current research topic [42]. An effective motion mitigation technique would increase
the number of patients that can be treated with particle therapy and therefore contribute
to a better utilization of the treatment center capacities. This already points out that
besides technical challenges it is also important to consider economical and management
aspects. There are several clinical studies ongoing to investigate which tumor entities ac-
tually benefit from particle therapy compared to conventional photon therapy [43]. The
results of these studies, in the case they are positive for the heavy charged particles, will
have the potential to increase the patient numbers and simplify the reimbursement or
covering of the treatment costs by the health insurance companies. The facilities required
for proton or heavy ion therapy are very large, expensive to build and complex to operate
- therefore these treatment modalities are only available in specialized centers. Technical
solutions which would make the facilities smaller and less complex (e.g. new accelerator
designs) could contribute to a wider dissemination of proton and heavy ion therapy.
Today 88 particle therapy centers are in operation and they are spread over 20 different
countries. Most of them are proton therapy centers, but 13 of them also treat patients
with 12C ions. Per end of 2018, 220 000 patients have been treated with protons (190 000)
and heavy ions (30 000) [44].
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2.3 Interaction of Heavy Charged Particles with Matter

Protons and heavy ions are counted as heavy charged particles in contrast to the much
lighter electrons and positrons. Heavy charged particles can interact in different ways
with the material they penetrate through. The most important interactions and their
significance for radiotherapy are briefly described in the following.

2.3.1 Electronic Energy Loss

When a heavy charged particle penetrates through matter it transfers energy to atomic
electrons via the Coulomb interaction. The multiple electronic collisions that are under-
gone by the particle can in a good approximation be summarized to a continuous energy
loss. The energy fraction dE lost per unit path length dx in a specific target material is
given by the Bethe-Bloch formula [45, 46]

− dE

dx
= 4πNAr

2
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Z2
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β2

[
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2
ln

(
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I2

)
− β2 − δ(βγ)

2

]
(2.1)

where NA is the Avogadro constant, re is the electron radius, me is the electron mass, c is
the speed of light and β and γ have their usual meaning (β = v/c and γ = 1/

√
1− β2).

ZT and AT are the atomic and mass number and ρ is the density of the target material,
ZP is the atomic number of the projectile, Tmax is the maximum energy transfer to an
electron, I is the mean ionization potential and δ(βγ) is the density effect correction
which gets relevant at relativistic energies (> 1 GeV/u) [47]. The quantity dE/dx is also
called stopping power and is a material property for a given charged particle at a given
energy. For heavy charged particles where radiative energy losses (e.g. bremsstrahlung)
are negligible also the linear energy transfer (LET) is practically equal to dE/dx.
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Figure 2.4: Energy loss of protons, 4He and 12C ions in water as a function of their
kinetic energy. The tables were extracted from the FLUKA code.

Figure 2.4 shows the energy loss of protons, 4He and 12C ions as a function of their kinetic
energy expressed in MeV/u because this so-called specific energy is proportional to the
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velocity β (unlike the total energy) [2]. The energy loss increases as the particle slows
down due to the 1/β2 dependence of dE/dx (see Equation 2.1). This is the reason for
the Bragg peak at the end of the particle range. For 4He and 12C ions it can be seen
that towards very low energies (< 1 MeV/u) the energy loss drops down again which is
due to the decrease of the effective ion charge when they re-capture electrons into their
atomic shells [48]. As also seen in Equation 2.1 the energy loss for different ions at the
same velocity scales with Z2

P . At very low energies (below ∼ 0.1 MeV/u) also the nuclear
stopping power which describes the energy transfer from the penetrating charged particle
to recoiling atoms has to be taken into account [49]. However, for radiation transport
calculations related to particle radiotherapy the nuclear stopping power is negligible since
it affects only the last micrometers of the particle range.
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Figure 2.5: CSDA ranges of protons, 4He and 12C ions in water as a function of kinetic
energy. The values were taken from the ICRU90 report [49]. The dotted line marks the
energies that are required to penetrate 30 cm of water.

Figure 2.5 shows the ranges of protons, 4He and 12C ions in water as a function of kinetic
energy under the continuous slowing down approximation (CSDA range). The range at
the same velocity scales with A/Z2, therefore the proton and 4He ion curves are over-
lapping while for 12C ions a higher acceleration is needed to reach the same depth. For
particle ranges of 30 cm in water, protons and 4He ions need to be accelerated to an
energy of 220 MeV/u while 12C ions need a higher specific energy of 430 MeV/u. These
are the typical maximum energies therapy accelerators are designed for because with a
range of 30 cm one can potentially reach every point in the human body with the Bragg
peak.
If an ion changes its A/Z2-ratio in a nuclear fragmentation reaction then this affects also
its range. Therefore the fragment dose is deposited mostly before and behind the range
of the primary ions where the Bragg peak is located (see Figure 2.1). These nuclear frag-
mentation reactions are the main phenomenon investigated within this thesis, therefore
they are described in further detail in Section 2.3.3.
Equation 2.1 gives the mean energy loss of a heavy charged particle per unit path length,
but actually the energy that is lost in a thin absorber shows statistical fluctuations around
this mean value, the so-called energy loss straggling. These microscopic fluctuations add
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up to a macroscopic range straggling and notably affect the shape of the resulting Bragg
curve. The energy loss straggling has also an important influence on the peak widths and
shapes in charged particle energy loss spectra measured with thin detectors, e.g. plastic
scintillators.
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Figure 2.6: Energy loss distribution in a water slice of 1 mm thickness by 220 MeV/u
protons, 4He and 12C ions simulated with the FLUKA Monte Carlo code (106 primary
particle histories scored with 40 keV energy bins).

Figure 2.6 shows the energy loss distribution of protons, 4He and 12C ions at the same
specific energy of 220 MeV/u in a 1 mm water slice. Such energy loss distributions have
a characteristic asymmetric shape and can approximately be described with a Landau
distribution [50]. Since in the example shown in Figure 2.6 the velocity of the different
ions is the same, their mean energy loss scales with Z2 according to Equation 2.1. The
absolute peak width increases towards heavier projectiles while the relative energy loss
straggling (peak width divided by mean energy loss) decreases. It can be seen that there
is a minimum energy transfer, therefore every charged particle has a definite maximum
range defined by the initial energy. While the energy loss fluctuates only very limited to
the lower energy side, there is a long extension towards high energy transfers (the so-called
Landau tail) which also reflects in the production of high-energy delta electrons that can
travel up to millimeter distances away from their production point before stopping. The
maximum kinetic energy Tmax that can be transferred to a delta electron according to the
binary encounter model [51] can be estimated with Equation 2.2

Tmax = 4
me

mP

EP (2.2)

where me is the electron mass, mP is the projectile mass and EP is the projectile ki-
netic energy. For 220 MeV/u protons and 4He ions this calculation yields 480 keV while
430 MeV/u 12C ions (corresponding to the same range of 30 cm in water, see Figure 2.5)
can produce delta electrons with energies of up to 935 keV.
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2.3.2 Elastic Scattering

The multiple collisions with atomic electrons undergone by a heavy charged particle as
it traverses matter affect its direction only negligibly due to their large mass difference.
However, there is also the possibility that a heavy charged particle gets scattered by the
atomic nuclei of the target. Most of these elastic scatter processes happen by deflection
of the projectile in the repulsive Coulomb field of target nuclei. The elastic scattering
processes lead to a broadening of proton and heavy ion beams as they traverse matter.
The effect of many single scatter events on a particle beam can be approximated well
by multiple Coulomb scattering models [52, 53]. If the projectile moves very close to a
target nucleus (as close as a few fm) it can also be elastically scattered by the short-range
attracting nuclear force.
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Figure 2.7: Broadening of proton, 4He and 12C pencil beams in a typical particle therapy
setup due to elastic scattering calculated with the analytical SCATTMAN multiple
Coulomb scatter and transport code [2]. The beam application is controlled by the
beam nozzle detectors: a set of three ionization chambers (ICs) for the intensity and
two multi wire proportional chambers (MWPCs) for the position. After an airgap of
1 m the beam hits the patient or in this example a water phantom. For the calculations
the initial FWHM of all beams was set to 3 mm and no initial divergency was taken
into account.

Figure 2.7 shows the full width at half maximum (FWHM) of proton, 4He and 12C pencil
beams at three representative energies in a realistic therapy setup including the beam
monitoring system upstream of the patient (mimicking the Siemens nozzle at HIT and
MIT). The energies chosen correspond to the the maximum and minimum penetration
depths of typical therapy accelerators as well as an intermediate energy. For 4He and
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12C ions the beam broadening due to lateral scattering is strongly reduced due to their
higher mass and forward momentum compared with the lighter protons (compare also
Figure 2.2). In this setup not only the beam spreading due to scattering in the patient
tissue needs to be considered but also that due to scattering in the exit window, beam
monitor ionization chambers and multi wire chambers upstream of the patient. These
components which form the so-called beam nozzle typically have a total water-equivalent
thickness of 2 mm. That seems small but due to the distance from nozzle to patient of
typically 1 m even a small angular spread can translate into a significant enlargement of
the beam spot at the patient surface. This scatter component is particularly important
for proton pencil beams and for low beam energies. The beam spot sizes due to this effect
can be reduced by shifting the patient closer to the nozzle [2].

2.3.3 Nuclear Fragmentation

If the projectile and target nuclei overlap during the collision and the kinetic energy
exceeds the Coulomb barrier they can undergo inelastic nuclear reactions. Three examples
of nuclear reactions as relevant for particle therapy are illustrated in Figure 2.8: For each
of the three projectiles investigated in this work (protons, 4He and 12C ions) a reaction
with a 12C target nucleus is shown.
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Figure 2.8: Illustration of selected nuclear fragmentation reaction channels by incident
protons, 4He and 12C ions colliding with 12C target nuclei.
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The first example shows a proton which knocks out a neutron of the 12C target nucleus.
The proton gets deflected and loses some energy (the binding energy required to release
the neutron plus its kinetic energy) and will consequently have a shorter range than the
primary protons (after the reaction it is called a secondary proton). The other shown
ejectile is a neutron and they usually have very long penetration lengths. For proton
and also heavy ion therapy the secondary neutrons are important to take into account
because they can cause out-of-field doses far from the target region and are the main
concern concerning radiation protection and shielding of particle therapy facilities. The
energy transfer to the 11C nucleus is low and therefore such heavy target fragments usu-
ally stop in the target close to their production point.
In nucleus-nucleus reactions like the two other examples not only the target nucleus but
also the projectile nucleus can fragment. In a simplified model, the velocity of the target
fragments is close to zero and the velocity of the projectile fragments is approximately
equal that of the projectile ion. The range of the projectile fragments differs from the
primary ion range according to the A/Z2 scaling (see Section 2.3.1). A common model to
describe nucleus-nucleus collisions is the abrasion-ablation model [54, 55]. In this model
the nuclear reaction is considered as a two-step process where first the overlapping zone of
projectile and target is abraded and forms a so-called fireball while the remaining pieces of
the projectile and target nuclei have only a passive role and are called spectators. In the
following ablation step, the spectators and the fireball de-excite by emission of nucleons
which can also coalesce into light nuclei and by emission of prompt gamma photons. The
abrasion-ablation model is well suited to describe collisions of heavy nuclei but comes
to its limits for the light systems relevant for particle therapy. For 4He projectiles most
of the peripheral collisions can actually be better described as direct reactions without
the formation of an intermediate state [56]. In the 4He +12 C example the 4He strips off
a neutron and what remains is a 3He fragment. A special characteristic of 4He-induced
reactions is that projectile fragmentation reactions only lead to combinations of a remark-
ably small number of fragment species, namely 3He, 3H, 2H, protons and neutrons. Also
nucleon-pickup reactions lead only to unbound nuclei which immediately decay back into
these species. The example reaction for the 12C +12 C collision shows the fragmentation
of the projectile into three 4He nuclei which has an increased probability due to the high
stability of the 4He nucleus [2].
A reaction is considered inelastic if the sum of the kinetic energies in the final state is
not equal to that in the initial state. Inelastic reactions in the energy range used for ra-
diotherapy usually lead to fragmentation of the participating projectile and target nuclei.
Nuclear reactions induced by 4He ions might be an exception of this: Due to the unique
properties and extraordinary stability of the 4He nucleus (first excited state at ∼ 20 MeV,
no bound excited state) a non-negligible contribution of inelastic scatter reactions, where
the target nucleus fragments but the projectile stays intact, has been predicted [56].

2.3.3.1 Activation

Most of the fragments produced in nuclear reactions are unstable. This causes that mate-
rial gets activated after proton and heavy ion irradiation. Many of the radioactive nuclei
produced are neutron-deficient isotopes like 11C and therefore β+-emitters which can be
exploited for in-vivo range verification (see Section 2.7). Light materials (like plastic or
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biological tissue) typically decay within a few minutes or hours after irradiation because
the half-lives of the produced nuclides are rather short. In heavy materials like brass,
steel or lead also longer-lived nuclides are produced which can make it necessary that ir-
radiated metal components (e.g. collimators) have to be permanently stored. Protons do
not fragment themselves but only produce target fragments while in nucleus-nucleus reac-
tions also the production of radioactive projectile fragments is possible. If these projectile
fragments stop inside the irradiated target they also contribute to its activation.

2.3.3.2 Influence on Dose Profiles

Nuclear fragmentation reactions have a strong influence on the dose profiles of protons
and heavy ions (see Figure 2.1 and 2.2), especially for large penetration depths [2, 12, 57].
Therefore precise models to describe these reactions are an important requirement for
radiation transport codes to be used for dose calculation. Figure 2.9 shows a spread out
Bragg peak (SOBP) produced by 4He ions calculated with different nuclear reaction cross
sections σR (see Section 2.8.1). Such SOBPs can be generated by subsequent irradiation
with different energies which is the common method in particle radiotherapy to cover the
target volume with a homogeneous dose in depth.
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Figure 2.9: Influence of the nuclear reaction model on a 4He SOBP in water studied
with a simplified transport model based on a 1D forward calculation.

With an increasing nuclear reaction cross section the SOBP dose decreases because more
ions fragment before reaching the Bragg peak depth and consequently the dose in the
fragment tail increases and vice versa. A flat SOBP that has been optimized with inaccu-
rate nuclear models can actually appear with a gradient during the real irradiation [58].
The fragments have broader angular distributions than the primary ions as also shown in
the illustrations in Figure 2.8. Therefore the fragments are a strong contributor to the
dose halo visible in Figure 2.2.
Especially for protons, also the entrance channel of the depth dose profile is affected by
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nuclear reactions. A proton itself cannot fragment but can generate secondary protons
and target fragments [59, 60] which have shorter ranges than the primary particle. This
causes a dose build-up in the first few centimeters of proton Bragg curves [61]. Similar
build-up effects in the entrance channel have also been observed for high-energy 4He ion
beams [62].

2.3.3.3 Data Situation with Regard to Particle Therapy

While nuclear fragmentation of heavy projectiles like 16O [63] or 20Ne [64] had already been
investigated during the Berkeley heavy ion therapy project there was still a lack of data
for fragmentation of 12C ions in the beginning of the 1990s when the GSI therapy program
was set up. Therefore the fragmentation of 12C ions has been extensively studied during
the entire therapy project at GSI [65, 66, 67, 68] but also by other groups, e.g. in Japan
[69, 70]. Now before the reintroduction of 4He ion therapy at HIT the community is facing
the same lack of nuclear reaction data as for the 12C ions in the 1990s. Therefore different
4He fragmentation experiments [71, 72, 73] have recently been performed. However, there
were still remaining dose calculation issues left and this was the major motivation to
carry out the 4He experiments that are part of the work presented in this thesis (see also
Section 2.6).
Another point where common nuclear models and Monte Carlo codes are known to have
problems and experimental cross section data are lacking is the production of β+-emitters
[17, 74]. A PET camera can be used to locate the induced β+-radioactivity produced along
the beam path in the patient tissue for verification of the treatment (see Section 2.7). This
technique requires an accurate radiation transport code to calculate the reference activity
pattern which is then compared to the measured PET image. Several experiments focused
on imaging of the induced activity in thick targets using a PET scanner to support nuclear
reaction modeling [75, 76, 77, 78, 79], however, cross sections measured on thin targets
are better suited for this purpose. Therefore in the other experiments performed within
the scope of this thesis, production cross sections for the most common PET isotopes 10C,
11C and 15O by protons and 12C ions on C and O targets were measured.

2.4 Radiobiological Aspects

Ionizing radiation is able to damage biological systems very efficiently because it can
destroy their DNA structures - directly via breakup of the DNA molecules by ionization
or indirectly via the production of radicals in the cell nucleus which can then react with
the DNA. The harmful effects of ionizing radiation were already observed shortly after the
discovery of x-rays and radioactivity and it also got clear soon that the magnitude of the
biological damage increases with the radiation dose. The introduction of standardized
dosimetry in the 1930s revealed the fact that different radiation types induce different
biological effects at the same absorbed dose level [80, 81]. It was postulated that the
response of a biological system is not only determined by the absorbed dose but also by
another characteristic property which was called radiation quality. Today it is known that
the physical reason for that are the microscopic and nanoscopic ionization patterns which
vary considerably among different radiation types. As a general trend, densely ionizing
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radiation (high-LET radiation) is more effective than sparsely ionizing radiation (low-LET
radiation) because a dense ionization pattern produces more lesions to the DNA helix.
Furthermore the damages get more complex, e.g. clustered double-strand breaks, with
increasing ionization density [82, 83, 84, 85].
Radiobiological studies are often carried out with isolated cells (in-vitro) instead of real
organisms (in-vivo). A typical observable after irradiation of isolated cells with a known
absorbed dose is how many of them are still able to reproduce and what fraction of the cells
got inactivated. By doing that for different dose levels a cell survival curve as illustrated
in Figure 2.10 for two different radiation types is obtained.
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Figure 2.10: Cell survival curves for photons and 12C ions. The 12C data have been
measured at the GSI UNILAC and for the reference irradiations 6 MV photons from a
conventional radiotherapy linac have been used. The data were taken from Kamlah et
al. [86]. The cells used in the experiments are A549 human lung adenocarcinoma cells.

Cell survival curves (relative survival S/S0 as a function of absorbed dose D) can be
described with a linear-quadratic function according to Equation 2.3

S

S0

= e−(αD+βD2) (2.3)

The linear-quadratic shape of the survival curves can be interpreted with the target the-
ory: The linear term α corresponds to lethal DNA damages induced by single hits, e.g.
the creation of a clustered double-strand break by one single particle. On the other hand,
the quadratic term β describes the probability of cell inactivation due to damages induced
by multiple hits, e.g. two particle traversals each producing a double-strand break close
to each other which sum up to an irreparable DNA damage. The α and β values observed
with low-LET radiation are characteristic parameters to describe qualitatively the radio-
biological properties of a given tissue (i.e. the repair capacity).
The magnitude of the shoulder in the low-LET reference survival curve (measured e.g.

17



with high energy photons) is a measure of the repair capacity of a cell line: If low doses
are well tolerated and a steep drop in cell survival is only obtained at high doses then the
cell line can be considered radioresistant (small α/β-ratio) while a sensitive cell line will
show only a small shoulder (large α/β-ratio). In high-LET heavy ion survival curves the
shoulder is missing completely because even at low doses the DNA damages are too severe
for the cell to repair due to the high local energy deposition along the particle tracks.
The ratio of the doses of a low-LET reference radiation and the radiation quality of in-
terest (e.g. heavy ions) that produce the same biological effect is defined as the relative
biological effectiveness (RBE). In radiotherapy, the absorbed dose is weighted by the RBE
so that treatment plans for different radiotherapy techniques get comparable in form of
biologically equivalent doses (see Figure 2.10). Besides the radiation quality the RBE
depends also on many other factors like tissue type, dose level, dose rate and also on
the biological endpoint being considered. The typical endpoint of interest for in-vitro ex-
periments is cell inactivation (the cell cannot reproduce anymore) while clinical (in-vivo)
endpoints of interest are for instance tumor control or normal tissue complication.
Heavy charged particles with high LET show an increased RBE which is due to the con-
centrated energy deposition along their tracks making the induction of irreparable DNA
damages more probable than for low-LET radiation. However, as can be seen in the
example of Figure 2.10 the actual RBE value of a given radiation quality depends also
strongly on the dose. Due to the several factors which determine the RBE, a biophysical
model which can predict RBE values accurately and fast for every voxel of a patient CT
is required for the biological treatment plan optimization in heavy ion therapy.

2.4.1 Local Effect Model

For this purpose the local effect model (LEM) was developed during the GSI heavy ion
pilot project. Its basic idea is that on a microscopic scale the same local doses produce
equal biological effects, independent of the radiation type [87]. With this assumption,
the microscopic energy deposition pattern of the radiation quality of interest can be used
together with the response of a biological system to low-LET radiation (where the dose
pattern is assumed to be homogeneous even on the microscopic level) to estimate the
macroscopic biological effect and thus the RBE. Some important input parameters to the
LEM are tissue-specific, in particular the α and β values and the dose Dcut where the
survival curve changes from linear-quadratic to purely linear (at very high doses the linear-
quadratic model underestimates the survival) as well as the cell nucleus size. Further
an accurate ion track structure model which describes the microscopic dose distribution
around the particle tracks as well as precise knowledge about the composition of the
radiation field at every point in the patient are required. For the latter, energy spectra
of all particle species (primary ions and all fragment species that can be produced) as a
function of water depth have to be provided as an input for the RBE calculation. Their
calculation requires a radiation transport code with realistic nuclear reaction models.
The nuclear reaction cross sections obtained in the experiments presented in this work
also have an impact on RBE calculation because they are used for optimization of such
nuclear reaction models. Therefore basic nuclear physics experiments with therapy ions
contribute not only to a better physical description of ion beams but also to a more precise
understanding and modeling of their radiobiological effectiveness.
The LEM is used at all carbon ion therapy centers in Europe and China, however, still
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in its first version LEM I. Meanwhile the initial model has been further developed and
improved step-wise from LEM I up to the recent version LEM IV [88, 89, 90]. At the
Japanese 12C ion therapy centers the RBE calculation is based on the microdosimetric
kinetic model (MKM).

2.4.2 RBE Effects on Dose Profiles

When a patient is irradiated with a beam of heavy charged particles the RBE depends
not only on the particle species but also on the depth and on the tissue type.
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Figure 2.11: Examples of a SOBP produced by protons, 4He and 12C ions. Absorbed
dose, biologically equivalent dose and RBE profiles were calculated with TRiP98 (cal-
culation by D. Boscolo, GSI) for two different tissue models using LEM IV tables (also
used in a study by Grün et al. [91]). The LEM IV input parameters were α = 0.1 Gy−1,
β = 0.05 Gy−2 and Dcut = 8 Gy for the normal tissue (α/β = 2 Gy) and α = 0.5 Gy−1,
β = 0.05 Gy−2 and Dcut = 14 Gy for the tumor tissue (α/β = 10 Gy).

The ionization density and consequently the RBE is higher in the Bragg peak region than
in the entrance channel. Therefore, depending on the irradiated tissue and the dose level,
the degradation of the heavy ion Bragg peaks due to nuclear fragmentation as visible in
Figure 2.1 is compensated or even turned around by weighting the absorbed dose profiles
with their corresponding RBE profiles.
Figure 2.11 shows a spread out Bragg peak (SOBP) produced by protons, 4He and 12C
ions. In this example the SOBPs were optimized for a flat absorbed dose of 2 Gy with
an extension of 4 cm centered at a water depth of 20 cm. The absorbed dose profiles are
shown together with the RBE-weighted dose profiles and below also the corresponding
RBE profiles are plotted. The optimization and calculation was done with TRiP98 using
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LEM IV tables for two different tissues: One has an α/β-ratio of 10 Gy and should rep-
resent typical tumor tissue. The other tissue has a lower α/β-ratio of 2 Gy and should
mimic normal tissue which is typically more radioresistant. In a real treatment scenario
one would optimize for a flat biological dose in the SOBP instead of a flat absorbed dose.
However, in the present example only the dependence of the RBE on the depth, tissue
type and particle species should be compared and therefore the same treatment plan had
to be used for the different tissues.
The RBE peak for 12C ions lies almost at the same depth as the absorbed dose peak
which leads to an optimal amplification of the high physical dose through a high biolog-
ical effectiveness [92, 93]. This interplay of radiation physics and biology makes 12C a
radiobiological optimum which was the main reason why 12C ions were selected for the
heavy ion project at GSI and are the standard heavy ion used for radiotherapy today. For
ions lighter than 12C the RBE maximum is located behind the dose maximum and for
heavier ions (like 16O or 20Ne) it is located before. However, 12C ions show RBE effects
not only in the target region but at all depths and their magnitude strongly depends on
the radioresistance of the tissue. This can introduce uncertainties in the normal tissue
reaction and in the tumor response if the basic input data for the RBE calculation (α, β,
Dcut) are not well known.
Protons show only weak RBE effects (values close to 1) until the end of their range where
their ionization pattern gets dense enough to cause complex DNA damages. Remarkably,
in the single-field irradiation example shown in Figure 2.11 the protons show the highest
RBE maximum of the three ion species, but because this maximum lies behind the SOBP
region it does not translate into a high biological dose. In clinical practice the proton RBE
is considered to have a fixed value of 1.1 independent of the depth or dose level which has
mainly historical reasons. It is widely discussed in the proton therapy community if this
assumption is still reasonable [94]. In principle, modern radiobiological models like LEM
IV are considered to be suitable for biological treatment planning not only for heavy ions
but also in proton therapy [95].
The normal tissue radiobiology of 4He ions is comparable to protons because they show
only moderate RBE effects in the non-target region (entrance channel and fragment tail)
while in the tumor region their biological effectiveness is strongly increased like for 12C
ions. These properties together with their lateral scattering which is more similar to the
heavier 12C ions (see Figure 2.2 and 2.7) make them a good compromise between protons
and 12C ions for clinical cases where RBE effects in the normal tissue regions should be
avoided but a sharp lateral fall-off at large depths is required (see also Section 2.6).

2.5 Dose Calculation Methods

In modern radiotherapy, the 3D dose calculation and treatment planning is performed
on a CT image of the patient where a radiooncologist has contoured the target volume
which should be irradiated with the prescribed dose and the organs at risk that should be
spared. To perform a proton or heavy ion dose calculation on such a treatment planning
CT, the HU-values (which represent x-ray attenuation) need to be converted, either into
material composition or directly into stopping power ratios by applying a CT-scanner-
specific look-up table. Because a HU value does not have a unique relation to a certain
stopping power this conversion can lead to uncertainties in the particle ranges predicted
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by the treatment planning system [41]. These uncertainties can potentially be reduced
by using a dual energy CT [96] but single energy CT is still the standard technique used
in most particle therapy centers.
In modern radiotherapy with photons but also proton and heavy ion therapy, an inverse
treatment planning is performed: A medical physicist specifies dose levels and limits as
well as some other parameters like number of fields or beam angles and an algorithm
optimizes the pencil beam scanning patterns (deflection in lateral direction and energy
variation to cover the target volume in depth) to obtain a dose distribution which matches
the specifications. The dose is re-calculated multiple times during the iterative optimiza-
tion process, therefore the speed of the dose calculation algorithm determines how long
it takes to obtain a treatment plan. There are different dose calculation methods with
different precision levels but also different speeds available. In the clinical routine the
treatment planning is mostly based on pencil beam algorithms because they are very fast.
As a support for the routine treatment planning also the use of Monte Carlo codes is
becoming more and more popular because they provide a very accurate dose calculation,
even close to density inhomogeneities where pencil beam algorithms get imprecise. How-
ever, a major limitation for Monte Carlo algorithms are their long computation times
which can only be reduced by parallel computing, e.g. on a CPU cluster, or by simplifi-
cation of the radiation transport models, potentially at the cost of accuracy.

2.5.1 Pencil Beam Algorithms

Most commercial treatment planning systems available for protons and heavy ions use
pencil beam algorithms for dose calculation because only a fast method can be used for
optimization of a treatment plan in reasonable time. The concept which is described in
the following was one of the developments made for the GSI 12C therapy project which
had some special requirements on the treatment planning system due to the novel scanned
beam application which were not fulfilled by any commercial product at that time. It was
implemented in the treatment planning system TRiP98 [35, 36] and later translated into
the commercial product syngo RT by Siemens.
A pencil beam algorithm makes use of physical basic data for pencil beams of the ion
species used, preferably for all energies that are available from the accelerator. A typical
basic dataset includes laterally integrated depth dose distributions, the lateral dose profiles
as a function of depth in parametrized form (single Gaussian in older algorithms, double
Gaussian in newer ones) as well as primary particle and fragment spectra at different
depths for RBE calculation. All of these basic data are calculated in advance using a
detailed radiation transport code - either by a full Monte Carlo simulation (e.g. FLUKA
as used at HIT [97]) or by a deterministic 1D forward calculation (e.g. the YIELD
module in TRiP98 as used in the GSI pilot project [35]). Because the radiation transport
is calculated in water (H2O), the reference medium in radiotherapy, the code must have
accurate nuclear reaction models for H and O targets implemented. The basic dataset
is stored in the form of look-up tables from which the pencil beam algorithm can read
them. The voxel information from the treatment planning CT image which has been
converted from HU values into stopping power ratios relative to water is used to calculate
the water equivalent path lengths in beam direction for all irradiation angles. The depth
dose profiles are then put along those lines and the lateral profiles are applied according
to the parametrization in the basic data as described by Equation 2.4
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D(~r) = ddd(z) ·Dlat,z(
√
x2 + y2) (2.4)

where ddd(z) is the depth dose distribution and Dlat,z(
√
x2 + y2) is the lateral dose dis-

tribution parametrized in depth.
The biologically equivalent dose Dbiol at a certain point ~r within the patient can be cal-
culated according to Equation 2.5 [67]

Dbiol(~r) =

ZP∑
Z=1

Emax∫
0

Φ(Z,E,~r) · LET (Z,E) ·RBE(Φ) · 1

ρ(~r)
dE (2.5)

where Z is the ion charge (all charges up to the primary projectile charge ZP have to be
considered), E is their kinetic energy, Φ is their fluence, LET is their energy loss and ρ is
the local density of the tissue. The fluence as a function of particle species, kinetic energy
and water depth is stored in the physical data base, the LET as a function of Z and E
can either be calculated using the Bethe-Bloch equation (Equation 2.1) or retrieved from
pre-calculated energy loss tables and the local density is available from the CT image.
The RBE is calculated online for each voxel from the primary ion and fragment spectra
and a pre-calculated LEM table for the tissue of interest.
The biological dose distribution is optimized to fulfill the criteria that were specified by
the medical physicist. Usually this includes a homogeneous coverage of the target volume
at the dose level as prescribed by the radiooncologist while the dose to the critical organs
should be kept under certain limits. The optimizer varies the particle number applied to
each raster point until a satisfactory dose distribution is reached. If that is not possible
under the given boundary conditions the medical physicist could e.g. add additional beam
angles, relax the dose limits to the critical organs or switch to another ion species.
Some dose calculation uncertainties can occur with pencil beam algorithms if the beam
penetrates through objects that are far from being water-equivalent, e.g. titanium im-
plants or gold markers. Furthermore the lateral scattering at density inhomogeneities
(e.g. in the lung) may be predicted inaccurately because a pencil beam algorithm simply
scales the dose distribution in forward direction and does not account for in-scattering
from lateral surrounding voxels [98]. Therefore partial beam or edge scatter effects can
not be described appropriately by pencil beam algorithms.

2.5.2 Monte Carlo Radiation Transport Simulation

The most precise dose calculation method available is the Monte Carlo simulation tech-
nique [99]. Indeed, an exact analytical description of a radiation transport problem with
a complex geometry as in radiotherapy is often not possible. Because of the stochastic
nature of radiation interaction with matter such a problem can alternatively be simulated
using random numbers and models that reflect the individual interaction probabilities e.g.
in form of cross sections. The quantity of interest (dose, fluence, spectral fluence, number
of interactions, ...) can then be scored during simulation of the radiation transport. The
random numbers are generated arithmetically by pseudorandom number generators [100].
The series of the numbers from such a generator depends on the start value, the so-called
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random seed, therefore the simulation is fully reproducible if the random seed is known.
The results of Monte Carlo simulations are in general normalized per primary particle.
Averaging over many primary particle histories then leads to an estimate of the quantity
of interest. The average value converges against the true value when the number of his-
tories goes towards infinite. The statistical uncertainty resulting from the finite number
of histories can be estimated by calculating the standard deviation between the average
values of individual runs.
If the underlying physics models and cross sections are well developed and benchmarked,
a full Monte Carlo dose calculation typically agrees with measurements better than one
percent [101, 102]. However as mentioned above, a Monte Carlo dose calculation can
take very long, depending on the complexity of the problem and the desired statistical
uncertainty [103]. This is still a restriction for the usability of Monte Carlo codes in
clinical practice. However, as described above, it is common practice to calculate the
physical basic data for treatment planning systems based on pencil beam algorithms in
advance by Monte Carlo simulations and, if necessary, a treatment plan re-calculation can
be performed to check the standard dose calculation. Typical Monte Carlo codes used for
particle therapy applications are FLUKA [9, 10, 11], Geant4 [8] and PHITS [104].

2.6 Radiotherapy with Helium Ions

So far it has been common practice in particle radiooncology to avoid the use of 12C
ions in the case of pediatric patients if possible [105]. Due to their high LET 12C ions
show increased RBE values already in the entrance channel (see Figure 2.11) and it is
speculated that this could also be associated with an increased late effect and secondary
cancer risk even though to date there is no clinical evidence for that [105, 106, 107, 108].
Since pediatric patients are known to be more radio-sensitive than adults [34, 105, 109]
and their remaining lifespan after the therapy can be up to many decades one should be
especially cautious when there is a risk of late effects. In some pediatric cases where the
tumor is located close to a sensitive organ the lateral dose fall-off that could be achieved
with protons may not be sufficient (see Figure 2.2). For such cases it would be beneficial
to use an ion where RBE effects in the healthy tissue are less pronounced than for 12C
(see Figure 2.11) but which can spare the critical structures close to the tumor better
than protons. Cell experiments and treatment planning studies have shown that 4He ions
might be a good choice for such scenarios [4, 91, 110, 111, 112].
As mentioned in Section 2.2, 4He ions have already been used to treat 2054 patients
in Berkeley until 1993 [6, 7] and now their clinical revival is being prepared at HIT in
Heidelberg. During the preparation studies it turned out that the FLUKA Monte Carlo
code (and also the YIELD module of TRiP98) could not accurately reproduce measured
4He Bragg curves, especially for large penetration depths. For monoenergetic beams the
dose deviations were as large as 8% in the Bragg peak region for FLUKA [113] and even
larger for TRiP98 [4]. Such disagreements would not be acceptable for a clinical use and
since FLUKA is the standard transport code used at HIT [97] for calculation of the basic
data for the clinical treatment planning system (see also Section 2.5.1) an optimization
of its physics models was required. The dose calculation inaccuracies were suspected to
be caused by inaccurate nuclear reaction models in the code but their improvement was
not possible due to a lack of experimental data in the therapeutic energy range. This was
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the main motivation for the 4He fragmentation experiments presented in this work.
If it turns out in the future HIT studies that 4He ion therapy is worth the technical effort
then every existing synchrotron facility could in principle be upgraded by adding an extra
4He ion source like at HIT. It is a known challenge that during the acceleration of 4He ions
the beam can get contaminated with ions of the same Z/A-ratio (12C, 14N, 16O) due to
their same magnetic rigidity. For that reason in the original planning of the HIT facility
the use of 3He instead of 4He ions was foreseen [5], however, the issue could be solved by
setting up a dedicated 4He source where it is ensured that the source gas is kept clean
and today the accelerator provides 4He ion beams without notable contamination [79].
Another advantage is that 4He ions need to be accelerated only up to 220 MeV/u which
makes the construction of cyclotrons easier than for 12C ions because relativistic effects are
still moderate at this velocity [114]. The company IBA is developing a therapy cyclotron
called C400 which is designed to accelerate protons, 4He and 12C ions to 400 MeV/u [115].
Like the proton therapy cyclotrons available on the market it will also be a fixed-energy
machine and the energy has to be varied in a degrader, typically equipped with graphite
wedges [116]. Besides the lateral scattering in the degrader, also the transmission reduc-
tion due to nuclear fragmentation reactions has to be taken into account. Therefore, the
4He +12 C cross sections presented in this thesis might also be interesting for the degrader
design in such kind of 4He therapy accelerators.

2.7 PET Range Verification

Nuclear fragmentation does not only bring disadvantages but can also be exploited for
in-vivo range verification [14] because the primary protons or ions interact with the tar-
get nuclei along their path until they stop. A well-developed range-verification technique
would be a valuable tool for particle radiotherapy to mitigate the range uncertainties,
e.g. due to the CT to stopping power conversion (see Section 2.5). Different strategies
have been proposed to detect the spatial distribution of nuclear reactions occuring in the
patient body which provides the range information. One of these methods is particle ther-
apy positron emission tomography (PT-PET), where the spatial distribution of positron
emitting nuclear fragments (e.g. 10C, 11C or 15O) is measured using a PET camera, either
in-beam [15, 75, 117], in-room [118] or offline [119, 120].
There is not a direct correlation between the β+-activity distribution and the dose dis-
tribution since both result from different physical processes (nuclear and electromagnetic
interaction). However, by comparing a PET image recorded during or after irradiation
of the patient with the expected activity pattern, it is possible to evaluate how successful
the beam application has been. Therefore, the common method is to calculate a reference
β+-activity pattern using a suitable radiation transport code and to compare it to the
measured PET image. The treatment delivery can be considered range-error-free if the
activity pattern obtained from the PET measurement matches the calculated one while
large deviations can indicate problems. This can then be taken into account for the next
therapy fraction (e.g. recording a new treatment planning CT). While positron emitting
target fragments are produced by protons and heavy ions, 12C ions represent a special case
because they have also distinct reaction channels for the production of positron emitting
projectile fragments (10C and 11C). As shown in Figure 2.12 the target fragments have
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only low energies and stop practically at their production point and therefore generate
a rather flat β+ activity profile until close before the end of the particle range. For 12C
projectiles this target fragment continuum is additionally overlaid by a β+ activity peak
close before the primary ion range. This peak originates from the projectile fragments
which are produced at about the same velocity as the projectiles: Due to their slightly
lower mass the fragments stop shortly before the primary ions - the 11C at ∼ 11/12 and
the 10C at ∼ 10/12 of the primary 12C range (see Section 2.3.3). Effects on the measured
activity profiles that have to be considered in addition are the biological washout of the
generated isotopes, the resolution of the PET scanner and possible image reconstruction
artifacts.
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Figure 2.12: Profiles of the β+-activity produced in a PMMA target by 110 MeV protons
and 212 MeV/u 12C ions compared to the depth dose profiles. The activity profiles have
been measured at the GSI in-beam PET scanner and were taken from [17] and the dose
profiles were calculated with FLUKA. The broadening of the activity profiles is due to
the limited PET resolution.

The sensitivity of the PT-PET method depends strongly on the accuracy of the nuclear
reaction models within the radiation transport code used as reference [77, 121] because
uncertainties in the prediction of the positron emitter yields may cause deviations between
measurement and calculation even if the treatment is delivered without any range errors.
Major errors in the treatment (e.g. irradiation through an empty frontal sinus instead of
a filled one as described by Enghardt et al. [16]) could already be well detected with the
PT-PET method in the GSI 12C ion therapy project where all fractions were monitored
with an in-beam PET camera. By further optimizing the nuclear reaction models predict-
ing the positron emitter production also smaller errors might become detectable and the
clinically desired millimeter accuracy could be reached [121, 122]. However, the available
experimental cross section data for the relevant reaction channels at high energies are
scarce [17, 74]. This was the motivation for the activation experiments with protons and
12C ions presented in this thesis.
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2.8 Nuclear Reaction Cross Sections

Nuclear reaction probabilities are usually expressed in the form of cross sections which
represent the area that the target nucleus presents to the projectile for the interaction
process of interest. Cross sections in nuclear and particle physics are typically given in
the unit barn (1 b = 10−28 m2).

2.8.1 Cross Section Definitions

The total cross section σT gives the probability for an interaction in a system of colliding
nuclei.

σT = σR + σel (2.6)

σT consists of the elastic cross section σel for elastic scattering of the projectile from the
target nucleus (see Section 2.3.2) and the reaction cross section σR for inelastic nuclear
reactions (see Section 2.3.3) [123, 124]. The values of σR and σel are typically in the same
order of magnitude.
The relative number of ions that penetrate a thin target with thickness z without under-
going a nuclear reaction can be calculated with Equation 2.7

N

N0

= e−z·
n
V
·σR (2.7)

where n
V

is the number of target nuclei per volume.
It is difficult to measure σR directly: Target fragments have only very low energies and
most of them will not even leave the target and excitation of the projectile or target nuclei
might only result in slight changes of the kinetic energies and angles. This makes it diffi-
cult to detect all types of nuclear reactions that can occur, however, in the intermediate
energy range investigated in this work most nuclear reactions lead to fragmentation of
the projectile. Therefore, measured quantities like the charge-changing cross section σ∆Z

(projectile loses at least one proton) and the mass-changing cross section σ∆A (projec-
tile loses at least one nucleon) which only require an appropriate particle identification
method can serve as an estimate for σR.
It should be pointed out that the mass-changing cross section does not account for inelas-
tic scatter reactions (see also Section 2.3.3). For most colliding systems this component is
negligible but for 4He ions a contribution of 10− 15% (depending on the energy and the
target nucleus) to the total reaction cross section has been predicted by optical model cal-
culations [56]. Therefore the inelastic scatter component should be considered separately
for radiation transport codes that take into account excitation or fragmentation of target
nuclei (particularly Monte Carlo transport codes) and subtracted from the modeled total
reaction cross section σR to compare it to the experimental mass-changing cross sections
σ∆A. For deterministic 1D transport codes like YIELD in TRiP98 [35] which consider
only projectile fragmentation it is sufficient to model only σ∆A as an approximation of
σR.
If not all reactions but only a particular reaction channel is investigated the reaction can be
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written in the form A(a,b)B. A and a describe the target and projectile in the initial state
while B and b describe the target residual and ejectiles in the final state. The example
reaction channels in Figure 2.8 can be written as 12C(p, pn)11C, 12C(4He,4 He 3He n)8Be
and 12C(12C, 3×4 He 2H)10B. If A, a, B and b are all known like in the illustrated exam-
ples the cross sections for these channels are called exclusive cross sections. Typically only
part of the final state is measured in nuclear physics experiments, either the projectile-
like or the target-like part, because this reduces the complexity of the experimental setup
considerably. The cross sections obtained in such experiments are called inclusive cross
sections and the unidentified parts can e.g. be notated with X.

2.8.2 Parametrization of the Total Reaction Cross Section

The total reaction cross section σR is an essential quantity for heavy ion transport cal-
culations. In most heavy ion transport codes σR is described as a function of the charge
and mass of the projectile, the charge and mass of the target and the energy of the col-
liding system by semi-empirical parametric models which are fine-tuned to experimental
data. The cross section predictions obtained from these parametrizations are most real-
istic for colliding systems which are well characterized by experiments. For unexplored
systems their predictions might still be reasonable due to the underlying systematics, but
for projectile-target combinations of special interest it is preferable to check the models
against measured cross section data.

2.8.2.1 Geometrical Model by Bradt and Peters

Many parametrizations of σR are based on the geometrical model by Bradt and Peters
[125]. Its basic formula is shown in Equation 2.8:

σR = πr2
0(A

1/3
P + A

1/3
T − δ)

2 (2.8)

where r0 ≈ 1.1 fm is the proportionality constant in the nuclear radius formula (r =
r0 ·A1/3), AP and AT are the mass numbers of the projectile and target nuclei and δ is the
so-called transparency parameter. If δ is set to zero, then the reaction cross section σR
corresponds to that of two colliding hard spheres which is a good approximation for heavy
ion collisions at high energies (> 1 GeV/u). If δ is varied as a function of energy, the fact
that σR shows an energy dependence at energies below 1 GeV/u can be reproduced. The
energy dependence of σR for nucleus-nucleus reactions at intermediate energies originates
from the free nucleon-nucleon total cross sections σppT and σnpT which both show a minimum
at a few 100 MeV [126]. These transparency effects are associated with the behavior of
the nucleon scattering phase shifts [124]. The interaction properties of the nucleons are
reflected in the macroscopic behavior of nuclei because a nucleus-nucleus reaction can be
understood as a superposition of multiple nucleon-nucleon interactions.
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2.8.2.2 Parametrization by Tripathi

The widely used parametrization by Tripathi et al. [127] is inspired by the simple geo-
metrical model by Bradt and Peters. They extended the model by a Coulomb term to
take the electrical repulsion of the projectile and target nuclei, preventing that they can
come close enough for a nuclear reaction at low energies (the so-called Coulomb barrier),
into account.
In the Tripathi parametrization σR is calculated according to Equation 2.9.

σR = πr2
0(A

1/3
P + A

1/3
T + δE)2

(
1− B

Ecm

)
(2.9)

B is the energy dependent Coulomb barrier and is calculated according to Equation 2.10.

B =
1.44ZPZT

rP + rT + 1.2
A

1/3
P + A

1/3
T

E
1/3
cm

(2.10)

where rP , rT , ZP and ZT are the radii and atomic numbers of the projectile and target
nuclei.

The energy dependence of σR at intermediate energies is taken into account by calculating
δE according to Equation 2.11.

δE = 1.85S + 0.16
S

E
1/3
cm

− CE + 0.91
(AT − 2ZT )ZP

ATAP
(2.11)

S is called the mass asymmetry term and is related to the volume overlap of the colliding
system and is given by Equation 2.12.

S =
A

1/3
P · A

1/3
T

A
1/3
P + A

1/3
T

(2.12)

The CE term mimics the energy dependence of σR at intermediate energies and is cal-
culated according to Equation 2.13. It is a purely empirical term which represents a fit
to the experimental data available at the time when the Tripathi parametrization was
designed (1996). E is the kinetic energy in MeV/u.

CE = D · (1− e−E/40)− 0.292 · e−E/792 · cos(0.229 · E0.453) (2.13)

CE contains also the term D which scales the cross section according to the nuclear density
of the projectile ρP and target ρT with respect to the 12C +12 C system and is calculated
with Equation 2.14.

D = 1.75 · ρP + ρT
ρC + ρC

(2.14)
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The nuclear density ρ of a nucleus with mass A is calculated from the nuclear radius r
with the hard sphere model by Equation 2.15

ρA =
A

4

3
πr3

(2.15)

The terms for CE and D given above reproduce the experimental σR values with good
accuracy over a large span of colliding systems but differences between model and exper-
iment were observed for light systems where protons are involved as well as for 4He and
lithium projectiles. Thus, for light systems where protons are involved an extension of the
parametrization has been designed, later [128]. For lithium projectiles it was suggested
to divide the value of D according to Equation 2.14 by a factor of three and for 4He ions
a modified formula for D was proposed (Equation 2.16) which led to a good agreement
with the experimental data available in 1996.

D4He = 2.77− 8.0 · 10−3 · AT + 1.8 · 10−5 · A2
T −

0.8

1 + e( 250−E
75

)
(2.16)

The Tripathi parametrization is a semi-empirical model - the general scaling laws are
derived from geometrical properties of the projectile and target nuclei while the terms
CE and D are based on fine-tuning to experimental data. The Tripathi formula is im-
plemented in many popular heavy ion transport codes, either in its original form (e.g.
in Geant4 [8], PHITS [104] or TRiP98 [4]) or in an empirically modified form (e.g. in
FLUKA [129]).
Other comparable σR parametrizations for heavy ions are e.g. those by Kox [123] and
Shen [130].

2.9 Synergies with Space Radiation Research

Another research field besides particle radiotherapy that might benefit from the experi-
mental cross sections presented in this work, in particular the data for 4He projectiles, is
space radiation protection [57, 131]. In astronomical objects like supernovae, protons and
heavy ions are accelerated to energies that are high enough to penetrate any shielding.
Nuclear fragmentation of these galactic cosmic rays, e.g. within the structures of a space-
craft, has to be taken into account because such reactions change the radiation field that
the astronauts and electronic devices inside a spacecraft are exposed to with respect to
the primary radiation field in free space. 4He ions make up ∼ 10% of the primary galac-
tic cosmic radiation and their energy spectrum peaks at intermediate energies, strongly
overlapping with the therapeutic energy range investigated in this work. Therefore ac-
curate 4He ion transport models are not only required for radiotherapy but also in the
field of space radiation protection [56, 132]. Actually the Tripathi parametrization of σR
described in Section 2.8.2.2 has originally been designed for space radiation studies and
in some radiation transport codes it is called the NASA model.
Monte Carlo [133, 134] or deterministic [135] heavy ion transport codes are used for dif-
ferent purposes in the field of space exploration like mission planning, risk assessment or
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radiation shielding design. However, there are still large gaps in the experimental cross
section databases for the validation of nuclear reaction models and transport codes in the
space radiation energy range [136, 137]. The 4He experimental dataset presented in this
thesis contributes to fill these gaps and an expansion of the present experiments towards
higher energies (> 220 MeV/u) could be of interest for space radiation research.

2.10 Scintillation Detectors

A common detector type for nuclear physics experiments are scintillation detectors. A
scintillation detector (short form: scintillator) consists of a material which emits light as
a result of energy deposition by ionizing radiation and a device which can amplify the
light signal, e.g. a photomultiplier tube. The light yield is (in a good approximation)
proportional to the energy deposited by an ionizing particle in the scintillator.

2.10.1 Plastic Scintillators

One class of scintillation materials are organic scintillators which consist of aromatic
molecules that show a well-defined fluorescence due to their π-electron structure [138].
The electronic transitions which cause the light emission as a follow of energy deposition
by ionizing radiation are typically very fast in such materials (typically in the order of
ns). For being suited as an organic scintillator the material needs to be transparent to
its own emission wavelength. Furthermore the scintillation efficiency (light output per
deposited energy) of a material is an important characteristic for its application as a
radiation detector.
If an organic scintillator is dissolved in a material that can be polymerized (e.g. styrene)
the resulting material is called a plastic scintillator. By adding also a waveshifter molecule
which converts the scintillation light into photons with a longer wavelength, the light
output spectrum can be adapted to the spectral sensitivity of the photodetector used
(e.g. a photomultiplier) - however this typically reduces the timing performance of the
material. Plastic scintillators are the most common form of organic scintillators because
they can be manufactured in any shapes and are relatively inexpensive. They are well
suited for fast timing applications (e.g. as a trigger or for time-of-flight measurements)
due to their short scintillation pulses and fast signal rise time. A typical multi-purpose
plastic scintillation material is BC-400, which was used to build the plastic scintillation
detectors used for the experiments described in this work.

2.10.2 BaF2 Scintillators

Another class of scintillation materials are inorganic scintillators [138]. In these materials
the scintillation effects are not caused by the electronic structure of a single molecule but
a result of the crystal lattice of the material. Often an activator impurity is added to the
materials to increase their scintillation efficiency. Many inorganic scintillation materials
have a very high effective atomic number and a high density which makes them useful to
build compact detectors with a high absorption or stopping power.
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For the experiments described in this work BaF2 detectors were used for charged par-
ticle and gamma photon detection. BaF2 has a very fast rise time, a high density of
4.893 g/cm3 and a high effective atomic number of 52.2. A disadvantage of BaF2 is that
its scintillation light lies in the UV range and can therefore not be detected with standard
photomultipliers but requires special models equipped with a quartz window. The large
BaF2 detector used for the 4He experiments described in this work was originally built
as a prototype for the TAPS spectrometer [139]. Figure 2.13 shows photos of the TAPS
BaF2 crystal taken during refurbishment.

10 cm

Figure 2.13: TAPS prototype BaF2 crystal unwrapped (left) and wrapped with reflec-
tive foil (right). The front face was left open because it was later used to attach the
photomultiplier tube.

BaF2 shows a characteristic scintillation pulse, consisting of two time components: a fast
component decaying with ∼ 0.6 ns and a slow component decaying with ∼ 600 ns [140].
These two light components originate from different luminescence mechanisms and their
relative contribution to the overall light signal depends on the type of ionizing radiation
or, more precisely, on the microscopic energy deposition pattern in the BaF2 crystal. For
example, a BaF2 signal caused by a high energy photon shows practically no tail from
the slow component because only the fast component is excited and BaF2 signals caused
by ions of different atomic number show different ratios between the fast and the slow
component, practically independent of the deposited energy [141, 142]. Owing to this
effect, a BaF2 pulse shape analysis allows the separation between ions of different atomic
number such as He ions and their H fragments as done for the present experiments.

2.10.3 Particle Identification with Scintillator Telescopes

For measurement of nuclear fragmentation cross sections, the primary particles transmit-
ted through a target have to be separated from nuclear fragments. E.g. in the projectile
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fragmentation experiments described in this work the relative number of transmitted pri-
mary particles as a function of target thickness had to be measured.
The different projectile fragments from nucleus-nucleus reactions are produced at similar
velocities (see Section 2.3.3) and therefore a measurement of their energy loss ∆E in a
thin scintillator (a measure of dE/dx) gives already a rather good identification of the
atomic number Z. However in such pure ∆E spectra the Landau tails (see Figure 2.6) of
the energy loss distributions of lower Z particles can overlap with the distribution of the
species with higher Z. One technique to reduce this overlap is to perform two or more
redundant energy loss measurements, e.g. with a stack of scintillators or semiconductor
detectors (as done e.g. by Zeitlin et al. [143]), called ∆E−∆E telescope. Another identi-
fication method is to measure not only the energy loss but also the energy of the particles
to be identified. The kinetic energy E of a non-relativistic particle (relativistic effects are
still moderate at the energies used in this work) with the mass A is connected with its
velocity v by

E =
1

2
Av2 (2.17)

If this term is converted to v2 and put into Equation 2.1 one can observe the relation

dE/dx ∼ AZ2

E
(2.18)

This means that the simultaneous detection of ∆E and E can be used to separate particles
with different AZ2 products [144], and thus provides an isotopic separation. In an exper-
iment this can e.g. be achieved by combining a thin (∆E) and a thick (E) scintillator to a
so-called ∆E− E telescope. For light ions (Z < 4) the AZ2 product is a unique identifier
while for heavier ions there are overlaps between different species. A requirement for the
∆E− E technique is a good E measurement, however, this is not straightforward with
a thick scintillator. A considerable fraction of the primary ions transmitted through the
target which should be detected undergo nuclear reactions within the thick E detector.
Some of the long-range fragments produced in these reactions, especially the neutrons,
may escape from the detector and carry a part of the total energy away.
There are also potential issues for the ∆E measurement. For measuring total cross sec-
tions detectors with large acceptance are required. However, if the telescope is placed
close to the target there is a high probability that multiple fragments hit the telescope
simultaneously and in the ∆E spectra their energy losses sum up to values that can either
be intermediate or overlap with the single ion peaks.
A general strategy for particle identification systems is to collect as much redundant
information about the particles as possible to eliminate perturbations due to detector
effects. Even if not applied in the experiments described in this thesis, further improve-
ment of particle identification would be possible by introducing flight gaps and measuring
time-of-flight spectra and by using magnetic fields to separate the primary particles and
fragments by their momentum. The use of pixelated ∆E detectors and application of par-
ticle tracking methods would be appropriate to reduce the problems caused by fragment
multiplicities. However, such extensions of the experimental setup described in this thesis
would greatly increase the experimental effort.
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3 Materials and Methods

The following chapter gives an overview about the experimental setups used in the present
work and the methods applied for data processing and analysis.

3.1 Data Acquisition

A Tektronix DSA 72004C oscilloscope was used for acquisition of the scintillator signals in
event-by-event mode. The signals were recorded as waveforms by means of fast sampling.
The hardware sampling rate of the oscilloscope is 16 GS/s with a resolution of 8 Bit. The
effective sampling rate in the experiments was between 2.0 and 3.1 GS/s with an effective
resolution close to 10 Bit. The oscilloscope can store data in its RAM with low deadtime
between consecutive events, but every few 1000 − 10000 events (the actual number can
be set but depends also on the sample rate and digital resolution) it needs to save the
stored data on a hard drive. During these few seconds, the oscilloscope does not accept
any triggers which causes short gaps where no events can be recorded.

3.2 Data Processing

For data processing and analysis, the ROOT data analysis framework ROOT [145] was
used and extended by self-developed routines.
The recorded waveforms were post-processed and some changes and corrections were
applied (inverting from negative to positive signal values, baseline correction, flagging
of detected double hits). To reduce the large amount of data to analyze, characteristic
quantities (peak value, integral, and the ratio of integral-to-peak) were derived from
the corrected waveforms and stored separately while the event-wise correlation of the
individual detector channels was maintained.

3.3 BaF2 Pulse Shape Analysis

The scintillator signals were recorded as waveforms f(t). This technique allows an offline-
characterization of the shape of a scintillator pulse from the waveform. The pulse shape
PS of the BaF2 signal was calculated for every event i according to Equation 3.1:

PSi =
Σfi(t)

fi,max
(3.1)

where Σfi(t) and fi,max are the integral of the signal and the peak value within the
recorded time window of event i as illustrated in Figure 3.1. It shows normalized BaF2

signals recorded for three different ions with the same velocity (200 MeV/u protons, 4He
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and 12C). This example demonstrates the particle identification capability of a BaF2

pulse shape analysis but also that the difference between protons and 4He ions is hard to
resolve.
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Figure 3.1: Measured BaF2 signals normalized to their peak value recorded for monoen-
ergetic protons (1H ions), 4He and 12C at 200 MeV/u. The signals were averaged over
100 events with full energy deposition to reduce the noise. Due to the normalization to
the peak value the area below the curves represents the pulse shape PS.

As can be seen in Figure 3.1, the slow scintillation component of BaF2 has a very long
decay time and was therefore not fully recorded. However, in this case, no correction for
the missing part of the tail is required because the BaF2 pulses did practically not have a
time jitter because the rise time of the trigger pulse is much shorter than the integration
window.

3.4 Experimental Setup I: Projectile Fragmentation

The 4He fragmentation experiments described in the following were conducted at HIT,
Heidelberg, in two separate measurement campaigns: In 2017 4He charge- and mass-
changing cross sections on C targets were measured and in 2018 the experiment was ex-
tended to Si, O and H targets. In addition to those elemental cross section measurements,
also direct measurements on water targets were performed during the second experiment.
The results of the two measurement campaigns are published in two separate articles
[146, 147] where descriptions of the method similar to those in the following section can
be found.
Figure 3.2 shows a schematic of the experimental setup which is based on the attenuation
method using a ∆E− E scintillator telescope as well as a photo taken during the exper-
iment in 2018. A pencil beam of 4He ions impinged on a start scintillator (1 mm thick
BC-400-like) which triggered the data acquisition. The ions penetrated the target and
were then stopped within a ∆E− E scintillator telescope (5 mm thick BC-400-like and
14 cm long BaF2, both hexagonal with inner diameters of 10 cm and 8.5 cm, respectively).
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Figure 3.2: Schematic (left) and photo (right) of the experimental setup used at HIT to
measure charge- and mass-changing cross sections for 4He ions impinging on different
targets.

The number of transmitted 4He ions and 3He fragments generated within the target could
be determined by correlation of the signals from the ∆E scintillator with the signals from
the BaF2 scintillator. The larger angular coverage of the ∆E scintillator compared to the
BaF2 scintillator was exploited to ensure that only a negligible fraction of primary ions
could be scattered out of the telescope’s acceptance (65◦ to the beam axis in the 2017
experiment and 81◦ in the 2018 experiment). This is important because full geometrical
acceptance for the primary ions is required to measure total inelastic cross sections as
presented here. The measurements were performed at five different primary energies (80,
90, 130, 180 and 220 MeV/u). Between 2× 105 and 8× 105 events were recorded for each
energy and target thickness.
Figure 3.3 shows the waveforms of the three detector signals recorded by the data acqui-
sition system for an example 4He event.
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Figure 3.3: Signal waveforms of the three detector channels (start, ∆E and E) for an
example 4He event.
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The start and ∆E plastic scintillator pulses look similar because they consist of the same
BC-400-like material and the BaF2 pulse shows the two characteristic scintillation com-
ponents that can be analyzed for particle identification (compare with Figure 3.1).

3.4.1 Targets

In Table 3.1 the different targets used for the 4He fragmentation cross section measure-
ments are listed. For each 4He energy used also a no-target measurement was performed
to correct by the reactions occurring within the beam nozzle, the start scintillator and
the air gap. For most energy-material combinations at least two targets with different
thicknesses were irradiated to have redundant information and to be able to check for
robustness of the data analysis method.

Table 3.1: List of targets used for 4He cross section measurements.

Target material density / g/cm3 thickness / cm

C 1.83 0.5, 0.7, 1.0, 1.2
CH2 0.947 0.5, 1.0, 2.0
Si 2.33 0.4, 0.8, 1.6

SiO2 2.204 0.4, 0.8, 1.6
H2O 1.0 2.22, 3.25 + flask

Measurements were performed with elemental (C and Si) and compound targets (CH2

and SiO2). The latter were used to obtain elemental cross sections on H and O targets
(the constituents of water). By subtracting the cross sections measured on the elemental
targets from those measured on the compound targets the cross section of the other
element can be calculated according to Equation 3.2 and Equation 3.3:

σH =
σCH2 − σC

2
(3.2)

σO =
σSiO2 − σSi

2
(3.3)

For redundancy and to check for consistency with the H and O also a measurement using
H2O targets at a primary energy of 220 MeV/u was performed. For this purpose cell cul-
ture flasks (Corning 3073 and T-150) with two different thicknesses (2.22 cm and 3.25 cm
+ 2 polystyrene walls of 0.18 cm thickness) were filled with water. To account for the
reactions occurring within the walls of the flasks, an additional measurement for each of
the empty flasks was performed. A photo of the H2O target measurement is shown in
Figure 3.4
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Figure 3.4: Photo of the experimental setup used at HIT for measuring 4He fragmenta-
tion in a H2O target.

3.4.2 Alignment and Beamspot Characterization with CMOS Sensor

At HIT the therapy control system adjusts the beamspot position automatically by a
dynamic feedback loop from the position-sensitive MWPCs within the beam nozzle to
the scanner magnets. However, at low beam intensities as required for fragmentation
experiments the MWPCs do not respond and thus no correction of the beamspot position
can be applied by the system. To align the experimental setup as precisely as possible the
position, size and shape of the beamspot at low intensity were determined in advance with
a MIMOSA28 CMOS pixel sensor with high spatial resolution [148] before the experiment
in 2018. Figure 3.5 shows the measured beamspot profiles for the three 4He energies
used.
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Figure 3.5: Beamspots at low intensity measured with the MIMOSA28 CMOS sensor
at the isocenter for three 4He energies. The coordinate system corresponds to the
positioning lasers in the HIT experimental room and the lines mark the center of the
aligned scintillator telescope.
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The beamspot gets broader towards lower energies due to the increased lateral scattering
within the beam nozzle (∼ 2 mm water equivalent thickness). A vertical shift relative to
the isocenter (marked by positioning lasers in the experimental room) can be observed
for all three energies. Based on these CMOS measurements the scintillator telescope was
aligned with a vertical shift of 2 mm relative to the positioning lasers. For the highest
energy (220 MeV/u) there was still a shift of ∼ 1 mm left in the final alignment. However,
for comparison, the inner diameter of the BaF2 scintillator (8.5 cm) is large against this
shift and against the size of the beamspots. Thus the scintillator telescope had practically
full acceptance for the primary 4He ions for all energies.

3.4.3 Data Analysis

For the analysis of the data recorded during the 4He experiments at HIT, the ROOT data
analysis framework was used and extended by self-developed routines.

3.4.3.1 Selection of Valid Triggers

At HIT the beam is extracted from the synchrotron by the RF-knockout technique with a
spill length of up to 10 s. The intensity is controlled by a feedback loop from the monitor
IC to the RF-knockout cavity, called dynamic intensity control (DIC), equivalent to the
beam position control using the MWPCs described in Section 3.4.2. Like the position
control, also the DIC does not work at low intensities and therefore the particle rate
can fluctuate strongly during single particle experiments at HIT. Figure 3.6 shows the
accepted trigger rate of the data acquisition system as a function of time for one example
dataset. The slow synchrotron extraction was adjusted for a mean intensity of typically
1000 ions/s while the actual intensity varied between ∼ 500 and 3000 ions/s. It can be
observed that the intensity within each spill was rather stable but fluctuated strongly
from spill to spill.
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Figure 3.6: Accepted trigger rate of the data acquisition system as a function of time
during a 4He ion experiment at HIT. Strong intensity variations from spill to spill can
be observed.
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To exclude beam contaminants and double hits, two selection criteria were defined for
the start detector: Only events where the peak (to exclude double hits occurring almost
simultaneously) and the integral (to exclude double hits occurring one after another but
both within the detection window) calculated from the waveforms of the start scintillator
lay within ±2.5 standard deviations from the corresponding average value were taken as
valid events. This selection is shown for one example in Figure 3.7 where also the two
types of double hits are indicated.
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Figure 3.7: Identification of primary 4He events with the start scintillator. The peak
value and the integral of the waveforms are both analyzed event-wise which allows an
exclusion of false triggers and double hits. The peak value went into saturation for the
simultaneous double hits. The valid 4He events are surrounded in red.

There were still some false-trigger events left which met the above described criteria, e.g.
due to activation of the start scintillator or by cosmic radiation. Such events, where
neither the ∆E scintillator nor the BaF2 scintillator have responded could be identified
by the BaF2 integral and the ∆E integral both being ∼ 0 and were also discarded. The
number of such noise events scaled with the measurement time and did not exceed a few
permille of the overall event number for any measurement.

3.4.3.2 Identification of He ions

The He ions leaving the target were identified by a 2D-analysis of the integral of the ∆E
scintillator signal compared to the pulse shape of the BaF2 scintillator signals (∆E-pulse-
shape). For this purpose, an analysis code was developed to automatize the identification
process as much as possible.
Figure 3.8 shows two examples of ∆E-pulse-shape spectra in comparison to the ∆E-E
spectra recorded for the same measurements of 130 MeV/u 4He ions either without tar-
get or with a 16 mm Si target.
As can be noticed in the spectra measured without target, there were already fragmen-
tation reactions occurring within the beam nozzle, the air gap from the nozzle to the
telescope and the start scintillator. Therefore, the number of 4He ions present at the no

39



target runs were identified just like for the measurements with target and taken as the
number at 0 cm target thickness to normalize to for the cross section determination (see
Section 3.4.3.4).
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Figure 3.8: Examples of ∆E-E spectra ((a) and (c)) and ∆E-pulse-shape spectra ((b)
and (d)) for 130 MeV/u 4He ions with no target ((a) and (b)) and after traversing
16 mm of Si ((c) and (d)). Double hits and noise events were excluded by cuts on the
start scintillator signal. The thresholds T1 and T2 have been set by hand to separate the
He events in the upper right corner of the ∆E-pulse-shape plots from their H fragments.
The origin of the event clusters visible in the spectra for 16 mm Si is indicated by the
arrows. A detailed description is given in the text.

The cluster around the main peak visible in both, the ∆E-E and the ∆E-pulse-shape
plots, was generated by the 4He ions transmitted through the target and the 3He frag-
ments which can not be well separated by eye from the primary ions. The shift of the
main peak in the E signal from the no target measurement to the 16 mm Si target mea-
surement is due to the energy loss within the target. As mentioned in Section 2.10.2, the
pulse shape is not affected by such changes in energy.
Single H fragments entering the telescope created a cluster at 25% of the ∆E of the
primary 4He ions as the ∆E signal scales with Z2 for ions with the same velocity (see
Section 2.3.1).
The large geometrical acceptance of the detector telescope used and the production of
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at least two H fragments per charge-changing reaction lead to several multiplicity states
(1H + 1H, 1H + 2H, 1H + 3H, 2H + 2H) which added up to the event cluster arising at a
factor of two higher ∆E values and beyond but with BaF2 pulse shapes as observed for
single H fragments. Multiplicities involving prompt gamma photons and pions are very
rare and therefore neglected in the present analysis. Multiplicities involving neutrons
are more frequent, in particular together with 3He fragments. The efficiency of the ∆E
scintillator to fast neutrons is < 1% but still the 3He + n events create visible peaks in
the spectra for some target materials (see Section 3.4.3.3). For the BaF2 scintillator the
probability to respond to neutrons is higher, since its neutron efficiency is ∼ 10 − 20%
[149] but its pulse shape is only slightly affected by the small energy depositions via (n,p)
reactions (typically a few 10 MeV). The few events with a larger neutron contribution
show BaF2 pulse shapes shifted to lower values and are considered in the He fragmented
in BaF2 correction (see below).
As can be seen in both, the ∆E-pulse-shape and the ∆E-E plot, the main He peak is
smeared, even in the spectra measured with no target. This smearing is mainly due to
nuclear reactions of the He ions within the thick BaF2 scintillator (∼ 10 − 20% of the
events). This fragmentation inside the E detector resulted in a) some energy being de-
posited by H fragments instead of He ions and b) some energy to be carried out of the
detector volume by long range fragments like deuterons, tritons or neutrons. These effects
explain why the events where He ions fragmented inside the BaF2 scintillator showed a)
pulse shapes intermediate between H and He events and b) a reduced energy deposition
compared to the main He peak. These fragmented He events overlap partially with the
multiple H cluster in both, the ∆E-E and the ∆E-pulse-shape spectra, which makes a
clear identification of such events impossible with the present detector setup.
It can clearly be seen that the He ions are better separated in the ∆E-pulse-shape than in
the ∆E-E plot, which has been used for particle identification in previous fragmentation
experiments [71, 72]. This better particle identification capability was the justification for
the higher experimental effort to additionally obtain the BaF2 pulse shape information
for the work presented here.
For the separation of the He ions from their fragments by the developed analysis code,
two thresholds (T1 and T2, one for ∆E and one for the pulse shape) needed to be set
by hand. The events where both thresholds were exceeded (upper right in the ∆E-pulse-
shape plots) are considered to be solely He ions (3He and 4He). The ∆E spectrum of these
clearly identified He events (events with a ∆E higher than threshold T1 and with a pulse
shape higher than threshold T2) was matched with the peak in the ∆E spectrum of the
overlap region (events with a pulse shape below threshold T2) to estimate the number
of overlapping He events. This is reasonable because the fragmentation within the BaF2

scintillator, which caused the overlap, can be considered as being fully independent of the
energy deposition within the ∆E scintillator.
Finally, adding the estimate of the He events in the overlap region to the number of clearly
identified He events gave the overall number of He ions leaving the target as required for
determination of the charge-changing cross section. This identification routine had to be
applied for every energy and every target thickness.
As shown in Figure 3.2 the ∆E scintillator had a slightly larger radius than the BaF2

scintillator. The number of ions detected only by the ∆E scintillator but not by the BaF2

scintillator (E and PS ∼ 0 in Figure 3.8) was < 0.2% of the overall event number for all
measurements. This proves that only a negligible fraction of primary ions was scattered
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past the telescope. Therefore, the geometrical acceptance of the detector telescope was
sufficient to calculate inelastic cross sections from the measured number of He ions.

3.4.3.3 Separation of the Identified He Ions into 3He and 4He

For determination of the mass-changing cross section the fragmentation channel of 4He
into 3He must also be considered. The ratio of the 3He fragments to the 4He ions was
obtained by fitting the ∆E spectrum of the identified He events with the sum of a Gauss
function (representing the 4He ions) and a Landau function (representing the 3He ions).
Some energy-target combinations required a second Landau function because a significant
fraction of 3He events show a neutron coincidence in the ∆E scintillator creating the small
peak right to the main peak in the Landau fraction.

-110

1

10

210

310

410

100 120

ΔE signal / arb. units ΔE signal / arb. units

co
u
n
ts

/b
in

  identified He 
Gauss fit
Landau fit

overall events(a) (b)
  identified He 

Gauss fit
Landau fit

overall events

T1T1

-110

1

10

210

310

410

co
u
n
ts

/b
in

806040200200 100 120806040

total fit total fit

3He+n

Figure 3.9: Examples of ∆E spectra for 130 MeV/u 4He ions with no target (a) and
after traversing 16 mm of Si (b). Double hits and noise events were excluded by cuts
on the start scintillator signal.

In Figure 3.9 a typical ∆E spectrum compared with the separated He events and the
Gauss and Landau fit functions is shown. The fitting approach is reasonable because the
energy spectrum of the primary 4He ions is still relatively sharp after traversing the thin
targets while the 3He fragments are produced with a broader energy distribution (and
therefore also a broader ∆E distribution) due to the kinematics of the involved nuclear
reactions. The 3He to 4He ratio could be calculated from the ratio of the integrals of the
two fit functions (Gauss and single or double Landau).
In fact the 4He fraction also contributed slightly to the tails in the ∆E spectra of the He
ions because the energy deposition of heavy charged particles follows a Landau distribution
in thin absorbers (see Figure 2.6). This contribution could be estimated from the Landau
fits obtained for the no-target measurements, where the beam should have had only a
minor 3He contamination, and subtracted from the integrals of the 3He fits obtained for
the target-in measurements.
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3.4.3.4 Cross Section Calculation

The mean interaction length λ was obtained for every energy by fitting the measured
values for the number of remaining ions N as a function of target thickness z relative
to the number of ions at 0 cm target thickness N0 with the fit function according to
Equation 3.4.

N

N0

(x) = A0 · e−z/λ (3.4)

The amplitude parameter A0 was used to finetune the fit and fluctuated only slightly
around 1 (less than 1�). Finally, the fit parameter λ was converted into the nuclear cross
section σ according to Equation 3.5.

σ =
1

λ · n/V
(3.5)

where n/V is the nuclei density (number of nuclei or molecules n per target volume V )
of the target material.
For each energy, the charge-changing cross section σ∆Z was calculated from the fit param-
eter λHe for the relative number of remaining He ions (4He plus 3He) behind the target
and accordingly the mass-changing cross section σ∆A from the λ4He for the remaining
4He ions behind the target. The 3He production cross section σ3He can be calculated by
subtracting σ∆Z from σ∆A.

3.4.3.5 Uncertainty Estimation

In cross section measurements as presented in this work, there are several experimental
uncertainties to consider. On one hand, the limited beam time leads to a limited number
of events N that can be recorded which causes a statistical uncertainty ∆Nstat =

√
N .

On the other hand, the different ion species might not be perfectly identifiable because
of overlapping clusters in the measured spectra. This causes a systematic uncertainty
∆Nsyst which is not as straightforward to estimate as ∆Nstat. Detailed remarks about
this issue were given by Zeitlin et al. [143, 150] which were used as orientation for the
uncertainty estimation performed here.
The robustness of the analysis code was checked by slightly varying the threshold values
set by hand (T1 and T2, see Figure 3.8) which resulted in negligible deviations of the
number of identified ions. As recommended by Zeitlin et al. [143], targets with different
thicknesses were irradiated for each energy. When the number of the identified remaining
primary ions decreases exponentially with the target thickness this can be taken as an
additional confirmation that the analysis code works robust.
Instead of identifying the primary ions as usual by drawing cut contours into 2D-plots by
hand, in this work the identification process was as much automatized as possible. The
major fraction of the primary He ions could be clearly identified while about 10 − 20%
were overlapping with fragments in the measured 2D-plots (see Figure 3.8). The fraction
of He ions lying in this overlap region Noverlap was estimated by extrapolating the ∆E
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spectrum of the clear He events to the unclear events. Although this procedure is well
justified from a physics point, the number of overlapping He ions obtained this way was
accounted for with an additional uncertainty estimated by ∆Noverlap =

√
Noverlap which

enhanced the uncertainty ∆N for the overall number of He events N slightly.
The uncertainty of the charge-changing cross section σ∆Z was then estimated by variation
of the number of He ions identified behind the thickest target in the limits of the uncer-
tainty intervals ∆N and recalculation of the cross sections from these varied attenuation
values. The identified He ions were separated into 3He and 4He by a fit method which
also involved some uncertainty. Thus for the calculated mass-changing cross section σ∆A

an additional uncertainty of 10% for the subtracted 3He fraction was estimated. The
uncertainty of the 3He production cross section ∆σ3He was obtained by adding up ∆σ∆Z

and ∆σ∆A. The uncertainty intervals calculated for the cross section values in this way
are believed to be a conservative estimate of the present experimental accuracy.
The energy of the primary 4He ions was reduced due to the energy loss in the targets
which had the effect that the energy where the observed reactions took place was not
sharply defined anymore. This energy range was kept small by using thin targets, but
might still be non-negligible. It is accounted for by giving each cross section value for
the mean energy assumed at the center of the thickest target with an uncertainty interval
covering the energies before and behind that point. The energy loss within the nozzle,
the air gap, the start detector and the targets was calculated with the FLUKA code.
The graphite targets have been produced at the GSI target laboratory from first choice
graphite (SGL Carbon R 6550) with high precision (variation of the thickness over the
target area < 1%). The CH2, Si and SiO2 targets were ordered from external suppliers but
had a similar precision. Therefore, the uncertainties associated with the dimensions and
the density of the target material were considered to be small against the other sources
of uncertainty and were neglected in this work.

3.5 Experimental Setup II: Target Fragmentation

The PET isotope production experiments described in the following were conducted at
MIT, Marburg. Cross sections for the production of 10C, 11C and 15O target fragments by
protons and 12C ions on C and O targets were measured with a detector system monitoring
the induced β+ activity after irradiation with a short proton or ion pulse. The description
of the method and the results of these experiments are published in [151].

3.5.1 The Measurement Concept

The method for the measurement of PET isotope production presented in this thesis is
conducted in the several steps described in the following: the experimental setup, consist-
ing of three scintillators and a coincidence unit is positioned at the beamline and aligned
according to the laser positioning system. The next step is a calibration measurement
using a 22Na point source with known activity positioned at the center of the detection
system guided by the positioning lasers. To be able to calculate the detection efficiency
properly, the beamspot has to be characterized before the actual activation measurement
can be performed. For this purpose, a Gafchromic EBT3 film is positioned in the target
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holder and the laser positions are marked on the film before it is irradiated by a short
pulse of protons or ions with the same beam settings used for the activation measurement,
afterwards. Finally, the irradiated film is exchanged with the target, the data acquisition
system is turned on and the target is irradiated. The induced β+ activity can then be
monitored as long as necessary (typically 15− 30 min depending on the isotopes of inter-
est) and subsequently the next measurement is performed.

3.5.2 Experimental Setup

A schematic of the experimental setup is shown in Figure 3.10. Three BaF2 scintillators
(crystal dimensions: 3.5 × 3.5 × 7 cm3) with a thin wrapping coupled to a Hamamatsu
R1668 photomultiplier are arranged around a thin graphite or BeO target tilted by 45◦

with respect to the beam axis. The BaF2 scintillators are positioned at a distance of
5 cm from the target center. Two of them (#1 and #2) are arranged at 180◦ to measure
the coincidence rate of the 511 keV annihilation photons following the β+ decays and a
third one (#3) is arranged at 90◦ to measure the random coincidence rate. The targets
and films are positioned in a 3D-printed holder with a modular setup and can easily be
exchanged without affecting the detector setup.
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Figure 3.10: Schematic of the experimental setup for measuring production cross sec-
tions for 10C, 11C and 15O target fragments generated by high energy protons and 12C
ions on graphite and BeO targets. The induced activity is monitored by a set of three
BaF2 scintillators (two visible in the schematic and the third in the plane perpendicular
to #1 and #2) and the number of incident protons/ions is measured by the monitor
ionization chamber (IC) within the beam nozzle.

3.5.3 Beam Application

The irradiations were performed as treatment plans with a single beam spot. The raster
scanning control system monitored the irradiation and the number of incident particles
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measured by the monitor ionization chamber within the nozzle was documented in the
machine records. All irradiations were done using the beam line settings for the smallest
focus (FWHM at the isocenter: 8.1− 30.5 mm for protons and 3.4− 9.3 mm for 12C ions)
and at the highest intensity that can be extracted from the synchrotron (1.5·109 protons/s
and 6.5 · 107 12C ions/s). The beam pulses had a duration of ∼ 1.3 s for protons and
∼ 1.0 − 2.5 s for 12C ions. These short pulse durations were chosen to ensure that the
time of isotope production was well defined and small against the decay times of the
produced isotopes. The number of particles per measurement were 1.9 · 109 for protons
and between 6.5 · 107 and 1.9 · 108 for 12C ions.

3.5.4 Coincidence Trigger and Data Acquisition

The scintillator signals were split by an active splitter specially designed for the fast rise
time of BaF2 pulses - one branch of the split signals was used to generate the trigger and
the other was connected to the Tektronix DSA 72004C oscilloscope for data acquisition.
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Figure 3.11: Flow chart of the trigger logic set up for the activation experiments per-
formed at MIT.
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The trigger unit was built from a set of NIM modules (discriminator, gate generator, co-
incidence module, dual timer) and generated a trigger signal for coincident signals either
from detector #1 and #2 (180◦) or from detector #1 and #3 (90◦). The coincidence
window was adjusted to 30 ns, which provided a good noise suppression for the 180◦

scintillator pair. However, there was still the possibility to measure random coincidences
caused by two independent β+ decays that occur both within the coincidence window.
This random coincidence rate was monitored by the 90◦ scintillator pair. A flow chart
of the coincidence trigger logic is shown in Figure 3.11. Before the experiment, the dual
timer is set to give out an infinite gate. This gate is reset by the end-of-plan signal from
the accelerator control system and afterwards trigger pulses are generated for coincident
signals from either detector #1 and #2 or detector #1 and #3.
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Figure 3.12: Waveforms for the three scintillator channels for two example events. The
left plot shows a 180◦ coincidence (#1 and #2) and the right plot shows a 90◦ coinci-
dence (#1 and #3).
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Figure 3.13: Energy spectra of the events detected by the 180◦ detector pair (#1 and
#2) and by the 90◦ detector pair (#1 and #3) for a measurement of the activity induced
by 220 MeV protons in a graphite target.

Figure 3.12 shows the waveforms of the three scintillator channels for two examples (a
180◦ coincidence and a 90◦ coincidence). Figure 3.13 shows the energy spectra of the
events detected by the 180◦ detector pair (#1 and #2) and by the 90◦ detector pair (#1
and #3). In an offline analysis the 511 keV peaks were separated by applying a cut on
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these energy spectra. Subtracting the 90◦ coincidence rate as a function of time from
the 180◦ rate gives the true 180◦ coincidence rate as shown in Figure 3.14. This example
shows that the random coincidence rate strongly depends on the present activity. In the
time shortly after the irradiation, when the activity is at its maximum, random coinci-
dences contribute more than 30% to the total coincidences measured at 180◦. However,
as the activity decreases, after ∼ 2 min the contribution of random coincidences to the
total coincidence rate subsides significantly.
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Figure 3.14: Decay curve of the β+ activity induced by a pulse of 220 MeV protons in
a graphite target. Two different isotopes (10C and 11C) contribute to the total activity.
In the first two minutes after proton irradiation the β+ activity decreases fast because it
is dominated by the 10C decays (half life: 19.29 s) and afterwards only the decays of the
remaining 11C (half life: 20.334 min) are detected. The arrows mark the deadtimes of
the data acquisition system due to the data storage on the hard drive of the oscilloscope.
The red and green lines show the coincidence rates measured by scintillator #1 and
#2 or #1 and #3, respectively. The blue line shows the true 180◦ coincidence rate
obtained by subtracting the green curve from the red curve.

The signals of the three scintillators were recorded as waveforms (sample rate 3.1 GS/s)
by an oscilloscope triggered by the coincidence unit. The oscilloscope can store data in
its RAM with low deadtime between consecutive events, but it needs to save the stored
data on a hard drive every few 1000 events (see Section 3.1). This causes short gaps in
the measured decay curves every few minutes.
In order to suppress the measurement of prompt gamma photons which are produced
during the irradiation, the end-of-plan signal from the accelerator control system was
used to start the data acquisition immediately after the end of the spill (the trigger pulse
is created 120 ms after the end of beam extraction). Furthermore, the end-of-plan signal
was used to precisely determine the time point when the beam pulse ended.

3.5.5 Targets

Two different target materials were irradiated in the activation experiments. To obtain the
production cross sections for the isotopes 10C and 11C on carbon, graphite targets (SGL
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Carbon R 6550, density: 1.83 g/cm3) with thicknesses of 5 mm and 10 mm (depending
on the beam energy) and lateral dimensions of 80× 80 mm2 were irradiated with protons
and 12C ions. To obtain the production cross sections for 15O on oxygen, BeO targets
(Materion Thermalox 995, density: 2.85 g/cm3) with a thickness of 3.9 mm and lateral
dimensions of 114 × 114 mm2 were used. For the measurements presented in this work
(production of positron emitters) BeO acts as a pure oxygen target because the Be does
not fragment into β+-isotopes (as discussed by Tobias et al. [152]) and therefore does not
contribute to the measured activity. To enhance the efficiency of the detection system,
the targets were tilted by 45◦ with respect to the beam axis (see Figure 3.10). The local
roughness at the center of the targets (uncertainty of the thickness) was < 1%.

3.5.6 Beamspot Characterization

The calculation of the detection efficiency (as described in the Section 3.5.7) relies on the
knowledge of the spatial distribution of the induced β+-radioactivity within the target
relative to the detectors.

12C

p

430 MeV/u 251 MeV/u 104 MeV/u

52 MeV141 MeV221 MeV

1 cm

Figure 3.15: Proton and 12C ion beamspots at different energies at the target position
(108 cm from the nozzle for 12C ions and 50 cm for protons) measured with EBT3 films
tilted by 45◦ like the targets. The dotted lines correspond to the positioning lasers in
the treatment room which were used to align the experimental setup.

To estimate the activity distribution within the target for each individual species-energy-
target combination, fluence measurements using EBT3 films located exactly at the target
position (also with the 45◦ tilt) were performed in advance before all target irradiations.
From these films measured vertical and horizontal fluence profiles were obtained and
fitted with single Gaussian functions to be used for the calculation of the efficiency. Also
shifts of the beamspots relative to the scintillator setup could be detected and taken
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into account for the efficiency calculation. The parameters characterizing a beamspot are
called FWHMhorizontal, FWHMvertical, shifthorizontal and shiftvertical.
To convert the gray values of the EBT3 films into fluence values, a calibration function was
determined for both protons and carbon ions. 12C ion measurements were restricted to
the isocenter (distance from isocenter to nozzle: ∼ 108 cm) where the beamspot sizes are
daily checked and documented in the QA protocols. For the proton irradiations the setup
was moved to a distance of 50 cm from the nozzle. This closer distance was of advantage
especially for the low proton energies because proton beams scatter much stronger within
the nozzle than 12C ion beams, which leads to relatively large proton beamspots at the
isocenter (see Figure 2.7).
Figure 3.15 shows examples of films irradiated with protons and 12C ions. As expected
the 12C ion beamspots are sharper compared to the proton beamspots. The beam spot
sizes get larger for lower energies due to the increased lateral scattering within the nozzle.
Slight shifts of the beamspots relative to the positioning lasers can be observed depending
on the energy. The film response to the 12C ions is stronger than to protons due to their
higher LET. The beamspots appear stretched in horizontal direction because the films
were irradiated with the 45◦ tilt like the targets.

3.5.7 Efficiency Calculation

For the calculation of the production cross sections for the different isotopes, their absolute
activities produced by the proton or ion pulses within the targets had to be determined.
For such an absolute measurement the efficiency of the detection system (count rate per
activity) must be known. Because the beamspot sizes and therefore the spatial distribu-
tion of the induced radioactivity varied considerably among the different beams used (see
Figure 3.15), the efficiency had to be determined for each measurement separately.
To calculate the detection efficiency for each individual measurement, a numerical algo-
rithm was developed which takes all relevant effects into account: the detection efficiency
depends (a) on the spatial distribution of the β+-activity relative to the detector setup
(for activities located at the center the efficiency is maximum and drops at the sides), (b)
on the amount of material between the activity and the detectors (causing attenuation of
the 511 keV annihilation photons) and (c) on the distance between the activity and the
target edge (positrons may escape from the target and annihilate outside the detection
zone).
The efficiency algorithm requires the following input parameters: the first parameter is
the maximum efficiency of the detection system determined with a 22Na point source with
known activity positioned at the center of the detection zone. This calibration was re-
peated each time the experiment was re-built to take account of e.g. small variations in the
electronic thresholds of the coincidence unit or a slight geometrical misalignment of the de-
tectors. Secondly, the beamspot parameters (FWHMhorizontal, FWHMvertical, shifthorizontal,
shiftvertical) obtained from the film measurement have to be taken into consideration to
model the activity distribution in the target. Lastly, the target thickness and material
have to be specified to enable an accurate estimation of the photon (self-) absorption and
the fraction of positrons that escape the target without annihilation.
Based on the beamspot parameters, the algorithm models the spatial distribution of the
β+-radioactivity within the target divided into voxels (80 × 80 voxels lateral and 100
voxels in depth) considering that the induced activity is proportional to the fluence. In
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the next step, the activity in each voxel is weighted by the efficiency of the corresponding
voxel position divided by the total activity. To be able to calculate the efficiency for every
position, a high resolution efficiency map was recorded in advance by moving a 22Na point
source in 1 mm steps through the detection zone using a mechanical positioning device
(shown in Figure 3.16).
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Figure 3.16: Schematic illustration of the influence of the spatial distribution of the
produced activity on the detection efficiency (left panel). This dependency was charac-
terized using a 22Na point source moved through the detection zone in x- and z-direction
(right panel). The dots mark the measured points and the surface represents a Gaus-
sian fit in x- and z-direction to be used by the efficiency algorithm. Due to symmetry
reasons, the drop of the efficiency in y-direction can be considered equal to the one in
z-direction.

This efficiency map is normalized to unity at the detection zone center and can be con-
verted into absolute values by applying the calibration factor measured with the 22Na
source right before the measurements (see above). The reduction of the efficiency due to
the absorption of one of the 511 keV photons within the target or the detector wrapping
and due to positrons escaping from the target is taken into account for each individual
voxel by using the photon attenuation coefficients from the NIST XCOM database [153]
and by applying a positron loss model based on FLUKA simulations considering published
11C and 15O positron spectra given by Eckerman et al. [154] and a 10C positron spectrum
calculated according to a model given by Levin and Hoffman [155]. Finally, the resulting
detection efficiency, which relates the measured coincidence rate with the activity for the
particular measurement (true 180◦ coincidences per second per Becquerel) is obtained by
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averaging the activity-weighted efficiency over all voxels.
Due to the target thicknesses of 3.8 mm for BeO or 5 and 10 mm for graphite, the effi-
ciency reduction due to positron loss was only in the order of 4 − 8% since they could
only escape from the last 1−2 mm of the graphite targets (depending on the isotope) and
from the last mm of the BeO targets. The calculated efficiencies varied between 0.30%
and 0.65% for the proton measurements and between 0.41% and 0.73% for the carbon
ion measurements. The generally very low efficiencies are due to the small solid angle
covered by the scintillators while the differences between the measurements at different
energies are mainly due to the varying beamspot sizes. The beamspot sizes are also the
reason for the higher efficiencies for the 12C ion measurements compared to the proton
measurements because of their sharper beamspots (see Figure 3.15).

3.5.8 Data Analysis

3.5.8.1 Cross Section Calculation

The measured 180◦ coincidence count rate as a function of time A(t) can be fitted by a
composite exponential decay function [156] (one exponential function for each produced
isotope) according to Equation 3.6

A(t) = AX1
0 · 0.5

t

T
X1
1/2 + AX2

0 · 0.5
t

T
X2
1/2 + ... (3.6)

where AXi
0 are the initial count rates and TXi

1/2 are the half lives of the isotopes Xi.
Using the initial count rates obtained from fitting the measured decay curve, the produc-
tion cross sections σXi

can be calculated according to Equation 3.7

σXi =

A
Xi
0

ε

z · n
V
·N · λXi

(3.7)

where ε is the detection efficiency, z is the target thickness in beam direction, n/V is the
number of target nuclei per volume, N is the number of particles in the beam pulse and
λXi is the decay constant of isotope Xi.
A fitting function according to Equation 3.6 assumes that the irradiation time ∆t is much
shorter than the half lives T1/2 of the isotopes produced because the competition between
build-up and radioactive decay during the irradiation is not taken into account. For
isotopes where the duration of the irradiation is non-negligible compared with the half
life - in this work this was only the case for 10C - the term for a single isotope can be split
into multiple terms having different zero time points. For the fitting model in this work
the time point of the 10C production was split into three according to Equation 3.8.

A
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10C
0

3
· 0.5

t−∆t/3

T
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1/2 +
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0

3
· 0.5
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T
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1/2 +

A
10C
0

3
· 0.5

t+∆t/3

T
10C
1/2 (3.8)

With this approach, the temporal course of the activity production can be taken into
account in good approximation.
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3.5.8.2 Uncertainty Estimation

The energy loss within the targets smeared the energy where the observed reactions took
place (see also Section 3.4.3.5). This energy interval was kept small by using thin targets
but is non-negligible, especially for the low energy measurement points. It is accounted
for by giving each cross section value for the mean energy at the target center with an
uncertainty interval covering the energies before and after. These energy uncertainty
intervals were calculated by radiation transport calculations through the different targets
using the FLUKA code.
Besides the energy uncertainty, there are also different effects to consider that influence the
uncertainty of the cross section value: the activity of the 22Na source used for calibration of
the detection system has a manufacturing uncertainty of 3%. The number of primary ions
impinging on the target was determined by the monitor ionization chamber in the nozzle.
Its calibration by means of an absorbed dose to water measurement under dosimetric
reference conditions has an uncertainty which was assumed to be 4% (where 2% results
from the uncertainty of the beam quality correction factor kQ used for absorbed dose to
water determination and another 2% from the beam model which was used to convert
the measured absorbed dose to water into fluence). The algorithm used to calculate the
detection efficiency considers all relevant effects but uses some simplified models (e.g.
the single Gaussian beam profile which does not consider the beam halo), therefore the
calculated efficiency is not free of uncertainty either. This was estimated to be 3% based
on variations of the input parameters within reasonable limits. Following the rules of error
propagation, these individual uncertainties add up to an estimated total systematic cross
section uncertainty of 10%. Lastly, the produced initial activities are estimated by fitting
the measured decay curve with a composite exponential decay function, whose accuracy is
mainly affected by the amount of produced activity and the resulting counting statistics.
This uncertainty was estimated by the fitter individually for each measurement and added
to the generalized systematic uncertainty of 10% given above. Uncertainties associated
with the targets (homogeneity or misplacement) are small against the above mentioned
sources of uncertainty and are therefore neglected.

3.6 Radiation Transport Calculations

The experimental cross section data were applied for calculation of depth dose profiles
by 4He ions and β+-activity profiles by protons. These data could then be compared to
measured data from the literature.

3.6.1 Monte Carlo Codes Geant4 and FLUKA

In addition to the experiments also radiation transport calculations using the Monte Carlo
codes Geant4 [8] (TOPAS toolkit [157]) and FLUKA [9, 10, 11] were performed. Both
codes were originally developed for high-energy physics applications but have been be-
coming also very popular in the field of medical physics and particle therapy. The particle
transport techniques of FLUKA and Geant4 are quite comparable. However, a conceptual
difference is that FLUKA is a fully-integrated Monte Carlo code where the source code is
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not available and in most cases the user can not choose between different physics models
but only increase the complexity and accuracy of the embedded models in different steps,
while Geant4 is a Monte Carlo simulation toolkit where the user can change the source
code and has to choose between many different models for each interaction type. This
makes Geant4 more flexible compared to FLUKA but on the other hand FLUKA is very
robust, well-tested and its simulations are more reproducible. Especially the latter is an
important requirement for clinical applications.
Both codes are capable of transporting various kinds of particles including photons, elec-
trons, positrons, neutrons, protons and heavy ions. The energy loss of charged particles
is treated in a condensed history approach, which means that the multiple electronic
collisions are summarized in a continuous energy loss (see Section 2.3.1) and only delta
electrons above a certain threshold defined by the user are explicitly produced and trans-
ported. Single Coulomb scattering events are condensed by a multiple scattering algo-
rithm.
For nuclear reactions FLUKA uses a total reaction cross section parametrization which
is an empirically modified version of the Tripathi formula [129]. This parametrization is
fixed and can not be changed by the user (only from developer side). After a nuclear
reaction has been induced with a certain probability according to the total reaction cross
section model the reaction is simulated on a microscopic basis using appropriate nuclear
event generators. After the reaction, the de-excitation and coalescence of the residual
nuclei and nucleons are simulated by an evaporation and coalescence module to obtain
the final state. The ejectiles in the final state are then transported further. In FLUKA,
hadron-nucleus reactions are simulated with the PEANUT model [158]. Nucleus-nucleus
reactions at energies above 125 MeV/u are treated by a modified version [129] of the orig-
inal relativistic quantum molecular dynamics (RQMD) model [159] and for reactions at
energies below 125 MeV/u an approach based on the Boltzmann master equation (BME)
is used [160]. The energy at which the code switches between BME and RQMD lies
within the therapeutic energy range. This means that both event generators have to be
optimized for particle therapy applications of FLUKA and the transition between the two
models should be as smooth as possible.
In Geant4 the user can choose between different models and event generators [161]. For
the total reaction cross section parametrizations by Sihver [162], Kox and Shen [123, 130]
and Tripathi [127, 128] are implemented. The available event generators for nucleus-
nucleus reactions are the binary intranuclear cascade model (BIC), the Liège Intranuclear
Cascade Model (INCL) and the Quantum Molecular Dynamics Model (QMD).

3.6.2 Treatment Planning System TRiP98

For calculation of 4He absorbed dose and RBE profiles the research treatment planning
system TRiP98 was used. It was the first treatment planning system that was capable of
optimizing biologically equivalent dose distributions, originally developed for the 12C ion
therapy pilot project at GSI. TRiP98 calculates dose distributions based on a pencil beam
algorithm as described in more detail in Section 2.5.1. The basic concept of physical dose
calculation can be found in the publication by Krämer et al. [35] while the radiobiological
methods to optimize RBE-weighted dose distributions on basis of the LEM (Section 2.4.1)
are described in a separate article by Krämer and Scholz [36].
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3.6.3 Depth Dose Profiles by 4He Ions in Water

Depth dose profiles of 4He ions in water were studied using the Monte Carlo codes
TOPAS/Geant4 and FLUKA as well as the treatment planning system TRiP98. The
calculated depth dose profiles could be compared with dose measurements performed re-
cently at HIT [4, 113] and old data from Berkeley [163].
For the TOPAS/Geant4 and TRiP98 calculations in this thesis, the parametrization of
the reaction cross section by Tripathi was used (in its original and modified form as
shown in Section 4.1.3). In Geant4 the QMD event generator was used for simulating
fragment production in nucleus-nucleus reactions since it is the recommended model for
12C ion therapy simulations [164]. By doing test simulations with the other available
models (BIC, INCL) it turned out that the choice of the nuclear event generator has only
negligible effects on the prediction of 4He depth dose profiles. In TRiP98 the fragment
production cross sections described by Krämer et al. [4] were used.
The FLUKA simulations of 4He depth dose profiles were performed by the FLUKA de-
velopers using the development version 2017.0 (containing an old parametrization of the
total reaction cross section) and 2018.0 (containing an optimized parametrization).
The measured depth dose profiles which were compared with the Monte Carlo predictions
have been obtained by large area parallel-plate ionization chambers and adjustable water
columns. For comparison with the data acquired at HIT the lateral integration radius
was set to 4.08 cm in the simulations corresponding to the PTW Peakfinder ionization
chamber which was used for the measurements [113]. The initial energy spread of the
4He ions was assumed to be Gaussian with σ values between 0.2% for the highest energy
and 1% for the lowest energy which are realistic values for the HIT synchrotron [97]. For
comparison with the Berkeley data the lateral integration radius was set to 10 cm (where
practically no particles can escape from the sides) because no details on the ionization
chambers were given in the original publication and the initial energy spread was assumed
to be 0.2%.

3.6.4 RBE Profiles by 4He Ions

In this work TRiP98 was used for calculation of RBE profiles for 4He ions using the
original and the optimized Tripathi parametrization of the total reaction cross section σR
to study the impact of 4He fragmentation models on a clinically relevant radiobiological
quantity. LEM IV tables for two different model tissues, one with an α/β-ratio of 10 Gy
representing tumor tissue and the other with a lower α/β-ratio of 2 Gy that should mimic
normal tissue (the same model tissues as described in Section 2.4.2 and also used by Grün
et al. [91]).

3.6.5 PET Isotope Production by Protons in a Tissue Phantom

The measured production cross sections for the main PT-PET isotopes 11C and 15O by
protons on C and O targets were validated against published β+-activity profiles measured
in a tissue equivalent gel phantom with a clinical PET scanner after proton irradiation
[122]. For this purpose, look-up tables with the 12C(p, pn)11C and 16O(p, pn)15O excitation
functions representing the measured cross sections presented in Section 4.2.2 were created
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and convoluted with the proton spectrum to obtain the produced β+-activity (the method
and also how to model the temporal progress of the activity has been described in detail
by Parodi et al. [75] and Bauer et al. [77]).
The proton spectrum as a function of depth was obtained from simulations with the Monte
Carlo toolkit TOPAS/Geant4 [8, 157]. The proton source spectrum for the simulation
was optimized to reproduce the depth dose profile published in the article of Espana et al.
[122]. The elemental composition of the phantom material was given as 9.6% H, 14.6% C,
1.46% N and 73.8% O and the density was given as 1.13 g/cm3. Due to the high C and
O content in the tissue equivalent gel, it is well suited to validate the production cross
sections on both target materials. To take account of the PET scanner resolution the
calculated activity profiles were convoluted with a Gaussian kernel with 7 mm FWHM,
also given by Espana et al. [122]. The image acquisition protocols used in the experiment
should mimic two different particle therapy PET methods: the 5 min protocol (5 min
image acquisition started directly after the irradiation) corresponds to an in-room PET
measurement, while the 30 min protocol (30 min image acquisition after a 15 min break)
mimicks an offline PET measurement.
The reaction channels that had to be considered in the radiation transport calculation
were 12C(p, pn)11C and 16O(p, pn)15O which were characterized in the present work, but
also 16O(p,X)11C and 16O(p,X)13N which were not measured in the present experiments.
The cross section tables for the latter two channels were taken from Bauer et al. [77].
Contributions of 10C can be neglected for the acquisition protocols used by Espana et al.
[122] because also for the 5 min measurement they could not avoid a break of ∼ 1 min
between irradiation stop and start of the PET imaging which is long enough for the
majority of the 10C to decay.
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4 Results and Discussion

4.1 Projectile Fragmentation Experiments

4.1.1 He and 4He Attenuation Curves

As an ion beam penetrates through material the number of remaining primary ions de-
creases with increasing depth due to nuclear reactions. The relative number of primary
ions as a function of depth N/N0(z), called attenuation curve, is a typical observable to
characterize the nuclear fragmentation characteristics of a given ion-target combination
and to benchmark transport codes [66, 68].

0 0.2 0.4 0.6 0.8 1 1.2
C target thickness z / cm

0.94

0.95

0.96

0.97

0.98

0.99

1.00

1.01

N
/N

0

He (2017)
4He (2017)
He (2018)

4He (2018)

220 MeV/u 4He+C

(a)

0 0.5 1 1.5 2 2.5 3 3.5 4
H

2
O target thickness z / cm

0.90

0.91

0.92

0.93

0.94

0.95

0.96

0.97

0.98

0.99

1.00

1.01
(b)

220 MeV/u 4He+H
2
O

N
/N

0

He (2018) 
4He (2018) 

Figure 4.1: Attenuation curves measured for C (panel a) and H2O (panel b) targets
for 220 MeV/u 4He ions. The dashed lines represent the corresponding fit functions
according to Equation 3.4 to extract the charge- and mass-changing cross sections from
the attenuation curves. In panel a the measured attenuation values for C targets from
the 2017 experiment [146] and the 2018 experiment [147] are compared. The C curves
are normalized to the no-target measurement, while the H2O curves are normalized to
the measurements behind the empty flasks (see Section 3.4.1).

Two examples of 4He attenuation curves for C and H2O targets obtained by analysis
of the recorded ∆E-pulse-shape spectra behind different target thicknesses are shown in
Figure 4.1. The number of transmitted He and 4He ions are normalized to the number
obtained in the no-target measurement (attenuation in C) or in the measurement behind
the empty flasks (attenuation in H2O), respectively. The agreement of the attenuation
data behind the C targets taken during the different experiments (2017 and 2018) proves
the consistency of the two datasets. The charge- and mass-changing cross sections for
each energy-target combination could be extracted from the measured attenuation curves
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by exponential fits (Equation 2.7). The fit functions look almost linear because the thick-
nesses of the targets used were small against the mean free path of the ions.

4.1.2 Charge- and Mass-Changing Cross Sections for 4He Ions

The measured charge- and mass-changing cross sections for C, CH2, Si, SiO2 and H2O
targets as well as the calculated cross sections for H and O targets are listed in Table 4.1.
The (inclusive) 3He production cross section can be calculated by subtracting σ∆Z from
σ∆A because fragmentation into 3He is the only mass-changing but non-charge-changing
reaction channel that can occur for 4He projectiles.

Table 4.1: Measured mass- and charge-changing cross sections for 4He ions with different
energies on different targets. The upper values were directly measured and the values
for H and O were calculated from the upper values according to Equation 3.2 and
Equation 3.3.

target method kinetic energy charge-changing mass-changing
/ MeV/u cross section cross section

σ∆Z / mb σ∆A / mb

C measured 74± 4 277± 33 602± 66
C measured 83± 6.5 330± 25 548± 47
C measured 125± 5 323± 23 497± 40
C measured 176± 4 376± 23 500± 35
C measured 216± 4 392± 19 520± 32

CH2 measured 71± 8 321± 47 875± 103
CH2 measured 119± 10 442± 22 731± 51
CH2 measured 215± 5 490± 23 729± 47
Si measured 71± 8 304± 44 961± 110
Si measured 119± 10 487± 26 816± 59
Si measured 213± 7 620± 26 792± 43

SiO2 measured 71± 8 806± 99 2317± 251
SiO2 measured 119± 10 1240± 58 2042± 139
SiO2 measured 213± 7 1563± 58 1959± 98
H2O measured 213± 7 568± 35 800± 58

H calculated 71± 8 22+57
−22 137± 69

H calculated 119± 10 60± 31 117± 37
H calculated 215± 5 49± 30 104± 35
O calculated 71± 8 251± 108 678± 152
O calculated 119± 10 377± 63 613± 88
O calculated 213± 7 472± 64 584± 75

In Figure 4.2 the charge- and mass-changing cross sections for the elemental targets C, O,
Si and H as a function of kinetic energy obtained at the present experiment are shown to-
gether with the available data from the literature (C targets [165, 166, 167, 168, 169, 170,
171], O targets [165, 166, 171], Si targets [165, 166, 172], H targets [169, 173, 174, 175]).
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The shown reference data include also a few charge-changing cross sections which are
slightly lower than the corresponding mass-changing cross sections because the contribu-
tion of neutron-removal reactions is missing. For comparison the reaction cross section
parametrizations by Tripathi et al. for 4He-nucleus [127] (panel a-c) and for 4He-1H colli-
sions [128] (panel d) are plotted. The target nuclei are called by their main isotope. This
is done for simplicity, while in the analysis the natural isotopic composition of the targets
was taken into account.
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Figure 4.2: Measured charge- and mass-changing cross sections σ∆Z and σ∆A for 4He
ions on different elemental targets (C, O, Si and H) compared with reference data
from the literature (σ∆A and σ∆Z) [165, 166, 167, 168, 169, 170, 171, 172, 173, 174,
175]. For the 4He-nucleus systems (4He +12 C, 4He +16 O, 4He +28 Si) the Tripathi
parametrization for heavy-ion collisions [127] as well as a version optimized on basis of
the new measured cross sections are shown. For the 4He +1 H system the prediction of
the Tripathi parametrization for light systems [128] is plotted.

The measured mass-changing cross sections obtained in the present experiments are in
good agreement with the reference data from the literature. At the lower end of the
investigated energy range (70 MeV/u) is a rather smooth transition from the present cross
sections to the experimental data by Ingemarsson et al. [166] (4He-nucleus systems, panel
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a-c) and Sourkes et al. [173] (4He-1H system, panel d). The charge-changing cross sections
at high energies reported by Ferrando et al. [170] and Webber et al. [171] (measured in
inverse kinematics, by irradiating a 4He target with 12C and 16O beams) compare well
with the 4He charge-changing cross sections obtained in the present experiment. It can
be observed that towards lower energies the charge-changing cross sections drop down
while the mass-changing cross sections increase which means that 4He fragmentation at
low energies (< 100 MeV/u) is dominated by reactions that produce 3He.
The relative uncertainties of the H and O cross sections are considerably larger than
those of the C and Si targets due to the propagation of the compound target cross section
uncertainties into the errors of the calculated elemental cross sections. However, the
reasonable accordance of the measured data with the literature data suggests that this
approach provides a rather conservative estimate of the actual measurement uncertainty.
The total reaction cross section σR for proton-nucleus and nucleus-nucleus systems follows
the trend of the nucleon-nucleon total cross section as a function of energy due to the
microscopic nature of these collisons [124, 167, 176]. The reaction cross section shows
a maximum at a few 10 MeV/u and then drops down to a minimum lying at a few
100 MeV/u. As the pion production channels open, σR rises again slightly before it
finally stays constant towards higher energies. This general behavior of σR is visible in
the plotted experimental mass-changing cross sections for 4He ions and is well reflected
by the parametrizations.
In Table 4.2 the charge- and mass-changing cross sections obtained for 213 MeV/u 4He
ions on H2O targets by calculation (summation of the H and O cross sections obtained
from measurements on C, CH2, Si and SiO2) and by a direct measurement (using the H2O
filled flasks) are compared.

Table 4.2: 4He charge- and mass-changing cross sections measured on H2O targets com-
pared with those calculated from the H and O cross sections obtained from the C, CH2,
Si and SiO2 target measurements (see text). For further comparison, the mass-changing
cross section estimated by Rovituso et al. [71] from a thick target measurement is shown.

method kinetic Energy charge-changing mass-changing
/ MeV/u cross section cross section

σ∆Z / mb σ∆A / mb

measured (this work) 213± 7 568± 35 800± 58
calculated (this work) 213± 7 569± 70 792± 83

measured [71] 200 / 636± 76

They are in good agreement with each other, which proves the self-consistency of the pre-
sented dataset. The total fragmentation cross section (equivalent to the definition of the
mass-changing cross section found in Section 2.8.1) estimated by Rovituso et al. [71] from
a thick target measurement is considerably lower than the values presented in this work.
Most probable, this discrepancy can be explained by comparing the methods applied for
particle identification. The standard ∆E− E attenuation method used by Rovituso et
al. has large overlap areas in the spectra used for identification while in the present work
an improved and more robust particle identification method is used, which exploits the
pulse shape of the BaF2 scintillator as an additional measure for the atomic number of the
outgoing ions. Also cross section measurements with thin targets are superior over thick
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target measurements concerning the required full acceptance. Furthermore the obtained
elemental cross sections shown in Figure 4.2 are consistent with the literature data and
clearly follow the expected trend.

4.1.3 Optimization of Tripathi Parametrization

A modified version of the Tripathi model based on the new cross section data is shown
in Figure 4.2 for the 4He-nucleus reactions (4He +12 C, 4He +16 O and 4He +28 Si). In the
original Tripathi model [127] the parameter D4He which modifies the 4He-nucleus reaction
cross section at low and intermediate energies is calculated according to Equation 2.16.
Tripathi et al. optimized D4He to match the 4He experimental data by Auce et al. [165]
and Jaros et al. [169]. However, the data by Auce et al. were later measured again by In-
gemarsson et al. [166], using an improved version of the experimental setup developed for
the Auce experiment. These revised cross sections are slightly higher than the old values
that Tripathi et al. used for their model optimization. Consequently the model should
be updated to match the Ingemarsson data. The experimental cross sections obtained in
the present experiments suggest that the Tripathi reaction cross section parametrization
should also be increased to higher values in the energy range 70 − 220 MeV/u. There-
fore a modification of the parameter D4He in the Tripathi parametrization according to
Equation 4.1 is suggested (adjusted parameters marked in red).

Doptimized
4He = 2.2− 8.0 · 10−3 · AT + 1.8 · 10−5 · A2

T −
0.3

1 + e( 120−E
50

)
(4.1)

As shown in Figure 4.2 the optimized version of the Tripathi model (solid line in panel a-c)
matches the experimental cross sections presented in this work and those by Ingemarsson
et al. better than the original model while the prediction for high energies (> 1 GeV/u)
is almost unaffected by the proposed parameter changes. Besides the agreement with the
new experimental data, the optimized parametrization is also in good accordance with
the theoretical 4He+ 12C reaction cross section prediction from optical model calculations
by DeVries and Peng [124] (a comparison is shown in [146]). Using the optimized Tri-
pathi reaction cross section model instead of the original one can be expected to result
in considerable improvements of 4He ion transport calculations related to radiotherapy
applications (e.g. calculation of dose distributions in a patient) because C and O are the
main constituents of biological soft tissues. The optimized model still under-estimates
the Ingemarsson data points for the 4He +28 Si system at low energy. However, it is in
agreement with the data by Warner et al. [172]. The overall agreement of the modified
version with the experimental data is better than for the original model and at interme-
diate energies (the important energy range for radiotherapy) the scaling towards heavier
target nuclei (up to 28Si) still works well.
As an alternative to the optimized Tripathi model, also the reaction cross section model
by Shen et al. [130] (improved by Sihver et al. [177]) may be used. Its predictions
of 4He-nucleus reaction cross sections are also in reasonable agreement with the present
experimental data and those by Ingemarsson for C and O targets. The Shen model is
available as an option in some Monte Carlo codes, e.g. Geant4 [8] as used by Fuchs et al.
[178] and Knäusl et al. [111] to study possible radiotherapy applications of 4He ions.
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For the 4He-1H reaction cross section model (solid line in Figure 4.2, panel d), also de-
signed by Tripathi et al. [128], no parameter changes are proposed on basis of the present
experiments because its prediction matches the obtained cross sections within the error
bars. However, the measurement uncertainties are large for H targets due to the propa-
gation of the C and CH2 cross section errors into the error of the H cross section. With
more complex measurement methods (e.g. by using a liquid hydrogen target instead of
a combination of C and CH2 targets) there is still room for improvements. However, it
should be noted, that the major contributor to the reaction cross section of H2O (the
reference medium in radiotherapy) is the O nucleus rather than the two H nuclei.

4.2 Target Fragmentation Experiments

4.2.1 Measured Decay Curves of Activated Targets

Figure 4.3 shows the measured decay curves for graphite and BeO targets irradiated with
protons and 12C ions.
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Figure 4.3: Examples of measured decay curves for graphite (panel (a) and (c)) and BeO
targets (panel (b) and (d)) irradiated with protons (panel (a) and (b)) and 12C ions
(panel (c) and (d)).
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It can be observed that for the graphite targets the activity decreases fast in the first
two minutes after irradiation because the short-lived 10C (half life: 19.29 s) dominates
the activity while later only the produced 11C (half life: 20.334 min) remains. In contrast
to these distinct two decay components, the decay curves of the activated BeO are dom-
inated by the produced 15O (half life: 122.24 s) and the other produced isotopes (10C,
11C, 14O, 13N) only contribute a few percent to the total activity. It can also be seen,
that the produced activity per irradiation pulse was considerably lower for 12C ions than
for protons which results in a lower signal to noise ratio (and thus less accurate cross
section measurements as seen below). This can be explained by the performance of the
radiotherapy accelerator operated at MIT: in the facility design phase the maximum in-
tensities (ions per second) that need to be extracted from the synchrotron were defined
in terms of dose rate. Due to the much higher LET of 12C ions compared to protons, the
maximum 12C ion intensity can be a factor of ∼ 30 lower than the proton intensity and
still generate the same dose rate. Also the PET counting statistics that can be collected
for range verification during patient treatments with 12C ions suffers from this relation
compared to proton therapy [75]. However, in the experiments at MIT the lower particle
numbers in the 12C ion beam pulses were partially compensated by their larger nuclear
reaction cross sections and sharper beamspots (better detection efficiency) compared to
protons. Additionally, the 12C ion irradiation times were increased up to twice the length
of the proton pulses to further increase the number of primary particles and thereby the
amount of produced activity.

4.2.2 PET Isotope Production Cross Sections

The initial activities obtained from the fit functions shown in Figure 4.3 could be con-
verted into the production cross sections by applying Equation 3.7. Figure 4.4 shows the
10C and 11C production cross sections as a function of energy (excitation functions) for
protons impinging on 12C targets. For comparison also the Q-values (the energy that is
absorbed in a nuclear reaction) for both channels calculated by comparing the masses of
the nuclei in the initial and in the final state are shown.
A lot of reference data are available for the 12C(p, pn)11C reaction channel and the cross
section data obtained in the present experiments fit rather well into the general system-
atics. There is a good agreement between the present data and the reference data from
the literature except those from the very early publications by Hintz et al. [179] and
Aamodt et al. [180] and the very recent work by Bäumer et al. [181] and Bäcker et al.
[182]. While deviations of the cross section values obtained in the present experiments
from values published in the 1950s are not particularly surprising, the deviation from the
cross section at 100 MeV reported by Bäumer et al. (∼ 5% from error bar to error bar
and ∼ 17% from value to value) needs more attention and is therefore discussed in the fol-
lowing. The approach to determine the 11C production cross section via the measurement
of the amount of induced activity is comparable to the approach described in this work,
however, their experimental method is quite different. While the experiment described
here was set up in-beam and the induced β+ activity was measured with scintillation de-
tectors coupled by a coincidence unit, Bäumer et al. transported their irradiated targets
from the proton therapy center in Essen to a low background gamma spectrometry facility
in Dortmund ∼ 35 km away to analyze the samples there using a well-characterized high
purity germanium detector for measurement of the 511 keV gamma photons. They used

63



the same graphite target material type with high purity as used in this work, therefore
no differences can be expected from the material, but the irradiation fields used are quite
different: while in the present work the targets were irradiated with a single pencil beam
impinging on the target center, Bäumer et al. irradiated their targets with a scanned
beam producing a homogeneous fluence on the target. Only slight differences (not more
than ∼ 3% according to a dosimetric study by Gomá et al. [183]) may originate from the
different way of determining the number of primary particles impinging on the target.

0

20

40

60

80

100

120
Hintz PhysRev 1952
Aamodt PhysRev 1952
Crandall PhysRev 1956
Gauvin NuclPhys 1962
Measday NuclPhys 1966
Akagi RadMeas 2013
Matsushita NuclPhysA 2016
Bäumer/Bäcker NIMB 2019
this work
Q-value: 18.72 MeV

12C(p,p2n)10C 12C(p,pn)11C

100 150 200 250 300 350
kinetic energy E / MeV

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

cr
os

s 
se

ct
io

n
 σ

 /
 m

b
 

Clegg ProcPhysSoc 1961
Valentin PhysLett 1963
Matsushita NuclPhysA 2016
this work
Q-value: 31.83 MeV

500 100 150 200 250 300 350
kinetic energy E / MeV

500

cr
os

s 
se

ct
io

n
 σ

 /
 m

b
 

12C(p,p2n)10C

Figure 4.4: Cross sections for the production of 10C and 11C target fragments by protons
on C targets as a function of energy. The black filled circles are the data measured in
the present experiments by irradiating graphite targets. The 10C reference data are
from [184, 185] and [186]. The 11C reference data are from [186, 179, 180, 187, 188,
189, 190, 181, 182]. The dashed lines mark the calculated Q-values for the reactions,
which represent the 10C and 11C production thresholds.

In this work the clinical monitor calibration determined by an absorbed dose to water
measurement under dosimetric reference conditions was used while Bäumer et al. did
separate measurements with a Faraday cup. The possible origin of the discrepancies be-
tween primary particle fluences determined by means of ionization chamber measurements
and Faraday cup measurements has been widely discussed [191, 192] and it is still not
finally resolved which method gives the more accurate results. Therefore, a conservative
estimate on the accuracy of the ionization chamber based monitor calibration is included
in the uncertainty calculation (see Section 3.5.8.2). The origin of the remaining discrep-
ancy between the 11C production cross sections determined in the present experiments
and those of Bäumer et al. and Bäcker et al. are not clear yet but common efforts to
investigate this point are ongoing.
The 12C(p, p2n)10C reaction channel has been less investigated in previous studies than
the channel for 11C production, however, there is also reasonable agreement between the
10C production cross sections presented here and the few data available in the literature.
The decrease to higher energies measured by Matsushita et al. [186] might be an edge
artifact due to their experimental method (PET imaging of thick targets after irradia-
tion). Also the fact that they measured 10C production cross section values greater than
zero below the Q-value of the reaction is probably an artifact because they obtained their
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energy information by correlation of the induced activity with the depth in their target.
However, this relation is strongly smeared at high depths by the energy loss straggling.
Figure 4.5 shows the 10C and 11C production cross sections as a function of energy for
12C ions impinging on C targets.
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Figure 4.5: Cross sections for the production of 10C and 11C target fragments by 12C
ions on C targets as a function of energy. The black filled circles are the data measured
in the present experiments by irradiating graphite targets. The 10C reference data are
from [193]. The 11C reference data are from [194, 195, 196] and [193]. The dashed lines
mark the FLUKA calculated thresholds for the 10C and 11C production reactions.

In the case of 12C projectiles the simple calculation of a single Q-value as done for the
proton-induced reactions is not sufficient to describe the reaction threshold appropriately
due to the several different projectile fragmentation channels that are possible. There-
fore, the reaction thresholds shown in Figure 4.5 were calculated using an appropriate
built-in FLUKA routine that returns the corresponding energy threshold for each frag-
mentation channel. The minimum energy threshold among all possible fragmentation
channels is used here as reaction threshold. However, it is important to note that unless
complete fusion occurs, usually not all nucleons take part in a nucleus-nucleus reaction,
and therefore the required energy per nucleon is actually greater for most of the collision
processes than that given by the reaction threshold. Moreover, due to its not straightfor-
ward determination, the Coulomb barrier has not been considered in the calculation of
the reaction thresholds. Therefore, the values shown in Figure 4.5 should only be used
as rough indicator of the actual minimum energy per nucleon needed for the reaction to
occur. The available data for target fragmentation induced by 12C projectiles is much
more sparse than for protons. The few datapoints from experiments at the Bevalac [194]
and at the HIMAC accelerator [195, 196] compare reasonably well with the present cross
sections while the newer datapoints from Salvador et al. measured at GANIL [193] are
significantly higher. In contrast to the proton data (see Figure 4.4), no rise of the 10C
and 11C production cross sections on 12C targets towards lower energies can be observed
for incident 12C ions in the energy range investigated in this work.
Figure 4.6 shows the same data as Figure 4.4 and Figure 4.5, but as the ratio of the 10C
and 11C production cross sections both for protons (left panel) and 12C ions (right panel)
impinging on C targets as a function of energy. Most of the systematic uncertainties
cancel out when calculating the ratio, therefore the error bars are considerably smaller
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than in Figures 4.4 and 4.5. However, the remaining uncertainties due to the counting
statistics are larger for the 12C ion measurements than for the proton measurements due
to the lower beam intensities (see decay curves in Figure 4.3). A comparison with litera-
ture data is only possible for experiments where 10C and 11C production were measured
simultaneously. This is only the case for the datasets from Matsushita et al. [186] and
Salvador et al. [193].
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Figure 4.6: Ratio of the production cross sections for 10C and 11C target fragments
produced by protons (left panel) and 12C ions (right panel) on C targets as a function
of energy. The experimental data are from [186] and [193]. The dashed lines mark
the calculated Q-value for the proton-induced 10C production reaction and the FLUKA
calculated threshold for the corresponding 12C ion-induced reaction.

The present proton data compare reasonably well with those by [186] (their values below
the Q-value of 31.83 MeV are not shown, see discussion above) while for 12C ions the
ratios presented here are again lower than those reported by Salvador et al. [193]. For
protons, the two-neutron-removal reaction cross section (10C production) relative to the
cross section for removal of only one neutron (11C production) decreases with decreasing
energy while for 12C projectiles, no energy-dependency could be observed at all in the
investigated energy range of this study (down to ∼ 75 MeV/u).
Figure 4.7 shows the 15O production cross section as a function of energy for protons and
12C ions impinging on O targets. For the 16O(p, pn)15O reaction channel, the measured
dataset fits well into the literature data and extends them towards higher energies. For
the corresponding 12C ion reaction, there is fair agreement with the higher energy data-
point by Salvador et al. [193] but again (see also Figure 4.5) the rise of the cross section
towards lower energies which they report could not be reproduced in the present exper-
iments. Their experimental method is comparable to the present approach (monitoring
of the 511 keV photon emission with a pair of scintillators and a coincidence logic), but
they do not report any random coincidence correction. However, as shown in Figure 3.14,
without this correction the produced activity of the generated isotopes and consequently
their production cross sections may be overestimated. Therefore, one could speculate that
the discrepancy between the cross sections reported by Salvador et al. and the values pre-
sented here could be due to a missing correction for random coincidences in the method
by Salvador et al. [193]. Another point where their experiment and the measurements
presented in this work differ considerably is the method how the beam energy was varied:
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While at MIT the energy is actively changed by the synchrotron, Salvador et al. had to
use degrader plates which introduces the issue that the beam gets already contaminated
by fragments before hitting the target and the energy spectrum gets broadened due to
straggling. Another point where their method differs from the one presented here is that
their target had to be moved to the measurement position after the irradiation while our
setup could measure in-beam. Further research or comparisons could help to clarify where
exactly those differences come from.
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Figure 4.7: Cross sections for the production of 15O target fragments by protons (left
panel) and 12C ions (right panel) on O targets as a function of energy. The black filled
circles are the data measured in the present experiments by irradiating BeO targets.
The reference data for protons are from [197, 198, 190] and [199]. The reference data
for 12C ions are from [193]. The dashed lines mark the calculated Q-value for the
proton-induced 15O production reaction and the FLUKA calculated threshold for the
corresponding 12C ion-induced reaction.

Generally, the threshold energies (expressed in MeV/u) are considerably lower for the
12C ion reactions than for the proton-induced reactions. For protons this leads to a gap
of ∼ 2 − 5 mm between the end of the activity profiles and the Bragg peak [75], while
12C ions produce target fragments almost until the end of their range. Thus for 12C ions
there is a clear range correlation not only in the β+-activity profiles of the 10C and 11C
projectile fragments (see Figure 2.12) but also in those of the 10C, 11C and 15O target
fragments created along the beam path.
The cross section data plotted in Figure 4.4, 4.5 and 4.7 are also compiled in Table 4.3
and Table 4.4.

67



Table 4.3: Measured cross sections for the production of 10C and 11C target fragments
by protons and 12C ions on 12C targets. The kinetic energy has asymmetric uncertainty
intervals.

projectile target thickness kinetic energy 10C production 11C production
/ mm / MeV/u cross section / mb cross section / mb

p 12C 9.91 215.1+4.8
−4.9 2.53± 0.33 40.4± 4.8

p 12C 9.90 184.3+5.3
−5.4 2.40± 0.33 41.9± 5.1

p 12C 9.91 152.8+6.0
−6.2 2.53± 0.34 45.6± 5.6

p 12C 9.85 121.7+7.0
−7.3 2.63± 0.38 50.0± 6.3

p 12C 9.83 96.5+8.2
−8.8 2.91± 0.38 58.0± 6.8

p 12C 9.91 75.4+9.6
−9.8 3.21± 0.43 65.7± 7.9

p 12C 9.83 49.3+12.9
−16.5 2.69± 0.40 75.8± 9.6

p 12C 4.99 40.7+7.8
−9.2 2.15± 0.41 83.4± 11.7

12C 12C 9.91 417.5+10.2
−10.3 4.18± 0.99 72.3± 14.5

12C 12C 9.90 367.3+10.8
−11.0 3.75± 0.67 70.9± 9.7

12C 12C 9.91 316.4+11.7
−11.9 4.33± 0.66 71.9± 9.2

12C 12C 9.91 264.0+12.9
−13.3 4.21± 0.68 72.2± 9.3

12C 12C 9.91 158.8+17.4
−18.9 4.15± 0.65 75.2± 9.5

12C 12C 9.90 101.4+23.0
−27.9 4.42± 0.69 76.9± 9.8

12C 12C 5.01 92.0+12.8
−14.3 3.99± 0.99 75.9± 11.7

12C 12C 4.99 65.9+15.9
−19.7 4.37± 1.17 80.2± 13.7

Table 4.4: Measured cross sections for the production of 15O target fragments by protons
and 12C ions on 16O targets. The kinetic energy has asymmetric uncertainty intervals.

projectile target thickness kinetic energy 15O production
/ mm / MeV/u cross section / mb

p 16O 3.93 217.0+2.8
−2.9 39.7± 4.8

p 16O 3.92 145.0+3.7
−3.8 48.2± 6.3

p 16O 3.91 104.2+4.6
−4.8 53.2± 6.8

p 16O 3.88 72.4+6.0
−6.4 68.2± 9.4

p 16O 3.91 39.4+9.1
−11.4 71.7± 9.6

12C 16O 3.92 422.4+5.9
−6.0 65.1± 15.4

12C 16O 3.91 322.0+6.8
−6.9 69.8± 12.2

12C 16O 3.88 240.3+8.0
−8.2 76.4± 11.8

12C 16O 3.82 113.0+12.9
−14.0 79.7± 12.7

12C 16O 3.91 84.5+15.6
−18.1 78.0± 17.2

12C 16O 3.90 65.5+18.3
−23.6 72.7± 15.5
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4.3 Radiation Transport Calculations

The cross sections measured in the experiments performed within the scope of this thesis
are useful for nuclear reaction modeling in radiation transport codes. For 4He ions the
dose calculation accuracy of the Monte Carlo codes TOPAS/Geant4 and FLUKA and the
treatment planning system TRiP98 could be improved by using the 4He mass-changing
cross sections shown in Section 4.1.2 for optimization of the corresponding nuclear reaction
model. The PET isotope production cross sections shown in Section 4.2.2 for protons were
validated by applying them for a transport calculation and comparing the calculated β+-
activity profiles with measured profiles from a PET measurement found in the literature.
The optimization of the FLUKA physics models on basis of the cross sections for PET
isotope production by 12C ions (Figures 4.5 and 4.7) is in progress [200].

4.3.1 Nuclear Reaction Model Optimization for 4He Ions

As discussed in Section 2.6 the comparison of radiation transport code predictions with
recent dose measurements showed that there was a need for the adjustment of the 4He
nuclear reaction models implemented in transport codes commonly used for ion beam ther-
apy applications, in particular TRiP98 [4] and FLUKA [113]. The Tripathi parametriza-
tion of the total reaction cross section σR (see Section 2.8.2.2) used in TRiP98, but
implemented also in several Monte Carlo codes, was optimized on basis of the measured
cross sections as shown in Figure 4.2. Furthermore the FLUKA code developers have also
adjusted their total reaction cross section model (an empirically modified version [129] of
the Tripathi model) to fit the novel cross section data shown in Figure 4.2.

4.3.1.1 Validation of Optimized Tripathi Parametrization

The optimized Tripathi parametrization for 4He ions shown in Figure 4.2 could be vali-
dated by comparison of calculated depth dose profiles in water with dose measurements
recently performed at HIT [113] as shown in Figure 4.8. The profiles were normalized to
the entrance channel because the entrance dose is rather independent of the fragmentation
model and typically the beam monitors of a particle therapy system are calibrated by per-
forming an absolute dose measurement at low depth [183]. As discussed in Section 4.1.3,
the original Tripathi model underestimates the 4He reaction cross section and therefore
the number of ions fragmenting during their way through the water target is predicted too
low. By increasing the reaction cross section in the intermediate energy range as done on
basis of the novel experimental cross section data (shown in Figure 4.2) also the number
of 4He ions that actually reaches the Bragg peak depth without fragmentation decreases.
This results in a degradation of the Bragg peak dose and leads to a good agreement of
calculated and measured dose profiles.
The degradation of the Bragg peak dose with depth has also some influence on the opti-
mization of a spread out Bragg peak (SOBP). If a flat SOBP is planned with a transport
code with inaccurate nuclear reaction models the SOBP can actually appear tilted with
an under- or over-dosage (depending if the cross sections are modeled too low or too
high, see Figure 2.9). This effect could be observed during radiobiological experiments
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performed at HIT as reported by Krämer et al. [4]: An SOBP was planned with TRiP98
for a flat dose using the original Tripathi model but during the measurement it appeared
tilted. Figure 4.9 shows a recalculation of this SOBP with TOPAS using the original and
the optimized Tripathi model.
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Figure 4.8: 4He Bragg curves in water in the energy range 50 − 220 MeV/u calculated
with the TOPAS/Geant4 Monte Carlo code using the original and the optimized Tri-
pathi model in comparison with dose measurements by Tessonnier et al. [113].
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Figure 4.9: 4He SOBP in water calculated with the TOPAS/Geant4 Monte Carlo code
using the original and the optimized Tripathi model in comparison with dose measure-
ments by Krämer et al. [4].

The tilt and under-dosage that were observed experimentally can be reproduced with
good accuracy when the optimized version of the Tripathi parametrization is used for
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dose calculation instead of the original one that was used by Krämer et al.
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Figure 4.10: 4He Bragg curves in water calculated with the TOPAS/Geant4 Monte Carlo
code using the original and the optimized Tripathi model in comparison with dose
measurements by Lyman and Howard [163].

As shown in Figure 4.10, the same improvements in dose calculation can also be observed
when comparing calculated dose profiles with historical measurement data from the 4He
ion therapy beamline at the Bevalac accelerator in Berkeley [163], even if these data have
a lower depth resolution in the Bragg peak region than the measurements from HIT.
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Figure 4.11: 4He Bragg curve in water calculated with TRiP98 using the original and
the optimized Tripathi model plus their percentage difference.

Figure 4.11 shows a 192 MeV/u 4He Bragg curve in water calculated with the treatment
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planning system TRiP98 using the original and optimized Tripathi model as well as the
relative difference as a function of depth. The absorbed dose was planned to be 2 Gy
at the Bragg peak calculated with the optimized model. The same degradation of the
Bragg peak dose as for the TOPAS/Geant4 calculations can be observed. By increasing
the total reaction cross section also an increase in the dose tail caused by fragments
would be expected, as visible in the TOPAS/Geant4 calculations (Figures 4.8, 4.9 and
4.10), however, this part of the TRiP98 code is not yet adjusted (unlike in Monte Carlo
codes like Geant4, the removal of primary ions and the production of fragments are
decoupled in TRiP98). Therefore, the difference between the two calculations (lower
panel in Figure 4.11) is only shown up to a depth of 25 cm. Besides absorbed dose
profiles TRiP98 can also calculate the RBE using the LEM formalism (see Section 2.4.1).
In Section 4.3.1.3 RBE profiles corresponding to the dose profiles shown in Figure 4.11
are presented and discussed.
As seen from the data in this section, calculations related to 4He radiotherapy with the
original Tripathi model would lead to an under-dosage of the tumor because the Bragg
peak doses would be overestimated in the treatment planning. The optimized Tripathi
model predicts the shape of the Bragg curves close to the dose measurements and therefore
can be considered suitable for 4He dose calculation in clinical scenarios.

4.3.1.2 Optimization of the 4He Nuclear Reaction Model in FLUKA

The parametrization implemented in FLUKA underestimated the 4He reaction cross sec-
tion in the energy range ∼ 50− 500 MeV/u similar to the original Tripathi model shown
in Figure 4.2, but with the difference that it had already been increased at low energies
to match the data by Ingemarsson et al [166]. Consequently the FLUKA parametrization
of σR was adjusted in the energy range of the measurements described in Section 4.1.2,
also taking into account the inelastic scatter contributions as discussed in Sections 2.3.3
and 2.8.1.
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Figure 4.12: Zoom in the peak region of Bragg curves in water calculated with FLUKA
using the previous and the optimized nuclear reaction model (calculation by G. Aricò,
CERN) compared to dose measurements by Tessonnier et al. [113].
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Details on the adjustments of the FLUKA models can be found in an article by Aricò et
al. [201]. These model changes are implemented in FLUKA from the development version
2018.0 on. The 4He dose calculation accuracy of the new FLUKA development version is
better than 1% for mono-energetic beams in water [201] whereas previous versions showed
deviations of 5% and larger. Also in patient-like geometries satisfactory agreement with
measurements could be reached [202]. The examples shown in Figure 4.12 demonstrate
the improvement of dose calculation by adjustment of the FLUKA models to the novel
cross section data.
The optimization of the FLUKA models has a high clinical relevance because the FLUKA
code is used to generate the basic data for the treatment planning system at HIT where
the treatment of patients with 4He ions is currently being prepared.

4.3.1.3 Impact of Nuclear Model Adjustments on 4He RBE Profiles

In addition to the absorbed dose profiles shown in Figure 4.11 also RBE profiles for
two different tissues (a radioresistant one with α/β = 2 Gy and a sensitive one with
α/β = 10 Gy) were calculated with TRiP98. These profiles are shown in Figure 4.13
together with the percentage differences between the profiles obtained with the original
Tripathi reaction cross section model and the optimized one.
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Figure 4.13: RBE profiles for 192 MeV/u 4He ions calculated with TRiP98 (calculation
by D. Boscolo, GSI) for two different tissues using the original and the optimized
Tripathi model plus their percentage difference. The LEM IV input parameters were
α = 0.1 Gy−1, β = 0.05 Gy−2 and Dcut = 8 Gy mimicking normal tissue (α/β = 2 Gy)
and α = 0.5 Gy−1, β = 0.05 Gy−2 and Dcut = 14 Gy for a typical tumor tissue (α/β =
10 Gy).

The RBE profiles appear to be very similar for the two different nuclear reaction models
and they can not be distinguished well by eye. However, by looking at the lower panel
of Figure 4.13 it can be observed that due to a slight shift of the profiles (visible in the
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zoom in the upper panel) their differences increase up to significant values towards larger
depths (∼ 4% in the sensitive tissue and ∼ 7% in the radioresistant tissue in the Bragg
peak region). This shift of the RBE profiles to lower depths for the optimized nuclear
model can be attributed to the dose dependency of the RBE (see Section 2.4) rather than
to the change in radiation quality as discussed in the following.
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Figure 4.14: Dose-averaged linear energy transfer profiles for 192 MeV/u 4He ions calcu-
lated with TRiP98 (calculation by D. Boscolo, GSI) using the original and the optimized
Tripathi model.

Figure 4.14 shows depth profiles of the dose-averaged linear energy transfer LETD, which
can serve as a rough measure of the radiation quality [203], for the original and the
optimized Tripathi model. The two profiles are almost identical because the primary 4He
ions dominate the radiation field even if a few percent more of them fragment until the
end of their range by increasing the reaction cross section in the transport calculation. For
high LET radiation the RBE increases towards lower doses because of the repair shoulder
typical for x-ray dose response curves but not for high LET particles (see Figure 2.10).
The adjustment of the Tripathi reaction cross section model causes a reduction of the
Bragg peak dose and thereby increases the RBE effects in this region.
Remarkably, the trend of the RBE deviation between the original and optimized Tripathi
model (see lower panel of Figure 4.13) and the corresponding absorbed dose deviation
(lower panel of Figure 4.11) are opposite. This means that the physical and radiobiological
uncertainties due to inaccurate nuclear reaction models can compensate each other to some
degree, especially for radioresistant tissues where RBE effects are more pronounced than
in radiosensitive tissues.
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4.3.2 PET Isotope Production by Protons

Figure 4.15 shows the optimized models for the 12C(p, pn)11C and 16O(p, pn)15O reactions
on basis of the cross sections shown in Section 4.2.2.
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Figure 4.15: Cross section models for the 12C(p, pn)11C and 16O(p, pn)15O reactions
based on the measured cross section data in this work and on the calculated Q-values.

The calculated Q-values (18.72 MeV for 11C production and 15.66 MeV for 15O produc-
tion, see Figures 4.4 and 4.7) were assumed as reaction thresholds. For the sake of clarity
the reference data from the literature which were also used as guidance for the models
are not shown in Figure 4.15. The results of the proton transport calculation using the
12C(p, pn)11C and 16O(p, pn)15O cross sections presented in this work and the 16O(p,X)11C
and 16O(p,X)13N cross sections published by Bauer et al. [77] are shown in Figure 4.16
where the calculated profiles are compared with profiles measured with a PET scanner
reported by Espana et al. [122]. The depth in the tissue equivalent gel phantom was
converted into water equivalent depth with a conversion factor determined by TOPAS
simulations. Considering the noise in the measured activity profiles their shapes are well
reproduced for both irradiation protocols (the 5 min protocol being dominated by 15O,
and the 30 min protocol being dominated by 11C) by the transport calculation using the
cross section tables shown in Figure 4.15. This is in contrast to the original work by
Espana et al. [122] where standard ICRU and EXFOR cross section tables were applied
and none of them could reproduce both the 11C and 15O profiles accurately. As already
pointed out by Espana et al. [122] the tails behind the distal edges of the measured
activity profiles are artifacts due to background noise and PET image reconstruction and
can therefore be neglected. As seen in comparison with the dose profiles the distal edges
of the activity profiles lie some mm before the distal edge of the Bragg curve. This shift is
well-known and is due to the threshold energies of the reactions producing the β+-emitters
(see also Figure 4.4 and 4.7).
This example shows that the calculation of activity depth profiles for protons does not
require a full Monte Carlo simulation but only the proton spectrum as a function of depth
(which is e.g. available in typical treatment planning systems as basic data) because the
created target fragments do not need to be transported. For this kind of calculations cross
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section tables can be generated using the cross section data presented in Section 4.2.2 and
the respective Q-values. However, in the case of 12C ions, the projectile fragments are
produced with velocities similar to the projectiles and therefore also need to be trans-
ported by the code used for calculation of the reference pattern. This is more complex
and a typical problem where at least a partial [204] or even a full Monte Carlo simulation
[205] is required.
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Figure 4.16: Measured depth dose distribution in water and β+-activity profiles in a
tissue equivalent gel phantom irradiated with a 116 MeV proton beam from [122] com-
pared with a proton transport calculation (performed by W. Adi, JLU) based on the
measured 12C(p, pn)11C and 16O(p, pn)15O cross sections presented in this work and
the 16O(p,X)11C and 16O(p,X)13N cross sections published by Bauer et al. [77]. The
activity profiles were obtained with different PET scanner protocols (for 5 min shortly
after the irradiation, left panel and for 30 min with a 15 min delay, right panel).
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5 Conclusion and Outlook

The aim of the present work was to measure nuclear reaction cross sections that can
serve as reference data for the optimization of radiation transport codes used in proton
and heavy ion therapy. The focus was on charge- and mass-changing cross sections for
4He ions on H, C, O and Si targets and on cross sections for the production of PET
isotopes (10C, 11C and 15O) by protons and 12C ions on C and O targets. The former are
of particular importance for dose calculation in radiotherapy with 4He ions, as planned
at HIT, and the latter are relevant in the scope of in-vivo range verification of proton
and 12C ion therapy by means of positron emission tomography (PT-PET). The 4He ion
experiments described in this work were performed at HIT while the proton and 12C ion
experiments were carried out at MIT.
Significant improvements in the 4He dose calculation accuracy of the Monte Carlo codes
Geant4 and FLUKA as well as the TRiP98 treatment planning system were achieved by
adjusting the nuclear reaction models using the 4He fragmentation cross sections obtained
in the experiments described in this thesis [146, 147]. With the adjusted nuclear reaction
model, the FLUKA code is able to calculate 4He dose distributions with a sub-percent
level accuracy [201]. This will be beneficial for the future clinical use of 4He ions at
HIT where the treatment of cancer patients with 4He ions is currently being prepared.
The latest 4He basic dataset at HIT has been calculated with the FLUKA development
version 2018.2 where the 4He nuclear reaction model is based on the present experimental
cross sections. Therefore, future 4He ion patients will directly profit from the improved
dose calculation accuracy resulting from the basic nuclear physics experiments performed
within this thesis. The impact of the adjustment to the 4He nuclear reaction models on
the RBE was investigated by means of LEM IV calculations. The effects on RBE profiles
were found to be moderate but non-negligible, especially in the Bragg peak region and for
radioresistant tissues. Remarkably, the radiobiological uncertainties partly compensate
the physical dose calculation uncertainties.
A comparison of the measured cross section data for the production of PET isotopes by
protons and 12C ions [151] with the prediction by the FLUKA models [200] indicates that
also for these reactions, in particular for the reaction channels involving 12C projectiles,
significant improvements to the nuclear reaction models can be achieved on basis of the
new experimental data. This will improve the accuracy of the code in predicting β+-
activity patterns in particle therapy patients and contribute to a higher precision of the
PT-PET in-vivo range verification method.
In future experiments, the 4He projectile fragmentation studies could be extended to
other targets, e.g. calcium, which is important for calculation of radiation transport
through bone tissue. Additionally, the measurement of double-differential yields would
be interesting and could improve not only the total reaction cross section models but
also the fragmentation models in heavy ion transport codes. Such measurements could
be realized by measuring time-of-flight spectra with the detector telescope positioned at
different angles. Measurements at energies beyond 220 MeV/u would be relevant to space
radiation protection. The study on the production of PET isotopes can also be extended
to 4He projectiles, which is still relatively unexplored.
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Mairani, A., Sala, P. R., Smirnov, G. & Vlachoudis, V. The FLUKA Code: Devel-
opments and Challenges for High Energy and Medical Application. Nuclear Data
Sheets 120, 211–214 (2014).

[11] Battistoni, G., Bauer, J., Boehlen, T. T., Cerutti, F., Chin, M. P. W., Dos Santos
Augusto, R., Ferrari, A., Ortega, P. G., Kozlowska, W., Magro, G., Mairani, A.,
Parodi, K., Sala, P. R., Schoofs, T., P. Tessonnier & Vlachoudis, V. The FLUKA
Code: An Accurate Simulation Tool for Particle Therapy. Frontiers in Oncology
11, 1–24 (2016).

[12] Durante, M. & Paganetti, H. Nuclear physics in particle therapy: a review. Reports
on Progress in Physics 79, 096702 (2016).

IX



[13] Baumann, K.-S., Horst, F., Zink, K. & Gomà, C. Comparison of PENH, FLUKA,
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[111] Knäusl, B., Fuchs, H., Dieckmann, K. & Georg, D. Can particle beam therapy be
improved using helium ions? - a planning study focusing on pediatric patients. Acta
Oncologica 55, 751–759 (2016).

[112] Tessonnier, T., Mairani, A., Chen, W., Sala, P., Cerutti, F., Ferrari, A., Haberer,
T., Debus, J. & Parodi, K. Proton and helium ion radiotherapy for meningioma
tumors: a Monte Carlo-based treatment planning comparison. Radiation Oncology
13 (2018).

[113] Tessonnier, T., Mairani, A., Brons, S., Sala, P., Cerutti, F., Ferrari, A., Haberer,
T., Debus, J. & Parodi, K. Helium ions at the heidelberg ion beam therapy cen-
ter: comparisons between FLUKA Monte Carlo code predictions and dosimetric
measurements. Physics in Medicine and Biology 62, 6784–6803 (2017).

[114] Owen, H., Lomax, A. & Jolly, S. Current and future accelerator technologies for
charged particle therapy. Nuclear Instruments and Methods in Physics Research
Section A 809, 96–104 (2016).

[115] Jongen, Y., Abs, M., Blondin, A., Kleeven, W., Zaremba, S., Vandeplassche, D.,
Aleksandrov, V., Gursky, S., Karamyshev, O., Karamysheva, G., Kazarinov, N.,
Kostromin, S., Morozov, N., Samsonov, E., Shirkov, G., Shevtsov, V., Syresin, E. &
Tuzikov, A. Compact superconducting cyclotron C400 for hadron therapy. Nuclear
Instruments and Methods in Physics Research Section A 624, 47–53 (2010).

[116] Stichelbaut, F. & Jongen, Y. Properties of an energy degrader for light ions. Progress
in Nuclear Science and Technology 4, 272–275 (2014).

[117] Fiorina, E. et al. Monte Carlo simulation tool for online treatment monitoring in
hadrontherapy with in-beam PET: A patient study. Physica Medica (2018).

[118] Zhu, X., Espana, S., Daartz, J., Liebsch, N., Ouyang, J., Paganetti, H., Bortfeld,
T. R. & Fakhri, G. E. Monitoring proton radiation therapy with in-room PET
imaging. Physics in Medicine and Biology 56, 4041–4057 (2011).

[119] Parodi, K., Paganetti, H., Shih, H. A., Michaud, S., Loeffler, J. S., Delaney, T. F.,
Liebsch, N. J., Munzenrider, J. E., Fischman, A. J., Knopf, A. & Bortfeld, T.
Patient Study of In Vivo Verification of Beam Delivery and Range, Using Positron
Emission Tomography and Computed Tomography Imaging After Proton Therapy.
International Journal of Radiation Oncology, Biology, Physics 68, 920–934 (2007).

XVII



[120] Combs, S. E., Bauer, J., Unholtz, D., Kurz, C., Welzel, T., Habermehl, D., Haberer,
T., Debus, J. & Parodi, K. Monitoring of patients treated with particle therapy
using positron-emission-tomography (PET): the MIRANDA study. BMC Cancer
12, 1–6 (2012).
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[147] Horst, F., Aricò, G., Brinkmann, K.-T., Brons, S., Ferrari, A., Haberer, T., Mairani,
A., Parodi, K., Reidel, C.-A., Weber, U., Zink, K. & Schuy, C. Measurement of 4He
charge- and mass-changing cross sections on H, C, O, and Si targets in the energy
range 70 − 220 MeV/u for radiation transport calculations in ion-beam therapy.
Physical Review C 99, 014603 (2019).

[148] Valin, I. et al. A reticle size CMOS pixel sensor dedicated to the STAR HFT.
Journal of Instrumentation 7, C01102 (2012).

[149] Gunzert-Marx, K., Schardt, D., Simon, R. S., Gutermuth, F., Radon, T., Dan-
gendorf, V. & Nolte, R. Response of a BaF2 scintillation detector to quasi-
monoenergetic fast neutrons in the range of 45 to 198 MeV. Nuclear Instruments
and Methods in Physics Research Section A 536, 146–153 (2005).

[150] Zeitlin, C., Miller, J., Guetersloh, S., Heilbronn, L., Fukumura, A., Iwata, Y.,
Murakami, T., Blattnig, S., Norman, R. & Mashnik, S. Fragmentation of 14N, 16O,
20Ne, and 24Mg nuclei at 290 to 1000 MeV/nucleon. Physical Review C 83, 034909
(2011).
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