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Summary

Bacteria face constantly changing environmental conditions, like changes in temperature
or exposure to oxidative stress. Since bacterial cells have only limited options to physically
escape, a rapid adaption to the surroundings is required. As key element, gene expression
is altered on transcriptional and post-transcriptional levels. This study illustrates the
crucial role of polynucleotide phosphorylase (PNPase) for adaption to low temperatures,
growth during organic peroxide stress, and during microaerobic growth conditions in the
a-proteobacterium Rhodobacter sphaeroides. Moreover an RNA-seq analysis reavealed
that the abundance of at least 334 of in total 4104 transcripts (7 %) depends on PNPase
function, among them rRNAs and tRNAs which are lower abundant in a pnp mutant
strain compared to the parental wild type. Additionally, PNPase influences the half-lives
of different regualtory small RNAs (sRNAs) by stabilization or destabilization, among
them CcsR1-4 and UpsM. Based on RNA-seq data, RNase E-, RNase I1I-, and PNPase-
dependent differential RNA 3’ ends were globally predicted using an advanced analysis
pipeline developed for this study. The results highlight a stepwise RNA processing first by
endo- then by exonucleases: 5.9 % of all RNase E-dependent RNA 3’ ends and 9.7 % of all
RNase ITI-dependent 3’ ends are further degraded by PNPase.

Small RNAs are pivotal for post-transcriptional gene expression since they specificially
regulate their target RNAs in various ways. During the last years, sSRNAs were found to
be not exclusively transcribed by an own promoter but to be derived from mRNA 5 or 3/
untranslated regions (UTRs). So far only few examples of UTR-derived sRNAs are known
from the model organisms Escherichia coli, Salmonella enterica, and R. sphaeroides. This
study depicts the SRNA landscape in R. sphaeroides: According to global predictions, UTR-
derived sRNAs are indeed numerous and account for 37 % of all sSRNAs. In a genome wide
screening five novel UTR-derived sRNAs were detected in R. sphaeroides and subsequently
characterized. Some of these sSRNAs, among them UdsC, were induced by oxidative stress
or during different growth phases. Altered transcription rate is not always responsible for
the observed changes of SRNA abundances indicating the involvement of other factors. The
RNase E-dependent processing of several UTR-derived sRNAs varied for example during
the early stationary growth phase and during growth under iron limiting conditions. In
vivo RNase E, RNase III, and PNPase are the enzymes which are mainly involved in R.
sphaeroides UTR-derived sRNA maturation, processing or degradation. These observations
were strongly supported by a global predictive approach: based on multiple RNA-seq
datasets obtained from different RNase mutant strains, transcription start sites and
Rho-independent terminator predictions the generation mechanisms of all R. sphaeroides

UTR-derived sRNA 5" and 3’ ends were computed, emphasizing the importance of RNase E.

Taken together this work provides new insights in the complex networks of post-
transcriptional gene regulating in bacteria. It sheds light on the interwoven relationship
between SRNAs and RNases which can either act individually or work together to form a

sophisticated layer of gene regulation.






CHAPTER 1

RNases and small RNAs as key players in bacterial

post-transcriptional gene regulation
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Chapter 1

The world is a dangerous place

When Heraclitus noted more than 2000
years ago “Panta rhei — Everything flows”,
he most likely had no bacterial cells in
mind. However, the life of microorganisms
could hardly be described more aptly, be-
cause stasis in terms of environmental and
growth conditions is sought here in vain.
The habitats of many bacteria are char-
acterized by changing physical influences,
be it through changes in ambient temper-
ature, incidence of light or UV radiation.
In addition, parameters such as salinity or
the pH value, the availability of trace ele-
ments or energy sources change. Of course,
not every bacterial cell lives on its own,
but shares the habitat with various other
species, whereby the entire population de-
velops dynamically. Microorganisms must
protect themselves from these sometimes
very harmful environmental influences and
adapt to them at the population and indi-
vidual level. Since individual cells, in con-
trast to higher eukaryotes, can only iso-
late themselves from the environment to
a limited extent, and in most cases the
possibilities for escape are also extremely
restricted, other strategies are used. In the
case of a slow and gradual change, popula-
tions of bacteria can adapt through evolu-
tion. Those cells with beneficial mutations
will assert themselves in the long run. But
when microorganisms face sudden changes
in environmental conditions, there are only

two options: “Flight or fight!”.

Flight — biofilms, persistence &
sporulation

On a shorter time scale, many bacterial
species can escape disadvantageous growth
conditions by forming a biofilm (reviewed
by Yin et al., 2019). To do this, individual

cells first attach to a surface, where they
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form a matrix of self-synthesized polysac-
charides, nucleic acids, and proteins. As the
process continues, additional cells can at-
tach, causing the biofilm to increase in size
and grow three-dimensionally. This biofilm
provides diverse protection, for example
against antiobiotics (Anderl et al., 2000),
UV-C radiation (Bernbom et al., 2011) or
extreme pH values (de Paz et al., 2007).
Nonetheless, conditions are never ideal for
all cells since for example the oxygen or
nutrient availability may be limited in the

inner layers of the biofilm.

Persister cells are tightly connected to
biofilms. Many bacterial species, among
them various human pathogens, can make
use of a special trick to circumvent danger-
ous habitats and form so-called persister
cells. These cells represent a small subpopu-
lation of an isogenic culture which exhibits
different phenotypical characteristics than
the other cells. Facing antibiotic treatment
or other harmful surrounding conditions
this subpopulation enters a dormant state
whereas the rest of the population dies (re-
viewed by Fisher et al., 2017; Lewis, 2010).
They grow very slowly or are even non-
growing (Balaban et al., 2004). Since most
antibiotics require an active metabolism to
develop an effect (e.g. rifamycin: Calvori
et al., 1965; ampicillin: Campoli-Richards
& Brogden, 1987; aminoglycosides: Serio
et al., 2018), dormant persister cells can
hardly be targeted and their susceptibility
to antibiotics is dramatically reduced. In
contrast to resistant cells, persister cells
can only tolerate antibiotics and exhibit
the same minimal inhibitory concentration
as the non-persistent cells (Brauner et al.,
2016). Persistence is often regulated by en-
dogenous toxin-antitoxin systems, for ex-

ample encoded by the hip genes (Black



et al., 1991, 1994), tisB/istR (Dérr et al.,
2010) or hok/sok (Gerdes et al., 1985) in
Escherichia coli. The recovery process af-
ter dormancy is as specific as the mecha-
nism is which initiated persistence. The
toxin TisB is for example induced dur-
ing DNA damage via the LexA regula-
tor (Vogel et al., 2004) and accounts for a
collapse of the proton motive force (Uno-
son & Wagner, 2008; Gurnev et al., 2012).
TisB-dependent persister cells in E. coli
seem to accumulate reactive oxygen species
(ROS; Edelmann & Berghoff, 2019) thus
components of the alkyl hydroperoxide re-
ductase Ahp as well as the outer mem-
bran protein OmpF are crucial during the
recovery phase (see Chapter 6). Another
studied example is the TacT toxin from
Salmonella enterica which inhibits transla-
tion by blocking an amine group of amino
acids on charged tRNA molecules (Chev-
erton et al., 2016). Salmonella cells can
detoxify using the peptidyl-tRNA hydro-
lase (Pth). Pth recycles damaged tRNAs
and thereby counteracts the TacT effects
which leads to resumption of growth (Chev-
erton et al., 2016).

Another way to escape unfavourable con-
ditions is motility. Besides for example
twitching and gliding, one widely spread
mechanism of movement is based on rotat-
ing flagella which allow the cells to move.
In parallel bacteria sense their surrounding
area e.g. in terms of molecules (chemotaxis,
aerotaxis), light (phototaxis), Earth’s mag-
netic field (magnetotaxis) and direct the
movement along a gradient towards the de-
sired condition (e.g. reviewed by Nakamura
& Minamino, 2019 and Wong-Ng et al.,
2018). In a temporal dimension, bacteria
often can escape by sporulation or other

resistant dormant bodies. A multitude of

bacterial genera — among them Bacillus
and Clostridium — can form endospores,
a type of cell which is metabolically inac-
tive and has several protective properties.
Sporulation is started in response to stress
conditions and the spores can outlast harm-
ful conditions such as dryness, radiation
or toxic chemical compounds (reviewed by
Cho & Chung, 2020). When the situation
becomes more favourable, spores can be
activated, germinate and start dividing. Of
course the principle of sporulation as a way
to survive harmful conditions is also widely
spread among fungi (reviewed by Wyatt
et al., 2013).

Fight — gene regulation

However, it is not always only external fac-
tors that affect bacterial cells and require
rapid adaptation: Intracellular processes
such as transcription/translation may be
deregulated, leading to accumulation of
non-functional intermediates or misfolded
proteins. Regardless of whether external
environmental conditions and growth con-
ditions change or processes in the cell
run incorrectly, bacteria must use effective
mechanisms to adapt to the new condi-
tions within the shortest possible time. To
achieve this, genes are regulated at tran-
scriptional and post-transcriptional levels.
Due to the small volume of the bacterial
cell and the lack of a nucleus, these pro-
cesses are coupled both spatially and tem-
porally. They are functionally interwoven,
influence each other and thus form very

finely balanced regulatory networks.

Transcriptional regulation

According to the central dogma of molecu-
lar biology, information cannot be passed
from DNA to protein without RNA as an
intermediate. Thus balanced RNA levels

11



Chapter 1

help to ensure a proper proteome composi-
tion and are pivotal for cell viability. Essen-
tially, two fundamental factors influence
the abundance of an RNA species in the
cell: the production of RNA by transcrip-

tion and its degradation or decay.

The DNA-dependent RNA-polymerase
is required for mRNA synthesis. The ap-
proximately 400 kDa complex is composed
of the five subunits «, B, B’, w and
an interchangeable o factor. This last-
mentioned subunit binds to specific pro-
moter sequence motifs upstream of genes
and hence guides the RNA-polymerase
complex to the gene to be transcribed. Af-
ter binding the correct site and opening the
promoter complex, the initiation process
is finished and transcription starts. With
this system, sets of genes —called regulons—
coding for proteins with similar functions
can easily be selected and expressed, for
example in response to stress (reviewed
by Feklistov et al., 2014; Hinkle & Cham-
berlin, 1972). Different o factors compete
for binding to the RNA-polymerase and
the availability of these different proteins
depends for example on their subcellular
localization, sequestration, or the rate of
synthesis (reviewed e.g. by Bervoets &
Charlier, 2019). Furthermore, transcrip-
tion rate is heavily influenced and modu-
lated by various other proteins, called tran-
scription factors. These are DNA binding
proteins which can regulate transcription
in a negative or positive manner. Com-
mon mechanisms of action include block-
ing the promoter region, deformation of
DNA or forming a roadblock for the RNA-
polymerase (negative). Activation of tran-
scription can for example be enhanced by
class I/II activators or by conformational

changes of DNA in order to improve RNA-
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polymerase binding (positive) (reviewed
e.g. by Bervoets & Charlier, 2019). Be-
sides the described transcription initiation
also elongation and termination are regu-
lated in multiple ways to ensure optimal
gene expression (reviewed by Washburn &
Gottesman, 2015).

RNA thermometers & Co.

A very basic type of post-transcriptional
gene regulation are RNA thermometers,
which are short sequences usually located
in 5 UTRs of selected transcripts. These
RNA sequences form secondary structures
via base pairing upstream of the start
codon and thus usually mask the ribosome
binding site (RBS), repressing translation.
As temperature increases, the previously
structured region melts, making the RBS
accessible to ribosomes, and translation
initiation begins (reviewed by Narberhaus
et al., 2006). In prokaryotes RNA ther-
mometers control genes for the adaption to
heat (rpoH mRNA in E. coli, Morita et al.,
1999), probably also to cold stress (Ya-
manaka et al., 1999) and virulence genes
(Waldminghaus et al., 2007). Mechanisti-
cally, RNA thermometers are the purists
within post-transcriptional gene regula-
tion because no RNases, SRNAs, or other
molecules are required for proper function-
ality. The information for the complete
switch is present in the sequence of the
RNA thermometer, making the system in-
herently robust and less prone to failure.
Conceptually related to RNA thermome-
ters are riboswitches. These are 5" UTR
located RNA sequences which very speci-
ficially bind small target molecules such
as thiamin pyrophosphate (Mironov et al.,
2002) or S-adenosylmethionine (Wang &
Breaker, 2008). After ligand binding, trans-

lation can be facilitated or repressed (re-



viewed by Tucker & Breaker, 2005). Be-
sides the two mentioned mechanisms, pro-
teolysis represents another important in-
stance regarding post-translational gene
regulation. Protein degradation, also, has
to be controlled in multiple ways (i.e. selec-
tivity and specificity), but this is outside of
the scope of this review article (suggested
further reading: Mahmoud & Chien, 2018).

RNases, key players of
post-transcriptional gene regulation

In addition to transcriptional regulation,
the control and modulation of RNA sta-
bility is a crucial mechanism in the course
of differential gene regulation. RNA degra-
dation is catalyzed in the bacterial cell by
numerous ribonucleases (RNases). Many
RNases are highly conserved (e.g. RNase
III), but there are also differences between
different classes and species of bacteria.
Unlike for example E. coli, R. sphaeroides

does not encode RNase II.

Messenger RNA degradation is often ini-
tiated in E. coli by an endonuclease (RNase
E, G, III, or P) which breaks the tran-
script into shorter fragments in an initial
reaction. In the case of RNase E, mRNAs
with a 5’ monophosphate are preferentially
processed and unstructured AU-rich re-
gions are cut. In E. coli these fragments
are subsequently hydrolytically or phos-
phorolytically cleaved by 3'-to-5" exonucle-
ases (PNPase, RNase II, and RNase R)
(reviewed by Deutscher, 2006). However,
in E. coli the aforementioned exonucle-
ases sometimes cannot completely degrade
the mRNA fragments, so that short RNA
oligonucleotides result from this reaction.
These can then be converted into mononu-
cleotides by an oligoribonuclease (Ghosh
& Deutscher, 1999).

Besides degradation of mRNAs, many
RNases such as RNase E or RNase III
are also involved in the processing and
maturation of RNAs. A notable exam-
ple is the maturation of 16S, 23S and
5S rRNAs, which are co-transcribed in
many bacteria and then cut from the
transcript by RNase E and RNase III
(reviewed by Deutscher, 2009; Klein &
Evguenieva-Hackenberg, 2002). Additional
enzymes are involved, as the rRNA operon
also contains sequences for up to three
tRNAs. In R. sphaeroides the 23S rRNA
is further cleaved by RNase III at stem-
loop sequences (so-called intervening se-
quences) and then processed by RNase
J, among others (Rische & Klug, 2012).
Thus, the 23S rRNA is fragmented into
a 5.8S-like rRNA, a 1.1 kb, and a 1.5 kb
molecule (Evguenieva-Hackenberg & Klug,
2000; Zahn et al., 2000).

In contrast to an enzymatic degrada-
tion, RNA molecules are also subject to
natural decay. In aqueous solution, the 2’-
OH end in an RNA molecule can cause
a nucleophilic attack on the phosphate
group of the next nucleotide, resulting in
strand breakage (Brown & Todd, 1955;
Westheimer, 1968). This autohydrolysis oc-
curs spontaneously and affects the stability
of all RNAs equally; therefore, it is of no
importance with respect to gene regula-

tion.
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Due to copyright restrictions, this
figure may not be printed in the
presented work. The original
illustrations were published as
Figure 1 and Figure 2 in:

Carpousis AJ. The RNA
degradosome of Escherichia coli:
an mRNA-degrading machine
assembled on RNase E. Annu Rev
Microbiol. 2007;61:71-87

It is available via the following link:
https://doi.org/10.1146/
annurev.micro.61.080706.093440

Figure 1.1: Schematic representation of
RNA degradation and the degradosome
in E. coli.

A Degradation of mRNAs (colored purple) is
initiated by an endonucleolytic cut catalyzed
mainly by RNase E or RNase III. The RNase
E cleavage sites are often found near the RNA
5" end. B Subsequently, the resulting mRNA
fragments are digested to nucleotides by ex-
oribonucleases. RNA helicase B and poly(A)
polymerase serve as auxiliary enzymes as they
facilitate the degradation of structured RNAs.
Highlighted in red: Components of the degra-
dosome. C The scaffold for the degradosome is
the non-catalytic part of RNase E (C-terminal
half; shown in blue). There are binding do-
mains for RNA helicase B (purple), enolase
(dimer, yellow), and one PNPase trimer (green).
Four of these RNase E molecules with bound
enzymes form the degradosome. Each of these
subunits is structurally and functionally inde-
pendent. Illustration modified after Carpousis,
2007.
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In the following, the degradosome, and
the enzymes RNase E, and PNPase are
described in more detail, since they are of
particular importance for gene regulation
by maturation and degradation of sRNAs.
Of course other enzymes such as RNase
IIT or RNA pyrophosphohydrolase RppH
can also contribute to these regulatory net-
works. However, as far as it is currently
known, they are involved only to a minor
extent (further reading: Court et al., 2013
and Bechhofer & Deutscher, 2019).

The bacterial degradosome

RNA molecules are subject to constant
degradation. In E. coli this degradation is
first initiated by an endonuclease — mostly
RNase E — which cuts the transcript near
the 5’ end or intercistronically if transla-
tion is halted (Figure 1.1A). The mRNA
fragments generated in this way are then
digested to nucleotides by various exori-
bonucleases (Figure 1.1B). These two steps
are spatially closely coupled in E. coli and
many other bacteria, as the degradation
of RNA is often catalyzed by the degrado-
some. This is a very large complex which
is composed of several enzymes and is of-
ten membrane-associated (Khemici et al.,
2008). In E. coli, an ATP-dependent RNA
helicase (RhIB), an enolase dimer, and at
the RNase E C-terminus, a PNPase trimer
bind to the non-catalytic part of RNase E
(Figure 1.1C; Py et al., 1994, 1996; Car-
pousis et al., 1994). RNA is bound in this
complex by RNase E and endonucleolyti-
cally cleaved. Thereafter, structured RNA
molecules are linearized by RhlB and can
be immediately degraded by PNPase in the
3'-to-5’ direction (reviewed by Carpousis,
2007). Enolase is actually an enzyme of
glycolysis and its exact function in the con-

text of the degradosome remains unknown



to date. However, at least two studies have
shown that enolase is responsible for rapid
degradation of transcripts encoding trans-
porters of glucose and other carbon sources
(Morita et al., 2004; Bernstein et al., 2004).
However, the composition of the degrado-
some is dynamic; for example, in E. coli
the helicase RhlB can be subsituted by
CspA (cold shock protein A) under cold
shock conditions (Prud’homme-Généreux
et al., 2004). Also, the bound proteins vary
among organisms: in Rhodobacter capsu-
latus, PNPase is probably not part of the
degradosome (Jéager et al., 2001).

RNase E

The enzyme RNase E plays an important
role in the maturation of ribosomal RNA
(reviewed by Deutscher, 2009), mRNA
and sRNA (Chao et al., 2017; Forstner
et al., 2018; Eisenhardt et al., 2018) as
well as in the degradation of various RNA
species. Because of these important func-
tions, RNase E is an essential enzyme in
many Gram-negative model organisms (E.
coli: Baba et al., 2006; Ow & Kushner,
2002; S. enterica: Hammarlof et al., 2011;
R. sphaeroides: Forstner et al., 2018). How-
ever, RNase E homologs cannot be found
in all bacteria; in the Gram-positive Bacil-
lus subtilis, only the heterologous enzyme
RNase Y (Shahbabian et al., 2009) exists.
However, the functions of RNase E and
RNase Y appear to be similar, such that
a rny deletion in B. subtilis can be com-
plemented by the gene rne from E. coli
(Laalami et al., 2021).

RNase E preferentially cleaves at single-
stranded AU-rich sequences (McDowall
et al., 1994) and global analyses in S. en-
terica indicate a highly conserved uracil

at position +2 in the consensus motif

(Chao et al., 2017). An RNase E monomer
subdivides into two functionally distinct
domains, the catalytic (N-terminal half,
NTH) and the macromolecular scaffold do-
main (C-terminal half, CTH; Figure 1.2A).
The catalytic part consists of an S1 domain,
a 5’ sensor and DNase I-like domain, and
two RNase H-like domains (McDowall &
Cohen, 1996). This NTH of the enzyme is
necessary for RNA substrate binding and
catalytic activity. The CTH exhibits bind-
ing sites for the enzymes RhIB, enolase,
and PNPase, making the domain mainly
important for the structure and interaction
of the degradosome (reviewed by Carpousis
et al., 2009 and Mackie, 2012). Two RNase
E monomers interact via two Zn®" binding
cysteine residues between the large and
small domains, forming a functional dimer.
Again, two of these dimers bind via the
small domains and form a tetramer (Figure
1.1C). In the active site of RNase E, a Mg?t
ion is chelated by the carboxyl groups of
two aspartic acids (Callaghan et al., 2005).
The single-stranded RNA reaches the ac-
tive site through an S1 domain tunnel, is
bound via interactions with three different
amino acids, and is eventually hydrolyzed.
This results in a monophosphorylated 5’
end and a 3-OH end.

Basically, there are two pathways by
which mRNAs can be degraded by RNase
E. They are distinguished into the RNA
5'-dependent and the 5’-independent mech-
anism (direct-entry pathway, Baker &
Mackie, 2002). Originally, it was assumed
that only the phosphorylation state of
the RNA 5 end determines whether an
mRNA is degraded by RNase E or not
(Mackie, 1998). In the 5'-dependent mech-
anism degradation is initiated by the py-

rophosphohydrolase RppH which first hy-
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was published as Figure 1a in:

Jan;11(1):45-57.

Due to copyright restrictions, this figure may not be printed in the presented work. The original illustration

Mackie GA. RNase E: at the interface of bacterial RNA processing and decay. Nat Rev Microbiol. 2013

It is available via the following link: https://doi.org/10.1038/nrmicro2930

Figure 1.2: Schematic representation of ribonuclease E.

RNase E is a large enzyme and as a monomer consists of a total of 1061 amino acids. The structure
can be subdivided into two major elements: The N-terminal half (NTH) consists of one DNase
I-like domain, two RNase H-like domains, and one S1 and one 5’ sensor domain. The C-terminal
half (CTH) has no catalytic activity, but is necessary for interaction with other enzymes. Therefore,
binding sites for other enzymes of the degradosome RIhB, enolase and PNPase are found here.

Mlustration modified after Mackie, 2012.

drolyzes two phosphate groups of the
RNA 5 end (Deana et al., 2008). Alter-
natively, 5" monophosphates can be gener-
ated by cuts from other endoribonucleases.
RNase E preferentially catalyzes RNAs
with monophosphorylated 5’ ends, whereas,
in contrast, triphosphorylated RNA sub-
strates are poorly cut (Mackie, 1998; Jiang
& Belasco, 2004). This preference is gener-
ated by the 5’ sensor domain (also called
phosphate-binding pocket), whose exis-
tence and function were first postulated
and later verified by a crystal structure
(Callaghan et al., 2005). An RNA end con-
taining monophosphate is initially enclosed
by the phosphate-binding pocket and the
RNase H-like subdomain. This is followed
by an allosteric conformational change of
the S1 domain, pushing the RNA with
the phosphate backbone close to the ac-
tive site where it is hydrolyzed (mouse-
trap model, Callaghan et al., 2005). For
5" triphosphates, the phosphate binding
pocket is sterically too narrow, resulting
in a reduced processing rate. However, the
binding properties per se are not affected
by the nature of the phosphorylation state.
Further studies suggest that RNase E is
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catalytically active mainly through the 5’-
independent degradation pathway (Clarke
et al., 2014). In this process, RNase E can
cut substrates without binding to the RNA
5" end, thus bypassing the specificity de-
scribed above. Particularly susceptible to
this direct degradation pathway are RNAs
that either have a stem-loop structure at
the 5" end or are particularly accessible to
RNase E because they are not protected
by translating ribosomes (Joyce & Drey-
fus, 1998; Braun, 1998). Such a stem-loop
structure located in the 5 UTR is bound
in the course of RNase E autoregulation,
in which RNase E degrades its own rne
transcript (Mudd & Higgins, 1993; Schuck
et al., 2009). The feed-back mechanism is
efficient: if the transcription rate of the rne
gene in E. coli is increased by a factor of
21, it follows that RNase E levels will only
slightly more than double (Jain & Belasco,
1995; Mudd & Higgins, 1993).

That RNase E is involved in multiple
processing and degradation reactions of
RNA is also evident from global TIER-seq
(transiently inactivating an endoribonu-

clease followed by RNA-seq) analyses of



RNase E cleavage sites in Salmonella and
Rhodobacter. In S. enterica, this revealed
approximately 22,000 RNase E-dependent
RNA 5 ends, of which nearly 60 % were
found in coding sequences. The remain-
ing sites were distributed among rRNAs,
tRNAs, 5'/3' UTRs, sRNAs, and intergenic
sequences (Chao et al., 2017). The cleav-
age sites in R. sphaeroides identified using
the same methodology are comparable in
terms of both number (23,000 sites) and
distribution between the different genomic
regions (Forstner et al., 2018). However,
it is striking that no RNase E-dependent
cleavage site could be found in about half
of all genes (approx. 2100). Moreover, in
Salmonella a high proportion of cleavage
sites could be identified in the region of
the stop codon (Chao et al., 2017) while
in R. sphaeroides RNase E cuts more fre-
quently in the immediate vicinity of the
start codon (Forstner et al., 2018).

The importance of RNase E to the bac-
terial cell is further highlighted by the fact
that RNase E plays an important struc-
turing role in addition to its active cat-
alytic function. The C-terminal half forms
the basic scaffold for the binding of all
other enzymes of the degradosome, so that
this multiprotein complex can not assem-
ble without RNase E. At the same time,
part of the non-catalytic domain (segment
A of RNase E) serves as an anchor in the in-
ner cytoplasmic membrane (Khemici et al.,
2008).

PNPase, the RNA shredder

In addition to RNase E, polynucleotide
phosphorylase (PNPase) is involved in
many RNA maturation and degradation
processes and is often associated with the

degradosome (reviewed by Briani et al.,

2016). Bacterial PNPase is conserved and
has strong structural and functional sim-
ilarities to the exosome of archaea and
eukaryotes (reviewed by Lin-Chao et al.,
2007). Basically, PNPase catalyzes the 3'-
to-5" phosphorolysis of polyribonucleotides,
releasing nucleoside diphosphates (NDPs),
which requires Mg2+. The equilibrium of
the reaction can be shifted, for example, by
increased concentrations of NDPs, so that
the reverse 5'-to-3' polymerization reaction
is preferentially catalyzed. Degradation by
PNPase of single-stranded RNA occurs un-
til stable secondary structures are reached
at the 3'-OH end. Subsequently, by extend-
ing the RNA in the 5-to-3" direction, the
RNA can be further destabilized by recruit-
ing exoribonucleases over the newly syn-
thesized heteropolymeric RNA (Mohanty
& Kushner, 2000). Thus, PNPase forms a
complement to poly(A) polymerase (PAP),
which is responsible for much of the 5'-to-
3’ elongation of RNA in E. coli (Mohanty
& Kushner, 1999).

In E. coli, PNPase is a very abundant en-
zyme. Depending on the dataset and study
examined, it is found among the most abun-
dant 5%t010% of all proteins (Protein
Abundance Database: PAXdb, 2021). In
some organisms such as E. coli PNPase
is not essential, while deletion of the pnp
gene is not possible in Pseudomonas aerug-
inosa or R. sphaeroides (Chen et al., 2016;
see Chapter 2). The functional homotrimer
is composed of three Pnp monomers that
form a ring-like structure with a cen-
trally located channel (Figure 1.3). RNA
molecules are bound mainly by the KH/S1
domain and subsequently degraded at the
active site. Deletion of the KH/S1 domain
leads to a widening of the channel in E. coli

in addition to a strongly reduced binding
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RNA. 2008 Nov;14(11):2361-71.

Due to copyright restrictions, this figure may not be printed in the presented work.
The original illustration was published as Figure 3A, B, C in:

Shi Z, Yang WZ, Lin-Chao S, Chak KF, Yuan HS. Crystal structure of Escherichia
coli PNPase: central channel residues are involved in processive RNA degradation.

It is available via the following link: https://doi.org/10.1261/rna.1244308

Figure 1.3: Crystal structure of PNPase from E. coli.

A Each PNPase monomer is composed of two RNase PH domains (blue and yellow) and an a-helical
domain (green). The KH/S1 domain is dynamic and therefore could not crystallize. B4C The
functional holoenzyme consists of three PNPase monomers that assemble into a ring-like structure.
Of critical importance is the central channel in the middle of the trimer, at the ends of which amino
acids relevant for processivity are localized. Illustration modified after Shi et al., 2008.

affinity to RNA, but without affecting the
catalytic properties (Shi et al., 2008).

The functions of PNPase are diverse.
They include degradation of mRNAs (Kin-
scherf & Apirion, 1975; Mohanty & Kush-
ner, 2003) and sRNAs (Andrade & Ar-
raiano, 2008; Andrade et al., 2012), pro-
cessing of tRNAs (Li & Deutscher, 1994)
and maturation of 16S rRNA in E. coli
(Sulthana & Deutscher, 2013). In recent
years, other functions of PNPase have been
discovered, for example, the enzyme is in-
volved in recognizing oxidized and thus
defective RNA in E. coli (Hayakawa et al.,
2001) and is part of homologous recombina-
tion and DNA repair systems (Carzaniga
et al., 2017). Studies of the E. coli and R.
sphaeroides transcriptome depict the versa-
tile role of PNPase in regard to RNA degra-
dation: levels of all classes of RNAs but
mainly mRNAs are somehow influenced
by deletion of pnp or of the RNA-binding
domain KH/S1 (Dressaire et al., 2018; see
Chapter 2). In B. subtilis, PNPase even
degrades ssDNA (Cardenas et al., 2009)
at high intracellular Mn?" and low phos-

phate concentration. Moreover, PNPase
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was shown to be involved in phage defense
in the human pathogenic organism Listeria
monocytogenes by Sesto et al. (2014). In
strain EGD-e, in which cas genes (CRISPR
associated genes) are absent, PNPase un-
dertakes the processing of CRISPRs (clus-
tered regularly interspaced short palin-
dromic repeats) and is also necessary for
the correct activity of the CRISPR system.

An enzyme with such extensive func-
tions requires strict and well-balanced reg-
ulation (reviewed by Condon, 2015 and
Briani et al., 2016). In E. coli the pnp
gene is located in the rpsO-pnp operon
and is controlled by two different pro-
moters (Prpso and Pp,p, Figure 1.4A).
The 5 UTR of the pnp messenger is
structured and forms a stem-loop. The
double-stranded hairpin loop can be cut
by RNase III, but this does not yet af-
fect pnp translation. The newly generated
37 nt-long RNA fragment is eventually de-
graded by PNPase in the 3'-to-5" direction
(Figure 1.4B,C). Through this degradation,
the single-stranded monophosphorylated
5'-OH end of the pnp mRNA becomes ac-

cessible to RNase E, which then cleaves the



transcript within the open reading frame.
In parallel, the accessible binding sites BS1
and BS2 recruit the protein CsrA as a
dimer and binding to BS2 blocks the Shine-
Dalgarno sequence (Park et al., 2015). This
effectively prevents translational initiation
(Figure 1.4D). Under cold shock conditions,
the described autoregulation can be briefly
suspended during the adaptation phase
(Beran & Simons, 2001).

Due to copyright restrictions, this
figure may not be printed in the
presented  work. The original
illustration was published as Figure 1

in:

Condon C. Airpnp: Auto- and
Integrated Regulation of
Polynucleotide  Phosphorylase. J

Bacteriol. 2015 Dec;197(24):3748-50.

It is available via the following link:
https://doi.org/10.1128/jb.00794-15

Figure 1.4: Autoregulation of the E. coli
PNPase.

A Schematic representation of the rpsO-pnp
operon from E. coli. P: promoter; ter: termina-
tor; SL: stem-loop. B-D Stepwise processing of
the pnp transcript, see main text for detailed
description. BS1/BS2: CsrA binding sites. BS2
is part of the Shine-Dalgarno sequence. Illus-
tration modified after Condon, 2015.

Another level of post-transcriptional reg-
ulation of pnp expression arises from the
interaction of the PNPase mRNA with the
sRNA SraG (Fontaine et al., 2016). The
sraG gene is located between rpsO and
pnp on the (—) strand and encodes the
anti-sense sSRNA (asRNA) SraG (Figure
1.4A). The approximately 215 nt-long pri-

mary transcript is processed by RNase E,
RNase III, and PNPase to form the func-
tional asRNA SraG (190 nt). Fontaine et al.
(2016) demonstrated that SraG negatively
affects the expression of PNPase by binding
the pnp mRNA, preventing assembly of the
translation initiation complex. In vitro ex-
periments additionally revealed that upon
binding to the pnp transcript, an RNase
IIT cleavage site is formed in the double-
stranded region, destabilizing the mRNA.
Based on the mechanisms shown, the com-
plexity of the regulation becomes apparent.
Thus, PNPase levels are modulated at least
by the transcription rate of pnp, activity
of RNase E, RNase III, and PNPase itself,
as well as by the asRNA SraG.

As a major 3'-to-5" exonuclease, PNPase
is not only responsible for the degrada-
tion of mRNAs but can also digest SRNAs.
In E. coli, PNPase was found to be the
major enzyme which degrades multiple
sRNAs that are not bound to Hfq (An-
drade & Arraiano, 2008). The effect was re-
ported to be growth phase-dependent and
is most prominent during the stationary
phase (Andrade et al., 2012). Surprisingly,
De Lay & Gottesman (2011) were able to
show that the Hfgq-bound sRNAs RyhB,
SgrS, and CyaR are destabilized in a pnp
mutant compared to wild type. Since the
mechanism for this oberservation seemed
counterintuitive, the group of De Lay stud-
ied the phenomenon again. A novel ap-
proach called ‘short RNA-seq’ revealed
that PNPase degrades short mRNA frag-
ments, which also bind to Hfq. They origi-
nate from mRNAs which have previously
been targeted by sRNAs or can be gener-
ated by endonucleases. In the absence of a
PNPase-mediated degradation, those frag-

ments are stabilized and can interact with
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Hfq and their respective sRNAs through
base pairing. This in turn leads to an in-
creased decay of the bound sRNAs through
endonucleolytic cleavage (Cameron et al.,
2019). In contrast to these observations,
several analyzed sRNAs are highly stabi-
lized in R. sphaeroides harbouring an inac-
tive form of the PNPase (see Chapter 2 and
Chapter 3). Remarkably of the three an-
alyzed Hfg-dependent sRNAs only UpsM
fits the model of De Lay and was stabi-
lized in the presence of PNPase. CcsR1-4
and SorY showed the opposite effect de-
spite their reported binding to Hfq. How-
ever, UdsA, as an Hfg-independent sRNA,
was strongly stabilized in the pnp mutant
strain. Those different results suggest the
existence of other still unknown organism-
specific factors that may influence the
PNPase mediated decay of SRNAs.

Different RNases work together in
RNA processing

Very recent studies adressed the coopera-
tive degradation of RNA molecules. Data
from high-throughput RNA next gener-
ation sequencing (NGS) is the basis for
a novel type of analysis: the global de-
termination of RNA 5/3' ends. To the
best of our knowledge, the principle of
an algorithm to globally map RNase E
cleavage sites based on NGS RNA-Seq
data was first developed by Clarke et al.
(2014) and further enhanced by Konrad
Forstner in cooperation with the Jorg Vo-
gel lab (Chao et al., 2017). This algo-
rithm allows to determine cleavage sites
genome wide at single nucleotide resolu-
tion. In the following years, this concept
was further developed and applied to in-
vestigate ribonuclease dependent cleavage
sites in E. coli, S. enterica, R. sphaeroi-

des, and Streptococcus pyogenes (Chao
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et al., 2017; Forstner et al., 2018; Lécrivain
et al., 2018). Deeper insights were gained
when the group of Emmanuelle Charpen-
tier determined the cleavage sites of the
endoribonuclease RNase Y (the RNase E
orthologue in Gram-positive bacteria) and
the three exoribonucleases PNPase, YhaM,
and RNase R in Streptococcus pyogenes
(Lécrivain et al., 2018). Next, the cleav-
age sites and so-called targetomes of these
RNases were compared and analyzed in
terms of overlapping RNA 5'/3’ ends. This
global study highlights that endo- and ex-
onucleases work together during RNA pro-
cessing and degradation (Broglia et al.,
2020). In more than half of all cases, RNase
Y cleavage sites could be found in the prox-
imity of 3 RNA ends where exoribonu-
cleolytic digestion stopped. Yet cleavage
by RNase Y followed by an exoribonu-
clease dependent degradation starting at
this very cleavage site was detected in a
small fraction (6 % PNPase-dependent; 2 %
YhaM-dependent). In a similar approach,
differential RNA 3’ ends depending on ei-
ther PNPase, RNase E or RNase III were
globally mapped in the Gram-negative or-
ganism R. sphaeroides (see Chapter 2).
Although the strains and the exact algo-
rithm used were different, the results were
very similar in R. sphaeroides. PNPase ac-
counts for 6% of all RNase E-generated
and 9.7 % of all RNase ITI-dependent RNA
3’ ends. Both studies illustrate a cooper-
ative RNA degradation by endo- and ex-
onucleases. Moreover they both suggest
that exoribonucleases other than PNPase
or YhaM are likely to be involved in degra-
dation of RNase E processed RNA.

Regulation of RNases

It is clear from the examples that RNases

are major regulators for gene expression



since they either directly degrade mRNAs
or act indirectly by modulating sRNA
levels. Therefore, the question of the an-
cient Roman satirist Juvenal “Who guards
the guardians themselves?” can also be
rephrased in this context to “Who regu-
lates the regulators?”. So how is it ensured
that both the number, activity, and stoi-
chiometric ratio of RNases to each other
are optimal at each time point in the cell

so that no collateral damage occurs?

Several principles account for the ri-
bonuclease regulation (e.g. reviewed by
Deutscher, 2021). One common mechanism
is the feed-back or autocatalytical regula-
tion. In E. coli, at least RNase E (Mudd &
Higgins, 1993), RNase III (Bardwell et al.,
1989) and PNPase (reviewed by Condon,
2015 and Briani et al., 2016) control the
amount and/or translation rate of their
own messengers by binding and processing
of the mRNAs. Another aspect is the na-
ture of the potential substrate itself; RNase
E, for example, preferes AU-rich sequences
in many organisms (McDowall et al., 1994),
whereas RNase III cleaves double-stranded
RNA structures. Even known RNase E sub-
strates are not all processed in the same
manner. Under iron limiting conditions,
processing of some RNase E-dependent
UTR-derived sRNAs is decreased in R.
sphaeroides whereas others are not affected
or even cleaved at a higher rate (see Chap-
ter 3).

In many organisms, enzymatic activity
is altered by post-translational modifica-
tions such as phosphorylation or acety-
lation of specific amino acids (e.g. Mag-
asanik, 1989; Soppa, 2010). The E. coli
RNase R is a well studied example and

an acetylation of the Lys544 strongly im-

pacts the protein levels: During exponen-
tial growth phase, this acetylated lysine
allows binding of the two trans-translation
factors transfer-messenger RNA (tmRNA)
and the small protein B (SmpB) result-
ing in a fast decay of RNase R (Liang
& Deutscher, 2010). Since the acetyltrans-
ferase Pka responsible for this modification
is absent during stationary phase, RNase
R molecules cannot be acetylated (Liang &
Deutscher, 2011; Liang et al., 2011). This
in turn prevents binding of tmRNA /SmpB
and thus strongly increases the RNase R
half-life. Moreover activity can directly be
influenced by external factors which bind
to RNases. In E. coli, the proteins RraA
and RraB (regulator of ribonuclease activ-
ity) can bind RNase E which then changes
a) the degradosome composition and b)
the set of RNAs which are degraded (Lee
et al., 2003; Gao et al., 2006).

As already depicted in the previous sec-
tion, expression of pnp is regulated in mul-
tiple ways and among them via the small
RNA SraG (Fontaine et al., 2016). Al-
though this anti-sense RNA is transcribed
from its own promoter and does not re-
quire PNPase functionality for matura-
tion, the mechanism highlights the inter-
woven relationship between sRNAs and
RNases. On the one hand, ribonucleases
maturate UTR-derived sRNAs resulting in
functional regulators. On the other hand,
RNase messengers can also be targeted by
sRNAs.

Finally the target accessibility and local-
ization of RNases play an important role,
though it does not regulate RNase activ-
ity per se. One example is RNase E which
is membrane associated in many bacteria.

Moreover, ribonucleases cannot efficiently

21



Chapter 1

cleave RNAs which are bound by proteins
(e.g. ribosomal proteins) or are occupied
by actively translating ribosomes. Both are
protective factors which increase RNA sta-
bility.

Small regulatory RNAs

The first small RNAs (small in terms of
molecule length) were discovered in the
1970s through improved biochemical meth-
ods. These include, for example, 4.55 RNA,
6S RNA, tmRNA, and RNase P RNA (Grif-
fin, 1971; Jain et al., 1982). What they
have in common is that they perform spe-
cific functions in the cell and do not nec-
essarily fall into the definition of sSRNAs
with a regulatory function that is com-
monly used today. Only a few more sRNAs
were detected in the following years, so
that only a total of ten E. coli sSRNAs
were known by 1999 (reviewed by Was-
sarman et al., 1999). Major technical im-
provements have been made during the
past decade: The developement of high-
throughput sequencing platforms allowed
the detection of novel SRNAs without prior
time consuming cloning or using microar-
rays (Kroger et al., 2012). In addition
to the technical achievements, the under-
standing of how small RNAs work has also
improved and they have been detected in
many bacterial species. Among them are
E. coli (Wassarman et al., 1999), S. enter-
ica (Vogel, 2009), Streptococcus pyogenes
(Perez et al., 2009), Staphylococcus au-
reus (Bohn et al., 2010), R. sphaeroides
(Berghoff et al., 2009), B. subtilis (Preis
et al., 2009), and also Cyanobacteria (Ax-
mann et al., 2005).

Small RNAs contribute to post-
transcriptional gene regulation in various

different pathways, e.g. starvation stress
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response (Amin et al., 2016), outer mem-
brane composition (Vogel & Papenfort,
2006) or toxin-antitoxin systems (Sarpong
& Murphy, 2021), and the effects on gene
expression can be either negative or pos-
itive (e.g. reviewed by Jorgensen et al.,
2020; Wagner & Romby, 2015; see Figure
1.5). First, regulation requires base pairing
between sRNA and the target RNA. The
number of base paired nucleotides varies.
An initial seed region of 8 nt to 9 nt is com-
monly observed in trans-acting sRNAs.
Pairing can then be extended depending on
the two sequences. The highest number of
paired nucleotides can be found in asRNAs.
They are transcribed from the opposite
strand of the mRNA target and have thus
a perfect complementary sequence which
allows a base pairing over the full length of
the asRNA. Trans-encoded sRNAs (mean-
ing being transcribed from a locus distant
to the target RNA) often have a negative
effect on the target gene expression. The
E. coli sRNA OxyS for example is induced
by oxidative stress and blocks translation
of its target mRNA fhlA by covering the
Shine-Dalgarno sequence (Altuvia et al.,
1998; Figure 1.5A). Often degradation of
sRNA and mRNA is initiated after du-
plex formation (e.g. MicC-ompD duplex;
Pfeiffer et al., 2009; Figure 1.5B). This
destabilization can be RNase E- (common;
e.g. MicC) or RNase IlI-mediated (not so
common; e.g. asPcrll from R. sphaeroi-
des; Reuscher & Klug, 2021). Activation
of gene expression can be achieved by in-
creasing translation of the mRNA target
(Figure 1.5C). The rpoS mRNA from E.
coli has a long and highly structured 5’
UTR harbouring an inaccessible ribosome
binding site (RBS). At least three SRNAs
(DsrA, RprA and ArcZ) can bind in this



Due to copyright restrictions, this figure may not be printed in the presented work. The
original illustration was published as Figure 1 in:

Nitzan M, Rehani R, Margalit H. Integration of Bacterial Small RNAs in Regulatory
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Figure 1.5: Small RNAs can regulate their target mRINAs in multiple ways.
Regulation of an mRNA target requires first base pairing with the respective sRNA in all described
mechanisms. The gene can thus be negatively (A+B) or positively (C+D) regulated. Mechanisms
for downregulation are translation inhibition by blocking the ribosome binding site (A) or recruting
endonucleases such as RNase E which mediates the target RNA degradation (B). Target genes can
also be upregulated: SRNA binding can make a previously blocked RBS accessible to the ribosome
and thus elevate translation (C). Moreover target mRNAs can be stabilized due to structural
changes which then prevent RNase cleavage (D). See main text for examples. Illustration modified
after Nitzan et al., 2017.

23



Chapter 1

UTR thus freeing the RBS by preventing
secondary structure formation (Majdalani
et al., 1998; reviewed by Papenfort & Van-
derpool, 2015 and Mika & Hengge, 2014).
Finally this allows translation of the alter-
native sigma factor RpoS. Another way
to activate a target gene is achieved by
stabilizing the mRNA transcript. This was
for example observed for the cfa mRNA
in E. coli which accumulates after being
bound by the SRNA RydC (Frohlich et al.,
2013). Besides that, sSRNAs can also act
as sponges. In B. subtilis the SRNA RosA
can bind the two target sSRNAs RoxS and
FsrA which in turn controls the target
RNA levels and also the regulatory ac-
tivity of the two sRNAs (Durand et al.,
2021). A similar observation was made in
R. sphaeroides, where an interaction of
two sSRNAs was described (Griitzner et al.,
2021). Both studies are special because of
a) the sponge function and b) the uncom-
mon sRNA-sRNA interaction (suggested
further reading: Figueroa-Bossi & Bossi,
2018).

The above illustrated five mechanisms
of sSRNA action are of course simplified
and do not cover all options of how sRNAs
may work. Often sSRNAs can bind multi-
ple RNA targets and participate in com-
plex regulatory networks where even single
sRNAs may activate some targets and re-
press other ones (Balbontin et al., 2010;
Jeon et al., 2021).

Rhodobacter sphaeroides — a metabolic
Jack of all trades

Small RNAs have been investigated in sev-
eral species and R. sphaeroides has be-
come a relevant model organism in this
field (Berghoff et al., 2009). The pur-

ple bacterium R. sphaeroides belongs to
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the class «-3 proteobacteria and is re-
lated to Sinorhizobium meliloti, Agrobac-
terium tumefaciens, and Brucella meliten-
sis, among other species of purple bacteria
(Woese et al., 1984; van Niel, 1944). Com-
pared to R. capsulatus, the cells are rel-
atively large, measuring 2.0 pm to 2.5 pm
in length (Imhoff, 2006). R. sphaeroides
thrives mainly in stagnant waters and has
two flagella (reviewed by Camarena &
Dreyfus, 2020 and de la Mora et al., 2015).
The genome of R. sphaeroides is composed
of two chromosomes CI (3.2 Mbp) and CII
(0.9Mbp) and five endogenous plasmids
with lengths between 0.37 Mbp to 1.1 Mbp.
Among them, chromosome CI has a DnaA-
dependent origin of replication (oriC, ori-
gin of replication C), but CII has a repABC
origin of replication that is completely inde-
pendent of DnaA (Choudhary et al., 2007).
Based on a recent taxonomic analysis of
gene composition and diverse phenotypic
characteristics, five Rhodobacter species
were assigned to the genus Cereibacter, in-
cluding R. sphaeroides (Hordt et al., 2020).
To ensure better comparability with previ-
ously published data, the established name
Rhodobacter sphaeroides was retained in

this work.

R. sphaeroides can generate ATP un-
der a wide range of environmental condi-
tions and is characterized by its marked
metabolic versatility. The purple bac-
terium produces ATP through aerobic res-
piration, anoxygenic photosynthesis, or
anaerobic respiration depending on the
oxygen partial pressure in the surround-
ing medium as well as on the light inten-
sity. In order to ensure an optimal energy
yield and at the same time to avoid the
formation of toxic by-products, for exam-

ple by reactive oxygen species, these pro-



cesses are regulated in a multilayered man-
ner (Pandey et al., 2011; Jager et al., 2007
Braatsch et al., 2002; Shimada et al., 1992).
In this context, the post-transcriptional
gene regulation mediated by sRNAs plays
a major role. Several small RNAs have
been described which are involved in these
complex networks: PcrZ is for example
expressed when the oxygen concentration
drops. It has a negative effect on selected
mRNAs from the photosynthetic gene clus-
ter (e.g. pucA and puc2A, both encode sub-
units form the light-harvesting complex)
and thus it balances and counteracts the
redox-dependent induction of photosynthe-
sis genes (Mank et al., 2012). Other sSRNAs
such as SorX and SorY are important dur-
ing the defense of singlet oxygen or during
photooxidative stress (Peng et al., 2016;
Adnan et al., 2015). A prominent role could
be attributed to StsR which is part of a
complex regulatory network. The sRNA is
transcribed in a RpoHI/RpoHII-dependent
manner during the late stationary growth
phase and modulates the rpoE messenger.
Since RpoE promotes RpoHII expression,
StsR. is part of a negative feed-back loop.
Moreover, several photosynthesis genes are
regulated by StsR either directly or indi-
rectly (see Chapter 5).

Auxiliary proteins increase efficacy of
sRINA mediated regulation

Annealing of trans-derived sRNAs with
their target RNAs is often facilitated by
RNA chaperones to accelerate the process
of regulation. The first helper enzyme to
be discovered in E. coli was the host fac-
tor for bacteriophage Qf RNA replication
(Hfq) which is the major RNA chaperone
in many organisms (e.g. reviewed in Up-
degrove et al., 2016 and Wagner, 2013).

Hfq forms a hexameric ring-like structure

and resembles the Sm-protein found in Eu-
karya and Archaea (Sauter et al., 2003).
Small RNAs are classified according to
their binding properties to Hfq: Class I
sRNAs bind to the proximal face of the
Hfq ring and also to the rim (Schu et al.,
2015; Figure 1.6). The target mRNA as-
sociates with the distal face, and pairing
of the two RNAs is mediated in sequence
regions which are not bound to Hfq. In
contrast, Class IT sSRNAs wrap around Hfq
binding the proximal and distal face. This
forces the mRNA to bind the rim, since
Hfq harbours only these three binding po-
sitions. Small RNAs belonging to Class
IT are considered to be much more stable
than those from Class I (Schu et al., 2015).
What both classes have in common, is that
the SRNA binding sequence is located in
proximity of Rho-independent terminators,
whereupon U-rich stretches are prefered to
bind the proximal face of Hfq (Otaka et al.,
2011). Aside from that, Hfq performs var-
ious other tasks. It interacts with rRNA
and thus influences ribosome biogenesis
and translation efficiency (Andrade et al.,
2018), and most likely affects tRNA matu-
ration (Lee & Feig, 2008). Also interactions
with RNA degrading enzymes (Andrade
et al., 2012) and the termination factor
Rho were observed (Rabhi et al., 2011),
highlighting a role for Hfq which is beyond
a simple base-pairing promoting function
(reviewed by dos Santos et al., 2019).
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Due to copyright restrictions, this figure
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Figure 1.6: Small RN As bind E. coli Hfq
in different regions of the protein.

Small RNAs are classified according to their
binding sites to Hfq. Class I bind the proximal
face (colored red) of Hfq and the rim (col-
ored purple), Class IT sRNAs associate with
the proximal and distal face (colored blue) by
folding around Hfq forcing the target mRNA
to bind the Hfg rim. Binding to the proximal
face is facilitated by long U-stretches. Repeats
of (A-R-N), (adenine, purine nucleotide, any
nucleotide) bind the distal face. UA-rich se-
quences are often found to attach to the rim.
For more details see main text. Illustration
modified after Schu et al., 2015.

Two other major RNA-binding proteins
(RBPs) were identified and characterized:
CsrA was first described as an regulator,
which among other things controls differ-
ent pathways of glycogen metabolism (Sab-
nis et al., 1995; Yang et al., 1996) and
was later found to be involved in sRNA-
mRNA binding in E. coli (Potts et al.,
2017) and B. subtilis (Miiller et al., 2019).
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However, its significance in SRNA binding
seems to be low compared to Hfq. ProQ
as a third sSRNA binding protein gained
attention in recent years (Smirnov et al.,
2016; Olejniczak & Storz, 2017). In S. en-
terica it promotes stability of the sRNA
ligands (Smirnov et al., 2016). Subsequent
CLIP-seq experiments revealed that E. coli
and S. enterica ProQ binds preferentially
sRNAs and also mRNA 3’ UTRs, which is
based on structural and not sequence mo-
tifs (Holmqvist et al., 2018). Most sRNAs
could be crosslinked exclusively to Hfq,
CsrA or ProQ and only a small fraction
was linked to two or even all three pro-
teins (Holmqvist et al., 2018). Neverthe-
less, not all species harbour genes cod-
ing these RNA chaperones. Hfq can be
found in «-, -, y-, and &-proteobacteria
(Sun et al., 2002), and a structural ho-
molog in cyanobacteria (Bgggild et al.,
2009), whereas species from the group of
e-proteobacteria (e.g. Campylobacter je-
juni and Helicobacter pylori) lack both hfq
and proQ (Quendera et al., 2020). Other
species of the a-proteobacteria (e.g. R.
sphaeroides) seem to harbour exclusively
Hfq.

UTR-derived sRNAs

During the first years after discovery, or-
phan sRNAs were regarded as the classical
and only type of SRNA. They are located
intergenically, transcription starts at an
own promoter sequence and stops at a ter-
minator structure. First published in 2015,
mRNA 5 (e.g. Weber et al., 2016) and
3’ UTRs (e.g. Miyakoshi et al., 2015 and
Chao & Vogel, 2016) were recognized as
reservoirs for sRNAs in different organ-
isms (Figure 1.7). In contrast to orphan
sRNAs, which only require transcription to
be functional, UTR-derived sRNAs have
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Figure 1.7: Genomic origins of sRNAs.

A small RNA can be located intergenic as an orphan gene, in mRNA 5/3' UTRs or also be on
the opposite strand of the coding gene (anti-sense). A recent study points also to the existence of
intragenic sSRNAs in E. coli. Illustration modified after Hor et al., 2020.

to be matured by processing from a co-
transcript consisting of the protein cod-
ing sequence and the small RNA. Besides
UTRs as sRNA sources, a first study based
on RNA sequencing also suggests the pres-
ence of intragenic SRNAs in E. coli (Dar &
Sorek, 2018). One of the first UTR-derived
sRNAs to be characterized was the CpxQ
sRNA in S. enterica (Chao & Vogel, 2016).
As a consequence of inner membrane dam-
age, the gene of the membrane stress rele-
vant chaperone CpxP is transcribed. In the
next step, the SRNA is derived from the 3’
UTR of the cpxP mRNA by RNase E cleav-
age. After this maturation step, the trans-
lated protein and the functional sRNA
can both counteract membrane stress ei-
ther by refolding necessary proteins or by
post-transcriptionally regulating the ex-
pression of required genes. In R. sphae-
roides, several UTR-derived sRNAs were
characterized in the last years (e.g. Weber
et al., 2016; Peng et al., 2016; Griitzner
et al., 2021). The four homologous sRNAs
CcsR1-4 are part of the oxidative stress
defense and are co-transcribed with ccaF1,
the gene which is located upstream. After
transcription, RNase E is responsible for
maturation (Billenkamp et al., 2015) and
PNPase promotes degradation (see Chap-
ter 2). Remarkably the DUF1127 protein

CcaF1 binds its own co-transcript and is
necessary for a correct maturation of the 3’
UTR-derived sRNAs CcsR1-4 (see Chapter
4).

Although examples from different organ-
isms are characterized, the exact number
of UTR-derived sRNAs is still unknown
in many species. Based on a global ana-
lyis and in vivo validation, the relevance
of UTR-derived sRNAs was depicted in
R. sphaeroides. Approximately 38 % (30
of 79 in total) of all SRNAs are predicted
to originate from 5'/3’ UTRs and are re-
leased from mRNA transcripts by ribonu-
cleolytic cleavage. RNase E, RNase IIT and
PNPase were confirmed to maturate or
process these small RNAs in vivo, whereas
endonucleolytic cleavages by RNase E are
predicted to be most important for 3" UTR-
derived sRNAs (see Chapter 2 and Chapter
3). This study illustrates that SRNAs from
UTRs are not a fancy and rare variant but
seem to be rather common, at least in R.
sphaeroides. Large scale experiments and
RNA sequencing in other model organisms
will reveal whether these observations hint

to a general trend in proteobacteria.
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Linking sRNAs and RNases creates
new regulatory networks

Of course the very existence of UTR-
derived sRNAs raises immediately the
question as to why such a genomic orga-
nization could be beneficial. One simple
answer could be that both components
of mRNA-sRNA co-transcripts work to-
gether in similar pathways and that they
form an operon like unit. This was re-
ported in several cases so far, for example
NarK/NarS (nitrite respiration in S. enter-
ica; Wang et al., 2019), CpxP/CpxQ (inner
membrane stress response in S. enterica;
Chao & Vogel, 2016), OmpR1/SorX (ox-
idative stress response in R. sphaeroides;
Peng et al., 2016; Zhao et al., 2018), and
RhIS/RhIL (quorum sensing in P. aerugi-
nosa; Thomason et al., 2019). Similar to a
regular operon, this arrangement ensures
a defined stoichiometry of all components.
This principle is well illustrated by the ex-
ample of photosynthesis gene regulation
in R. sphaeroides and R. capsulatus. The
genes pufQBALMX of the puf operon are
co-transcribed (Belasco et al., 1985) and
then directly processed by RNase E. Pro-
cessing fragments possess stabilizing stem-
loop structures that protect against fur-
ther degradation by RNase E (stem-loop
structure in 5 UTR of pufB; Heck et al.,
1996) or 3'-to-5" exoribonucleases (stem-
loop structure at RNA 3’ end; Klug et al.,
1987). As a result, the fragments have dif-
ferent half-lives and are therefore present in
fixed stoichiometric ratios. These specific
differences in mRNA stability are necessary
to ensure a correct ratio of the respective
gene products (Klug et al., 1987).

But this is only one part of the story.
Assuming a 1:1 ratio, such a model could

also be achieved if the protein coding gene
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and the SRNA gene would each have its
own promoter with the very same sequence.
Instead, at least one more processing step
is required for the UTR-derived small RNA
to become functional. As illustrated in the
example of the puf operon, the resulting
ratios of the gene products are fixed. In
this specific case this is useful, since the
photosynthetic complexes encoded by the
puf genes need to be composed in a fixed
protein ratio in order to ensure a proper
functionality. In other pathways, circuits
or protein complexes, things might look
very different and a dynamic change of
ratios can be required. This is where UTR-
derived sRNAs and RNases come into play:
Adding the sRNA processing as an addi-
tional step of post-transcriptional gene reg-
ulation, the SRNA levels can be modulated
if needed. This can range from a simple
ON/OFF switch (sRNA is processed or
not processed) to gradual changes in sSRNA
abundance which can be fine-tuned. So the
extra layer of regulation allows dynamic
modulation of the transcriptome composi-
tion, depending, for example, on RNase ac-
tivity or RNase levels under certain (chang-

ing) growth conditions (Figure 1.8).

This mechanism is particularly useful
if another layer of regulation needs to be
integrated in a regulatory network, for ex-
ample in the type I toxin-antitoxin system
tisB-istR1. The protein TisB is expressed
upon DNA damage and leads to severe
effects for the cell. This is why a multi-
layered and tight gene regulation is neces-
sary (Vogel et al., 2004; Unoson & Wag-
ner, 2008). The tisB primary transcript
(inactive +1 tisB mRNA variant) cannot
be translated since the ribosome binding
site is covered in a highly structured 5’
UTR (Darfeuille et al., 2007). Only after



the mRNA is processed by an endonucle-
olytic cut (active 442 tisB mRNA variant)
can translation start (reviewed by Wag-
ner & Unoson, 2012; Berghoff et al., 2017).
In this case ribonucleolytic cleavage en-
sures a transcriptional/translational un-
coupling which acts as an additional bar-
rier to protect the cell. At the same time,
tisB translation is counteracted by bind-
ing of the 07°-dependent antitoxin SRNA
IstR1 which blocks the ribosome standby
site and promotes the RNase III mediated
co-degradation of sSRNA and mRNA (Dar-
feuille et al., 2007).

Conclusion and perspective

This work provides novel and important
aspects of UTR-derived sSRNA maturation
and thus contributes to a better under-
standing of post-transcriptional gene regu-
lation in bacteria. Using in vivo data and
predictive approaches the study system-
atically depicts the maturation of UTR-
derived sRNAs and reveals RNase E,
RNase III and PNPase as enzymes of ma-
jor importance for this process. It high-
lightes furthermore, that on a genome
wide scale SRNAs originating from mRNA
5 or 3’ UTRs are not a fancy variant
but are a common type of small regula-
tory RNA in the o-proteobacterium R.
sphaeroides. Even considered individually,
RNases and small RNAs are key play-
ers of post-transcriptional gene regulation
because they control the general RNA
turnover as well as target specific regu-
lation. But when both elements are linked,
the regulatory power even increases since
the sSRNA levels can be modulated in a fine
balanced and condition-dependent manner
in addition to the transcriptional regula-
tion (Figure 1.8).
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Figure 1.8: RNases and sRNAs work to-
gether in post-transcriptional gene reg-
ulation.

Endo- (scissors) and exonucleases (Pacman)
are crucial for post-transcriptional gene regu-
lation in bacteria. They are responsible for the
regular RNA turnover and also for the sSRNA
mediated decay: SRNA-mRNA duplex forma-
tion often promotes mRNA cleavage by en-
donucleases such as RNase E or RNase III. Fur-
thermore sSRNAs can also stabilize the target
(e.g. sSRNA GadY, a roadblock for decay is as-
sumed as mechanism (indicated by a stop sign),
Frohlich & Vogel, 2009). The involved small
RNASs can be orphan or derived from an mRNA
5" or 3 UTR. In this case at least one addi-
tional processing step (commonly catalyzed
by RNase E) is necessary after transcription
of the mRNA-sRNA co-transcript. Lollipop
structure indicates a Rho-independent termina-
tor. mRNA transcripts are colored blue/green,
sRNAs are colored orange. CDS: coding se-
quence.

Having the required tools and expertise
at hand, prospecitve investigations could

go one step further: Different types of RNA-
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seq approaches, especially TIER-seq (tran-
siently inactivating an endoribonuclease
followed by RNA-seq), of as much mutant
strains as possible lacking RNA process-
ing enzymes could provide the information
for a new type of data base. Enhanced
bioinformatic tools could then reveal the
processing and degradation patterns for ev-
ery single transcript of an organism. Com-
bining these data with other genome wide
predictions such as transcription start sites,
terminators or protein binding sites would
allow monitoring of the fate of every RNA
‘from the cradle to the grave’. However,
since the overall goal is not just to accu-
mulate complex data but to understand
cellular processes, it remains important to
unravel gene functions and make sense of
the data from a biological point of view.
This is why only a strong collaboration of
predictive and microbiological approaches
will justify such a meta-omics database
which could help to shed light on the often

still dark regulatory networks.
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Abbreviations

The following abbreviations are used in

this chapter:
asRNA

CDS coding sequence

anti-sense small RNA

CLIP-seq cross-linking immunoprecipita-

tion followed by RNA-seq
CTH C-terminal half of RNase E
GRAS
NGS next generation sequencing
NTH N-terminal half of RNase E
PHA poly-3-hydroxyalkanoate
PHB poly-3-hydroxybutyrate
RBP RNA-binding protein

generally regarded as safe

RBS ribosome binding site

RNA ribonucleic acid

ROS reactive oxygen species

SD Shine-Dalgarno sequence

TEX terminator 5'-phosphate depen-

dent 5'-to-3' exoribonuclease
TIER-seq transiently inactivating an
endoribonuclease followed by

RNA-seq

tmRNA  transfer-messenger RNA
TSS transcription start site
Uds UTR-derived sRNA

uv ultraviolett
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Abstract

Background: The polynucleotide phosphorylase (PNPase) is conserved among both Gram-positive and Gram-
negative bacteria. As a core part of the Escherichia coli degradosome, PNPase is involved in maintaining proper RNA
levels within the bacterial cell. It plays a major role in RNA homeostasis and decay by acting as a 3-to-5'
exoribonuclease. Furthermore, PNPase can catalyze the reverse reaction by elongating RNA molecules in 5-to-3'
end direction which has a destabilizing effect on the prolonged RNA molecule. RNA degradation is often initiated
by an endonucleolytic cleavage, followed by exoribonucleolytic decay from the new 3' end.

Results: The PNPase mutant from the facultative phototrophic Rhodobacter sphaeroides exhibits several
phenotypical characteristics, including diminished adaption to low temperature, reduced resistance to organic
peroxide induced stress and altered growth behavior. The transcriptome composition differs in the pnp mutant
strain, resulting in a decreased abundance of most tRNAs and rRNAs. In addition, PNPase has a major influence on
the half-lives of several regulatory sRNAs and can have both a stabilizing or a destabilizing effect. Moreover, we
globally identified and compared differential RNA 3" ends in RNA NGS sequencing data obtained from PNPase,
RNase E and RNase Ill mutants for the first time in a Gram-negative organism. The genome wide RNA 3" end
analysis revealed that 885 3" ends are degraded by PNPase. A fair percentage of these RNA 3" ends was also
identified at the same genomic position in RNase E or RNase Il mutant strains.

Conclusion: The PNPase has a major influence on RNA processing and maturation and thus modulates the
transcriptome of R. sphaeroides. This includes sRNAs, emphasizing the role of PNPase in cellular homeostasis and its
importance in regulatory networks. The global 3" end analysis indicates a sequential RNA processing: 5.9% of all
RNase E-dependent and 9.7% of all RNase lll-dependent RNA 3' ends are subsequently degraded by PNPase.
Moreover, we provide a modular pipeline which greatly facilitates the identification of RNA 573" ends. It is publicly
available on GitHub and is distributed under ICS license.
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Background

Prokaryotes populate nearly every imaginable habitat. In
contrast to higher multicellular eukaryotes, they are dir-
ectly exposed to all types of environmental stress. Since
escaping is not an option, prokaryotes need mechanisms
to quickly adapt to their changing surrounding. This can
be achieved by modifying the transcriptome and/or the
proteome. One essential mechanism in bacterial adapta-
tion is to exchange the sigma factor, a subunit of the
RNA polymerase. Alternative sigma factors target differ-
ent DNA sequences and thus activate the expression of
a specific set of genes. This activates transcription of
genes needed for the cell to deal with the present growth
condition [1, 2].

Besides and in addition to the transcriptional initi-
ation, posttranscriptional regulation plays a major role in
bacterial adaptation [3]. During the past decades, more
and more bacterial non-coding RNAs were discovered
and found to be involved in various posttranscriptional
regulatory networks (reviewed in [4]).

Current studies documented, that the prokaryotic
transcriptome is heavily influenced by processing and
maturation reactions mediated by the endoribonuclease
E [5-7]. Endonucleolytic RNA cleavage by RNase E is
mostly followed by further degradation. 3’-to-5" exonu-
cleases can attack the new 3’ end and RNase E can bind
to the monophosphorylated new 5’ end and promote
further endonucleolytic degradation in 5'-to-3" direc-
tion. Secondary structures can protect against 3'-to-5°
degradation [8] and can also impede RNase E mediated
5'-to-3" processing [9]. A key player during RNA turn-
over is a multicomponent degradation complex called
the degradosome. In Escherichia coli, this complex is
composed of RNase E, which serves as catalytic and scaf-
fold protein, a DEAD box RNA helicase (RhIB), an exori-
bonuclease (polynucleotide phosphorylase, PNPase) and
an enolase (reviewed in [10]). In contrast to that, studies
of the a-proteobacterium Rhodobacter capsulatus sug-
gest, that PNPase is most likely not part of its degrado-
some [11] that in addition to RNase E includes 2 dead-
box helicases and the transcriptional termination factor
Rho. Moreover, the composition of the R. capsulatus
degradosome changes in response to altering environ-
mental conditions [12].

The PNPase is a trimer comprising three Pnp mono-
mers that form a ring-like structure. In E. coli, each
monomer consists of two RNase PH-like domains and a
KH and S1 domain [13, 14]. A deletion of pnp is possible
in E. coli, whereas a double knockout of PNPase and
RNase II is not viable [15]. The R. sphaeroides genome
does not harbour an RNase II gene and it is not possible
to delete the pnp gene. The same effect was also ob-
served in at least one other organism, Pseudomonas aer-
uginosa [16]. Removal of the RNA-binding KH/S1
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domains of PNPase leads to an eightfold reduced bind-
ing affinity to RNA in E. coli [14]. Further, the trimer
formation is less stable, which leads to a wider central
channel [14]. PNPase not only serves as an important
3'-to-5" exoribonuclease involved in mRNA degradation
but also in tRNA processing and degradation [15, 17].
Besides that, PNPase can also prolong RNA molecules in
5'-to-3" direction using nucleotide diphosphates present
in the cytoplasm. This tail allows recruitment of single-
strand dependent exoribonucleases thus reducing the
RNA half-life [18]. Since PNPase is an enzyme with such
a widespread influence on the cellular RNAs, the pnp
expression has to be tightly regulated. Similar to rue
mRNA levels, pnp mRNA levels are balanced in an auto-
regulatory manner. The endoribonuclease RNase III first
cleaves a stem-loop located in the pnp leader sequence.
The newly generated 3" end in this RNA duplex is then
targeted and degraded by PNPase. Ultimately this leads
to reduced pnp mRNA stability [19, 20]. Besides PNPase,
several other exoribonucleases are likely involved in
RNA processing, maturation and degradation in the a-
proteobacterium R. sphaeroides. These are the RNase R,
RNase D and RNase PH which catalyze mainly tRNA
and rRNA processing reactions and all act in 3'-to-5"
direction [21-23]. In addition, RNase J1 is responsible
for the maturation of the 23S rRNA and very few other
transcripts [24, 25]. In contrast to the other RNases, it
processes RNA molecules in 5'-to-3" end direction [26].
The endoribonucleases RNase E, III and G (homolog of
RNase E) are mainly responsible for RNA maturation
and turnover (7, 27, 28].

In order to understand bacterial adaptation, it is im-
portant to elucidate the complex interplay between dif-
ferent RNases and how they sequentially process RNA
molecules. A common way for degradation of mRNA
and maturation of RNA precursors requires two steps:
First, the endoribonucleases III, E or P catalyse the en-
donucleolytic cleavage of the RNA molecule. Second,
the enzymes PNPase, RNase R, RNase PH or RNase II
can further degrade the RNA fragments from 3'-to-5'-
direction (reviewed in [29, 30]). In both steps, new RNA
3" ends are generated (Fig. la+b). Recent studies in the
Gram-positive human pathogen Streptococcus pyogenes
illustrate how initial processing by endoribonuclease Y is
followed by further maturation reactions catalyzed by
the exoribonucleases PNPase and RNase R [31]. The
other principal mechanisms for RNA 3’ end generation
are transcription termination by RNA polymerase and
the 3'-terminal elongation mediated by PNPase (Fig.
lc+d).

In this study, we report that in the Rhodobacter
sphaeroides pnp mutant strain several physiological
characteristics are affected by the deletion of the KH
and S1 domains, including growth behavior and
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pigmentation. In a global approach, we further used
RNA-Seq data and identified all RNA 3" ends that are
PNPase-, RNase III- or RNase E-dependent. Intersection
analysis sheds light on important processing events by
the analyzed RNases that shape the transcriptome in a
cooperative manner. Finally, we could demonstrate, that
homeostasis of the regulatory sSRNAs CcsR1-4 rely on
initial RNase E cleavage followed by PNPase
degradation.

Methods

Bacterial strains and growth conditions

The strains used in this study are listed in Table S1 [32].
Microaerobic Rhodobacter sphaeroides cultures (dis-
solved oxygen concentration of 25-30 uM) were culti-
vated in 50 ml Erlenmeyer flasks filled with 40 ml malate
minimal medium at 32°C under continuous shaking at
140 rpm in the dark [33]. To perform phototrophic culti-
vation, Metplat bottles were completely filled and sealed.
Afterwards the cultures were constantly exposed to
white light with an intensity of 40 W/m? at 32 °C.

Construction of pnp KH and S1 deletion strain

The deletion of the pnp C-terminal KH and S1 domains
in Rhodobacter sphaeroides 2.4.1 was carried out by
homologous recombination. Since pnp is essential in R.
sphaeroides, only the RNA binding domains KH/S1 were
replaced by a gentamicin resistance gene on the chromo-
some. The up and down fragments were generated using
the primer pairs pnpFragAfw/pnpFragArev (5'-gaaTT-
CAAGAAGCTGGAAAGCTCGAT, 5'-ggatcctcAGGTT
TCCACGATCTCGCGG, 870bp) and pnpFragBfw/
pnpFragBrev  (5'-ggaTCCGTCTCGGCATGAAGATG,
5-aagc TTCTCGTCCGAAGACGTGCTG, 631 bp),
introducing an in-frame TGA stop codon within the
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reverse primer of the up fragment (see underlined bases
in primer pnpFragArev). The stop codon is located at
position 1755 in the pnp gene and leads to translation
termination directly upstream of the deleted KH/S1 re-
gion (Fig. 2a). Both fragments were cloned in pPHU281
using EcoRI/BamHI and BamHI/HindIII cleavage sites.
The gentamicin resistance gene was taken from
pPHU45Q and inserted between the up and down frag-
ment on the plasmid with BamHI. The final construct
was transformed to E. coli strain S17-1 and subse-
quently transferred to Rhodobacter sphaeroides 2.4.1 by
diparental conjugation. The conjugants were selected on
malate minimal agar containing 10 ug/ml gentamicin.

Measurement of bacteriochlorophyll and carotenoids

The determination of bacteriochlorophyll and carotenoid
concentrations was performed as described in [34]. The
calculations rely on the extinction coefficients (76
mM ™ tem™! for bacteriochlorophyll 4, 128 mM™ Lem !
for carotenoids) published in [35].

Spot assay

A volume of 5 pl taken from a liquid culture during the
exponential growth phase was placed on malate minimal
agar plates. The plates were first incubated at 4°C or
42°C for 1 day and then shifted to 32°C and cultivated
for three more days. To test resistance to organic perox-
ides, tert-butyl hydroperoxide (tBOOH) was added to
the agar (300 pM final concentration). That plate as well
as the control without any tBOOH were subsequently
incubated at 32 °C for 3 days.

Determination of RNA half-life
Rhodobacter cultures were cultivated under microaero-
bic conditions. During the exponential phase, the sample
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Fig. 2 The pnp mutant and the wild type strain differ in growth behaviour, pigmentation as well as in growth under different temperatures and
under organic peroxide stress. a Schematic overview of the pnp operon. In the pnp mutant, the KH-ST domains were deleted and substituted
with a gentamicin resistance gene. A stop codon was inserted at the end of the remaining pnp coding region. Upper panels show the RNA read
coverage in the wild type and pnp mutant strain. b The pnp mutant grows slower than the wild type under microaerobic cultivation and does
not reach the wild type optical density during stationary phase when cultivated under phototrophic conditions. Red: wild type; blue: pnp mutant;

growth condition

n =3. ¢, d Exponentially growing pnp mutant cultures exhibit reduced carotenoid and bacteriochlorophyll a (Bchl a) concentrations under
microaerobic conditions in comparison to the wild type strain. Phototrophically cultivated, the pigment concentrations are increased in the
mutant. The p-values were calculated using two-sided Student's t-test (*: p < 0.05; n.s.: not significant). @ On solid malate minimal agar, the
growth of the pnp mutant strain is strongly impaired when the plates are incubated at 4 °C or 42 °C. The organic peroxide tBOOH (300 uM final
concentration) diminishes growth of the wild type but prevents growth of the pnp mutant strain. Biological triplicates are shown for each

to was harvested. Immediately after that the transcription
inhibitor rifampicin was added to a final concentration
of 0.2 mg/ml. The following samples were taken at the
indicated time points. All cells were harvested on ice
and total RNA was isolated and blotted as described
below.

Northern blot analysis

The hot phenol method was used to isolate total RNA
[36]. The procedure was followed by a DNase treatment
(Invitrogen #AM1907) according to the manufacturer’s
protocol to digest remaining DNA fragments. The elec-
trophoretic separation in a gel and subsequent Northern
blot analysis was performed as described earlier [37].
The oligonucleotide end-labelling was performed using
T4 polynucleotide Kinase (T4-PNK, Thermo Scientific)
according to the manufacturer’s instructions. Radioactive
[y**P]-ATP was obtained from Hartmann Analytic
(SRP-301), the oligonucleotides used for labeling are
listed in Table S2 in Additional file 1. After overnight in-
cubation with labeled oligonucleotides, the membrane
was washed in 5x SSC buffer and exposed to a screen

for 1 day. The QuantityOne 1-D Analysis Software
(BioRad, version 4.6.6) was used to quantify the signals.
All signal intensities were normalized to the correspond-
ing 5S rRNA signal.

Library preparation
Three single colonies were used to inoculate three inde-
pendent pre-cultures. Every culture was then used to in-
oculate three main cultures (nine in total). During the
exponential growth phase, all three replicates belonging
to one biological pre-culture were harvested and pooled.
Total RNA was extracted followed by DNase treatment.
RNA quality was checked using a 2100 Bioanalyzer
with the RNA 6000 Nano kit (Agilent Technologies).
Five hundred nanograms of high quality total RNA were
used for the preparation of a ¢cDNA library with the
NEBNext Multiplex Small RNA Library Prep kit for Illu-
mina (NEB) in accordance with the manufacturers’ in-
structions with modifications: RNA samples were
fragmented with Mg”* at 94°C for 3min 15 s using the
NEBNext Magnesium RNA Fragmentation Module
(NEB) followed by RNA purification with the Zymo
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Oligo Clean & Concentrator kit. Fragmented RNA was
dephosphorylated at the 3" end, phosphorylated at the
5" end and decapped using 10 U T4-PNK +/-40 nmol
ATP and 5U RppH, respectively (NEB). After each en-
zymatic treatment RNA was purified with the Zymo
Oligo Clean & Concentrator kit. The RNA fragments
were ligated for cDNA synthesis to 3" single-read (SR)
adapter and 5 SR adapter diluted 1:2 with nuclease-free
water before use. PCR amplification to add Illumina
adaptors and indices to the cDNA was performed for 14
cycles. Barcoded DNA Libraries were purified using
magnetic MagSi-NGS”* " Plus beads (AMSBIO) at a 1.5
ratio of beads to sample volume. Libraries were quanti-
fied with the Qubit 3.0 Fluorometer (ThermoFisher) and
the library quality and size distribution was checked
using a 2100 Bioanalyzer with the DNA-1000 kit (Agi-
lent). Sequencing of pooled libraries, spiked with 10%
PhiX control library, was performed in single-end mode
on the NextSeq 500 platform (Illumina) with the High
Output Kit v2.5 (75 Cycles). Demultiplexed FASTQ files
were generated with bcl2fastq2 (Illumina). The sequen-
cing data are available at NCBI Gene Expression Omni-
bus  (http://www.ncbinlm.nih.gov/geo) under the
accession number GSE156818.

Bioinformatical analysis

The 3’ end analysis was performed with XPEAP, a pipe-
line programmed for this study. First, the adapter se-
quences were removed and all raw reads trimmed for
quality with Trim Galore (version 0.6.3). All filtered
reads were mapped to the Rhodobacter sphaeroides 2.4.1
genome (assembly GCF_000012905.2) using READemp-
tion (version 0.4.3 [38];) with the mapper segemehl (ver-
sion 0.2.0 [39];). The DESeq2 package (version 1.26.0
[40];) was used for the normalization of read counts and
the full transcriptome analysis. The results were vali-
dated with the R package baySeq (version 2.20.0 [41];)
with the gene quantification table obtained from READ-
emption. Coverage generation for both full coverage and
3" end coverage was done with READemption. The 3’
end coverage files were converted to BED file format
with Bedops (version 2.4.37) and filtered. All bases with-
out a minimal read coverage of 10 were rejected. Fur-
ther, all positions with a signal ratio lower than 5%
comparing the 3" end and the full read coverage were
excluded. The nucleotide-wise fold changes were calcu-
lated with DESeq2 and all nucleotide positions kept
which passed the log,-fold change cutoff < -1 or>+1
and exhibited an adjusted p-value (Benjamini-Hochberg
algorithm) lower than 0.05. All positions within a max-
imal distance of three nucleotides were merged to one
3" end with BEDtools’ subcommand merge (version
2.25.0 [42];), the mean log,-fold change was computed
for every differential 3’ end. BEDtools intersect was used
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to identify genes with overlapping differential 3" ends
and all ends without any overlapping feature were
assigned to untranslated regions.

The intersection of the differential 3" ends between
different RNase mutant strains was analyzed with BED-
tools window using a window size of 1nt while only
matches on the same strand were considered for further
analysis. Fisher’s exact test was calculated for all inter-
section files using BEDtools’ subcommand fisher.

XPEAP is published under ISC license and can be
accessed via Zenodo/GitHub (DOI: https://doi.org/10.
5281/zenodo.8475,  https://github.com/datisp/XPEAP).
The raw reads and analyzed data from all experiments
are deposited on NCBI Gene Expression Omnibus:
PNPase and RNase III mutant strains (NCBI GEO acces-
sion number: GSE156818) and thermosensitive RNase E
mutant strain (NCBI GEO accession number:
GSE71844, published in [7]).

For the 3" elongation analysis, reads that could not be
mapped in end-to-end mode with segemehl were
mapped with bowtie2 (version 2.2.6) in local mode with
option —very-sensitive-local and flags -f -p 24 —no-hd.
Reads with less than 10 nt matching at the 5° end were
rejected. The sequences following the matching regions
were extracted with awk (version 4.1.3).

Results and discussion

Physiological consequences of altered PNPase activity

To analyze the functionality of PNPase in vivo, we
designed and cloned a pmp mutant strain of Rhodo-
bacter sphaeroides 2.4.1. The KH-S1 RNA binding do-
mains were removed and a stop codon was
introduced at the end of the remaining coding se-
quence of pmp resulting in a truncated enzyme lack-
ing those domains. The knockout was confirmed via
selection on agar containing gentamicin and subse-
quent RNA sequencing analysis (Fig. 2a). Growth be-
havior of this strain differed from that of the wild
type (Fig. 2b). When cultivated under microaerobic
conditions, the growth rate was reduced, but both
wild type and mutant finally reached the identical
ODggo- Under phototrophic conditions the mutant
leaves exponential phase earlier than the wild type
reaching a lower final ODggp. A previous study re-
vealed that reduced RNase E activity strongly impeded
phototrophic growth of R. sphaeroides, while it had
no effect on chemotrophic growth [7]. Moreover, the
pnp mutant and the parental wild type strain vary in
pigment composition (Fig. 2c+d). These differences
are strongly dependent on the cultivation conditions:
A significantly lower concentration of carotenoids and
bacteriochlorophyll a was observed in the pnp mutant
under microaerobic conditions (p-values < 0.05), while
the pnp mutant exhibited repeatedly higher pigment
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concentrations under phototrophic conditions. How-
ever, this difference was statistically not significant.

In E. coli, Yersinia enterocolitica and Photorhabdus sp.
PNPase plays an important role in the cold shock re-
sponse due to selective degradation of mRNAs for cold
shock proteins at the end of the acclimation phase to
low temperature [43-46]. Based on this observation, we
decided to test the R. sphaeroides strains for their ability
to adapt to low and high temperatures. Wild type and
pnp mutant cells were incubated at 4 °C or 42 °C on agar
plates for 1 day and then shifted to an optimal
temperature of 32°C. In both cases growth of the pnp
mutant was strongly impeded, while the wild type was
able to grow at 42 °C and 4 °C (Fig. 2e). Also, in contrast
to the wild type, the pnp mutant was not able to grow
on malate minimal agar containing 300 uM tBOOH,
while the wild type showed weak growth. Tertiary butyl-
alcohol is representing organic peroxides that are pro-
duced e. g. during photo-oxidative stress.

Our results show that PNPase of R. sphaeroides is in-
volved in cold adaptation as other bacterial PNPases and
also is strongly impeded in its adaptation to heat.
Whether the same molecular mechanisms are respon-
sible for the phenotype as in other bacteria remains to
be elucidated. This study for the first time analyses the
function of PNPase in a phototrophic bacterium. The ef-
fect of PNPase on the bacteriochlorophyll levels and on
carotenoid levels depends on growth conditions. Many
genes are involved in the formation of photosynthetic
complexes and it is not possible to correlate these
phenotypic changes to specific changes of the transcrip-
tome. We observed before that a temperature-sensitive

Page 6 of 15

variant of RNase E had little effect on growth under
microaerobic conditions but strongly impeded photo-
trophic growth [7]. For the PNPase mutant we observed
slower growth under both conditions, phototrophic
growth was less affected, in contrast to the rne mutant.

PNPase modulates the transcriptome of R. sphaeroides
PNPase is an enzyme involved in many RNA processing
reactions, and a global influence on the transcriptome
can be expected as also shown for the Gram-positive S.
pyogenes [31]. For the transcriptome analysis, three pre-
cultures of the wild type and the pnp mutant strain of R.
sphaeroides were inoculated with cells from three differ-
ent single colonies. With each of these pre-cultures,
three main cultures were inoculated (nine in total),
grown under microaerobic conditions and later har-
vested during the exponential growth phase. All cultures
initially derived from one colony in the first step were
pooled. Total RNA was isolated and the DNA-free RNA
was sequenced on an Illumina NextSeq 500 platform.
The overall reproducibility within the replicates was fair,
only one replicate obtained from the wild type strain
showed some deviation to the other samples of the
group (Supplementary Fig. S1, Additional file 1). In total
98% of the entire variance can be explained by the first
two principal components.

Figure 3 shows the result of the DESeq2 analysis (ver-
sion 1.26.0 [40];) and illustrates the log,-fold changes of
the normalized read numbers in the pnp mutant versus
the wild type strain (see Supplementary Table S3, Add-
itional file 2). All transcripts with a log,-fold change < -
1 or2+1 and an adjusted p-value <0.05 (Benjamini
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Fig. 3 The Rhodobacter sphaeroides transcriptome composition is strongly influenced in the PNPase mutant. a Volcano plot of the observed log,-
fold changes based on RNA-Seq data analyzed with DESeq2. Genes with significant change in abundance are colored red (adjusted p-value
<0.05, log,fold change £ —1 or = + 1, basemean 250) and pink (adjusted p-value <0.05, log,-fold change < — 1 or > + 1, basemean < 50). Grey
dots: adjusted p-value > 0.05 or — 1 <log,-fold change 2 + 1. Altogether the transcripts of 334 genes were observed to differ in a statistically
significant manner and exhibited a basemean above the threshold. b Feature-wise distribution of these significant genes, classified in decreased
and increased abundance (pnp mutant/wild type). Most tRNAs and all rRNAs showed a reduced abundance in the mutant strain. x-axis: feature
class; y-axis: percentage of differentially expressed genes per feature class [%] €) Comparison of data computed with DESeq2 and baySeq, which
show a very good match. Almost all transcripts that are lower abundant in the pnp mutant according to DESeq? (log,-fold change (pnp/wt) < 0)
are also classified to be lower abundant by baySeq (pnp < wt) and vice versa. Since baySeq does not provide p-values, the color coding
represents the square root of the product of the false discovery rate (FDR, obtained from baySeq) and the adjusted p-value (obtained from
DESeq2). Every dot represents one gene
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Hochberg algorithm) were considered to have a signifi-
cant differential abundance within the two strains
(coloured dots). We then decided to only keep those dif-
ferentially expressed genes which have a basemean =50
(red dots) in order to further decrease the number of
false positive hits. In total 334 transcripts met these
strict criteria, 226 of them showed lower abundance in
the pnmp mutant strain and 108 showed higher abun-
dance in the pnp mutant strain compared to the wild
type. The most prominent differences were observed in
the feature classes tRNA and rRNA: 94% of all tRNAs
(51 out of 54) and 100% of all rRNAs (9 out of 9)
showed a lower abundance in the pmp mutant strain
(Fig. 3b). Altogether 37% of all non-coding RNAs, here
merged of SRNAs and ncRNAs (including 6S, SRP RNA
and tmRNA), were observed to have a differential abun-
dance. Within the groups of RNAs with increased or de-
creased abundance, no distinct orthologous group of
encoded proteins (COG) could be found to be promin-
ent (Supplementary Fig. S2A + B, Additional file 1).

The transcriptome is directly affected by the action of
RNases. Moreover, the RNA entity is modulated through
secondary effects by the PNPase-mediated processing of
sRNAs and mRNAs that code for regulatory elements,
for example transcription factors. Thus, our transcrip-
tome analysis reflects both direct and indirect PNPase
dependent regulations and does not allow a distinction.
In either case, our data emphasize the effect which
PNPase has especially on stable RNAs (rRNA, tRNA). A
similar effect was also observed in E. coli, although both
rRNAs and tRNAs were more abundant in the pnp mu-
tant despite a conducted rRNA depletion prior to RNA
sequencing [47]. Further, Plocinski et al. [48] demon-
strated, that PNPase is involved in processing of riboso-
mal RNA and tmRNA in Mycobacterium smegmatis and
M. tuberculosis.

We further validated these predictions using a differ-
ent algorithm. An empirical Bayes approach integrated
in the baySeq package (version 2.20.0 [41];) was used to
identify differential expression (Supplementary Table S4,
Additional file 2). The results of the two methods per-
fectly agree, since virtually all genes could be properly
assigned. Every transcript (blue dot) with a log,-fold
change <0 (pmp mutant/wild type) according to the
DESeq2 analysis was also observed to be lower abundant
in the pnmp mutant according to the baySeq algorithm
and vice versa (Fig. 3c). This includes every differently
expressed gene which fulfills the strict criteria as men-
tioned above.

The RNA sequencing data was further used to investi-
gate the cellular RNA 3’ elongation. All reads that could
not be mapped end-to-end were instead mapped in very
sensitive local mode with bowtie2 (version 2.2.6). To in-
crease the quality of the analysis, all reads without a
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minimal matching sequence of 10 nt at the 5" end were
excluded. Only soft clipped sequences at the 3" ends of
the remaining reads were extracted with awk (version
4.1.3) (Supplementary Fig. S3A, Additional file 1). The
overall results are similar for both strains: The lengths of
elongated sequences are comparable, the majority of
them (95%) is shorter than 39 nt in length. Further, the
base frequency for each nucleotide position of the 3" tail
reveals an enrichment of guanine within the first 20
bases (Supplementary Fig. S3B+ C+ D, Additional file
1). A sequence motif which is related to a PNPase-
dependent elongation could not be identified. Since both
the lengths and base frequencies of the 3’ tails do not
differ in between the analyzed strains, we conclude that
the deletion of the KH-S1 domains does not have a
major impact on the overall RNA 3’ elongation events
in R. sphaeroides.

Levels of regulatory sRNAs are influenced by PNPase

An important effect of the PNPase on levels of small
RNAs was reported: the enzyme does not only influence
mRNA but also sSRNA stability [49-51]. We were espe-
cially interested in those sSRNAs that are derived from 5’
or 3" UTRs and wanted to investigate the role of PNPase
during the maturation process. For further analysis, we
selected five sSRNAs which showed a different pattern in
the read coverage comparing pnp mutant and wild type.
Two of them, CcsR1 and SorY, are known to have a
regulatory function during the oxidative stress response
in Rhodobacter sphaeroides [52, 53]. UpsM is processed
from the mraZ 5’ UTR in a stress-dependent manner by
RNase E [54]. The other two sRNAs have not been de-
scribed so far and their function is still unknown. One is
located in the intergenic region between RSP_1711 and
rpsL and is derived from the rpsL 5" UTR. The second
one is derived from the 5" UTR of RSP_6083. During
the exponential growth phase, three of these sRNAs dif-
fered in abundance comparing the total RNA from the
pnp mutant and the wild type strain (Fig. 4a+b). More-
over, processing products of the sSRNAs IGR_1711_rpsL
and 5" UTR_6083 were prominently enriched in the pnp
mutant. Interestingly, the abundance of the mature tran-
script of SorY and 5" UTR RSP_6083 does not vary be-
tween the strains. To further evaluate the SRNA stability,
we added rifampicin during the exponential phase and
determined the RNA half-lives (Fig. 4c+d). CcsR1, SorY,
IGR_1711_rpsL and 5'UTR_6083 are strongly stabilized
in the mutant lacking PNPase, resulting in prolonged
half-lives. In contrast to that, the half-life of UpsM drops
form 12.2 min in the wild type to 4.0 min in the pnp mu-
tant. The changed stabilities are in agreement with the
observed sRNA levels during exponential phase (Fig. 4a).
These observations highlight the role of PNPase during
the maturation of sSRNAs and in the homeostasis of their
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Fig. 4 a+ b Northern blot analysis of the SRNAs CcsR1, SorY, UpsM, IGR_1711_rpsL and 5" UTR RSP_6083. Total RNA was isolated during
exponential growth phase (ODggo = 0.45) from microaerobic cultures of wild type or pnp mutant. Loading control: 55 rRNA. The barchart
illustrates the log,_fold changes within the indicated sRNAs. n = 3. ¢ Wild type and pnp mutant cells were cultivated under microaerobic
conditions until exponential phase. Samples were harvested before (to) and after (ts-tso) addition of 0.2 mg/ml rifampicin. Total RNA was isolated
and used for Northern blot analysis. Loading control: 55 rRNA. d The signal intensities for the indicated probes were normalized to the 55 rRNA
signal, timepoint ty was set to 1. x-axis: minutes after addition of 0.2 mg/ml rifampicin; y-axis: relative signal intensity. Solid lines represent mean
value for biological triplicates, light colors indicate the standard deviation (n = 3). Blue: pnp mutant; red: wild type. The full-length Northern blots
are presented in Supplementary Fig. S4, S5, S6 and S7, Additional file 1

levels which has been described in E. coli. Cameron and
De Lay [50] reported a stabilizing function by PNPase
on Hfq-dependent sRNAs during the exponential growth
phase in E. coli. They speculate, that PNPase may for ex-
ample protect Hfq-bound sRNAs by degrading binding
sites for other ribonucleases. Our data show a different
trend in Rhodobacter sphaeroides, which suggests a
mainly destabilizing effect on the selected sRNAs in this
study. Even though CcsR1-4, UpsM and SorY are Hfq-
dependent [52, 54, 55], CcsR1-4 and SorY are destabi-
lized by PNPase and only UpsM fits the model proposed
for E. coli. The two UTR-derived sRNAs are also desta-
bilized by PNPase. The reason for these differences re-
mains unidentified. Given this major influence of
PNPase on the abundance of regulatory sRNAs, the

pleiotropic effect of a pnp mutant becomes even more
perspicuous.

Deletion of the KH-S1 domains of PNPase leads mainly to
enriched RNA 3’ ends

As a 3'-to-5" exoribunuclease, PNPase plays an import-
ant role in RNA turnover and decay from the 3" end.
Therefore, we analyzed how the RNA 3’ ends differ in
abundance comparing the pnp mutant to the wild type.
For this study we developed XPEAP, an analysis pipeline.
It allows the detection of RNA 5’ or 3" ends in prokary-
otic NGS data and covers all relevant steps form data
preprocessing to the final statistical analysis. As input
the raw read files, three replicates of each strain, were
used. After trimming and read alignment to the
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reference genome, READemption’s subcommand cover-
age was used to generate coverage files which contain
the nucleotide positions of the 3’ end bases of each
aligned read. The coverage files from the plus and minus
strand were integrated in one data set. Subsequently all
nucleotide positions that did not exhibit a coverage of
210 in at least one of the analyzed libraries were ex-
cluded. We further calculated the ratio of the 3" end
coverage and the full read coverage for every replicate
and every position. To improve the signal noise ratio,
only positions with a ratio higher than 0.05 were kept. A
DESeq2 analysis was conducted based on this
nucleotide-wise coverage files to detect differences
within the two strains. All positions which showed a
log,-fold change < -1 or>+1 and an adjusted p-value
<0.05 (Benjamini Hochberg algorithm) were kept for fur-
ther analysis, the other positions were rejected. Due to
the fact that the 3'-to-5" end processing is a dynamic
process, it is supposed that in some cases several 3" ends
per RNA molecule will be detected. This is why we de-
cided to merge all nucleotide positions within a range of
3 nt with BEDtools’ subcommand merge. The range of
mapped positions which belong to one 3" end is defined
as distribution size. All resulting positions are regarded
as true differential 3" ends.
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In total 1072 differential 3’ ends could be detected,
the majority of them (around 68%) were mapped to a
single position (Fig. 5a). By far most of all 3" ends (82%)
were strongly enriched in the pnp mutant strain showing
a log,-fold change between +5 and +9 (Fig. 5b). These
ends represent either termination sites or arise from
cleavage by endoribonucleases and are further processed
by PNPase in the wild type. The ends were strand-
specifically assigned to the different feature classes ac-
cording to their genomic position with BEDtools inter-
sect. All 3" ends that did not overlap with any feature
were classified in the group UTR. This group may also
contain additional sSRNAs that have not yet been identi-
fied. The most prominent changes could be observed
within the coding sequences and the untranslated re-
gions: In both feature classes, around 10 times more
RNA 3’ ends were enriched in the pnp mutant com-
pared to the wild type (Fig. 5c¢). These 885 ends are
interpreted as PNPase-degraded. To search for putative
motifs, the 15nt upstream sequence of every pmp
enriched differential 3" end was extracted with BEDtools
getfasta. Only non-overlapping 3" ends were kept for the
following analysis to reduce bias during the motif ana-
lysis. No binding motif or consensus sequence could be
found with MEME Suite (version 5.3.0).
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Fig. 5 The PNPase mutation leads to a change in RNA 3" end composition. a Histogram illustrating the different distribution sizes of all 1072
differential 3" ends. Q; =1 nt; Q, =1 nt; Q3 =3 nt; arithmetic mean = 3.86 nt. b Distribution of the log,-fold changes of all differential 3" ends,
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comparing the pnp mutant strain and the wild type. 82% of the 3" ends are enriched in the mutant. ¢ All 3" ends were assigned to genes or UTRs
according to their genomic position and then grouped in feature classes. Most 3" ends in CDS (coding sequences) and UTRs were enriched in the
pnp mutant, but more tRNA 3" ends were detected in the wild type. d + e The boxplots show the absolute number of 3" ends enriched in the
mutant per gene d and the relative number (normalized to the gene length) (e). Overall 306 genes were observed to harbour at least one 3" end
enriched in the mutant. Every dot represents one gene
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We further detected 189 3 ends which are
enriched in the wild type. One possible explanation
for this observation is, that these RNAs are de-
graded by PNPase from the 3’ end, but at the de-
tected positions stable secondary structures prevent
further RNA 3'-to-5" end degradation in the wild
type. For a test of this hypothesis all sequences
within windows of 20 nt, 30 nt, 40 nt and 50 nt up-
stream of the detected wild type enriched 3’ ends
were extracted as described above. As a control we
selected sequences of the same length but located
downstream of the 3’ ends (Supplementary Fig.
S8A, Additional file 1). These RNA sequences are
supposed to have no effect on the stop of PNPase
decay since they are properly degraded. RNAfold
(version 2.4.17) was used to compute the minimal
folding energy (MFE) of every sequence. Independ-
ently of the window size, the distributions of both
groups are highly similar and no shift to low MFE
values was observable in the upstream sequences
(Supplementary Fig. S8B, Additional file 1). But re-
markably, the number of unstructured sequences
(MFE = 0.0 kcal/mol) was three times higher down-
stream of the 3" ends (1 =29, 13.8%) compared to
the regions upstream of the 3" ends (n =9, 4.8%)
(Supplementary Fig. S8C, Additional file 1). We
therefore conclude that unstructured sequences may
at least enhance degradation by PNPase while highly
structured RNA sequences may facilitate a stop of
decay. Moreover, other still unknown factors, e.g.
binding proteins, are likely to influence degradation
by PNPase. Using MEME, no recurring motif that
could hint to conserved binding sites was detectable
in the upstream sequences.

The group of tRNAs exhibited less differential 3’
ends in the pmp mutant strain, all with rather minor
log,-fold changes (median - 1.3). This affects 32 of in
total 54 tRNAs. We observed characteristic 3" ends
which show a clear edge in the wild type RNA cover-
age profile of the tRNA®Y and tRNA™" (see Supple-
mentary Fig. S9A, Additional file 1). The other tRNAs
coverage profiles of the wild type harbour only minor
edges but are stronger sloped than in the pnp mutant
(see Supplementary Fig. S9B, Additional file 1). The
reason for these differences still remains concealed.
Nevertheless, the detection of those 3’ ends depicts
the high sensitivity of XPEAP. The influence of the E.
coli PNPase on tRNA maturation and degradation has
been investigated intensively. PNPase is involved in
the repair process of several tRNAs [56], although
this enzyme does not affect the tRNA poly(A) tail
length [57]. Furthermore, both PNPase and RNase II
remove the Rho-independent terminator structure of
the leuX tRNA [58]. In chloroplasts of A. thaliana,
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the PNPase activity is directly linked to the decay of
tRNAs [59].

Moreover, our data suggest that PNPase-dependent
degradation is not limited to only one site per gene. In
many cases, more than one RNA 3’ end per gene was
enriched in the mutant (Fig. 5d+e). This affects in par-
ticular the 23S rRNAs, but also several mRNAs and
ncRNAs. This is not surprising, since often several
RNase E cleavage sites per gene could be detected in
Rhodobacter sphaeroides, but also in Salmonella enterica
[6, 7]. After RNase E cleavage, the RNA fragments be-
come potential new substrates for PNPase.

It should be mentioned that some of the 1072 differen-
tial 3" ends may arise from a stop of the sequencing re-
action after about 75 nucleotides in the single-end
sequencing. 3" ends at such a distance from the 5" end
account for only 4.8% of all differential 3" ends. More-
over, this number also contains real 3’ ends as depicted
in Fig. 4: as predicted, a 75nt RNA derived from IGR
1711-rpsL occurs only in the mutant but not in the wild

type.

Intersection analysis

Multiple ribonucleases are involved in RNA processing
and turnover. In many organisms, the ribosomal RNA
maturation requires an initial endonucleolytic cleavage
of the long nascent precursor transcript by RNase IIL
This is followed by further enzymatic reactions, per-
formed for example by RNase E, ], G and various other
enzymes. PNPase can process those RNA species which
are newly generated by endonucleases from the 3" end.
Furthermore, both PNPase and RNase E are part of the
E. coli degradosome and work together in RNA degrad-
ation. In the R. capsulatus degradosom fraction PNPase
activity could be detected, but only a small amount [11].
To get more insight into the interplay of RNase E,
RNase III and PNPase we analyzed the correlation of 3"
ends from the wild type, the pnp mutant, an RNase III
mutant and a strain with reduced RNase E activity. In
the RNase III mutant strain, the rnc gene was removed
by homologous recombination [24]. Since RNase E is an
essential enzyme in Rhodobacter sphaeroides, the rne
mutant strain was achieved by replacing the native rne
by the gene of the thermosensitive RNase E from E. coli
[54]. At 32°C the enzymatic activity is already reduced
and is even more reduced at 42 °C [7].

First, the differential 3’ ends were detected as de-
scribed in the previous section (see Additional file 3 for
the full list of detected RNA 3" ends). For the compari-
son of a mutant to the corresponding wild type strain,
we only analyzed data that was obtained from the very
same sequencing chip. Next, the overlap between the de-
tected 3" ends was investigated with BEDtools” subcom-
mand window. Using this function, a window of 1nt
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upstream and 1 nt downstream of every differential pnp
mutant 3’ end was set prior to the intersection analysis
to compensate a potential inaccuracy during 3" end de-
termination. Two hundred eighty-nine differential 3’
ends could be detected in the rmc mutant, more than
half of them (166; 57%) were uniquely overlapping with
PNPase dependent 3’ ends (Fig. 6a). Within this group,
no 3’ end showed a reduced abundance in the pnp mu-
tant and an increased abundance in the rnc mutant
strain (Fig. 6b). By far the highest number of overlapping
ends could be found in tRNAs (Fig. 6¢). Taken together,
9.7% of all RNase III generated RNA 3’ ends are further
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processed by PNPase (Fig. 6a + b: quadrant rnc depleted,
pnp enriched). Although in E. coli RNase III is involved
in pnp mRNA processing [20, 60], we could not observe
any effect on the pnp mRNA levels in the RNase III mu-
tant strain in Rhodobacter sphaeroides.

A much greater number of total 3" ends was identified to
be RNase E-dependent: 5445 at 32°C and 14,873 at 42°C
(Fig. 6d+g). At the permissive temperature, the majority of
differential 3" ends could be assigned to CDS and UTR
(Fig. 6e+f). At the non-permissive temperature more than
2.5% of all differential pnp mutant RNA 3’ ends (279 in
total, 271 unique pmp mutant ends) overlap with those
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differential 3’ ends identified in the rne mutant. Plotting
the logy-fold changes reveals a specific pattern: 75% of all
intersecting 3" ends are pnp enriched and rne depleted (Fig.
6h), suggesting that these 3" ends are generated by RNase E
cleavage and further removed by PNPase. This group is
mainly composed of ends located in CDS and UTRs, but
also in several ncRNAs (Fig. 6i). Interestingly only 5.9% of
all 3" ends which are generated by RNase E are further de-
graded by PNPase. Such a low fraction of around 6% was
also observed in S. pyogenes [31]. We hypothesize, that a
portion of the RNase E generated 3" ends can at least partly
be trimmed by other 3'-to-5" exonucleases and thus are
not detected in the pnp mutant strain. Also, stable second-
ary structures at the newly generated 3’ ends may prevent
PNPase degradation. At the permissive temperature, the
pnp mRNA levels do not differ, whereas at 42 °C the pnp
mRNA levels are more than doubled (log,-fold change =
1.75, comparison rne mutant versus wild type) strongly
supporting an effect of RNase E on pnp stability.

We further elucidated the statistical significance of the
observed overlapping 3" ends. For every comparison of de-
tected 3" ends (prp mutant versus rnc/rne mutant) BED-
tools’ subcommand fisher was used to first compute the
number of possible 3" ends, taking into account the gen-
ome size and the individual distribution sizes of determined
3" ends. Second, the number of overlaps and non-overlaps
was computed and the Fisher’s exact test applied. For a
possible number of 633,092 (pnp versus rnc), 748,506 (pnp
versus rne 32 °C) and 667,153 (pnp versus rne 42 °C) RNA
3" ends the resulting two-tail p-value are close or equal to 0
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in each case (0, 7.3 x 10~ 21 29x10” 239). This strongly
suggests a higher number of RNA 3’ ends at the same gen-
omic positions than would be expected, if the given 3" ends
would be randomly distributed within the genome.

The total number of detected 3" ends as well as the
overlapping 3" ends differ within the strains analyzed in
this study. It cannot be excluded, that this observation
may be influenced by a different number of uniquely
aligned reads: The samples of the RNase E mutant and
the corresponding wild type strain previously published
[7] showed on average a four times higher number of
uniquely aligned reads than the samples sequenced for
this study (PNPase mutant, RNase III mutant and wild
type strain). On the other hand, although Lécrivain et al.
[61] used a somewhat different algorithm and parame-
ters to detect differential 3" ends in Streptococcus pyo-
genes, the number of identified 3' ends (wild type
enriched: 183; pnp mutant enriched: 1255) is strikingly
similar to our findings in the Gram-negative organism R.
sphaeroides (wild type enriched: 189; pmp mutant
enriched: 885). This similarity strongly supports the reli-
ability of the data obtained in this study and suggests
valid differences in between the analyzed strains.

To illustrate these overlapping 3’ ends we chose
two of the previously shown sRNAs. Several differen-
tial 3° ends can be found in the sRNAs CcsR1-4,
which are derived from one co-transcript by RNase E
cleavage [52]. The read coverage depicts a strong en-
richment of CcsR1-4 in the pmp mutant (Fig. 7a),
which agrees with the Northern Blot data (Fig. 4a).
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Fig. 7 The sRNA levels of CcsR1-4 and IGR_RSP_1711_rpsL are modulated by RNase E cleavage and PNPase processing. XPEAP reveals
overlapping differential 3" ends detected in the RNAs CcsR1-4 (@) and IGR_RSP_1711_rpsL (b). Panel 1 and 2: RNA-Seq full coverage (wild type
and pnp mutant strain). Panel 3 and 4: 3" end coverage (wild type and pnp mutant strain). Panel 5 and 6: 3’ end coverage (wild type and rne
mutant strain at 32 °C). Small boxes indicate positions of true differential 3" ends computed with XPEAP. Red lines: overlapping differential 3" ends.
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Several pnp mutant enriched 3" ends have been de-
tected. Three of them overlap with those RNA 3’
ends which are depleted in the rme mutant in com-
parison to the wild type, even at 32°C (Fig. 7a,
highlighted in red color). The read coverage of the
sRNA IGR_RSP_1711_rpsL reveals, that the first 75
bases of the RNA are enriched in the pmp mutant
(Fig. 7b). This shorter fragment was also detected by
Northern blot analysis (Fig. 4a). Comparing wild type
and the RNase E deficient strain, a 3" end depleted in
the mutant could be found at the very same site. Des-
pite some changes in overall abundance, no RNase
III-dependent differential 3’ ends were detectable. For
both of the two described sSRNAs, a similar processing
pattern is proposed. The initial transcript is first
processed by RNase E, indicated by the depleted 3’
ends in the rme mutant. Followed by this cleavage, the
remaining RNA molecule is further degraded by
PNPase thus leading to enriched 3’ ends in the pnp
mutant. This observation is in agreement with previ-
ous studies in Gram-negative (reviewed in [29, 30]) as
well as in Gram-positive bacteria. In Streptococcus
pyogenes for example, the endonuclease RNase Y gen-
erates new RNA 3’ ends, which are subsequently
trimmed by PNPase [31]. PNPase seems not to be a
component of the degradosome of the related species
R. capsulatus [11], which most likely also accounts
for R. sphaeroides. Even though this direct interaction
between RNase E and PNPase may be lacking, our
data provide strong evidence that stepwise RNA pro-
cessing is mediated by these enzymes also in
Rhodobacter.

Conclusion

In this study we characterized the function of PNPase
in the Gram-negative alpha-proteobacterium Rhodo-
bacter sphaeroides and shed light on the interplay of
RNase E, RNase III and PNPase during RNA degrad-
ation. A lack of the KH-S1 RNA binding domain
leads to severe effects on growth behavior,
temperature stress tolerance, pigmentation and the
bacteriochlorophyll a content. Total RNA sequencing
illustrates a high impact of PNPase on levels of di-
verse RNAs, in particular on tRNAs and rRNAs. We
could further demonstrate, that the stability of several
regulatory sRNAs relies on PNPase function, thus
leading to altered levels during exponential growth
phase. Next, the global comparison of differential
RNA 3’ ends identified in the pnmp and ruc mutant
strain as well as in a strain with reduced RNase E ac-
tivity is in agreement with a sequential processing of
transcripts: 5.9% of all RNase E and 9.7% of all RNase
III generated RNA 3’ ends are afterwards trimmed by
PNPase.
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Additional file 1: Table S1. Strains used in this study. Table S2.
Overview of all oligonucleotide probes and corresponding sequences
that were used in this study. Figure S1. Scatterplot of the principal
component analysis, which was performed using DESeq2. Each of the
colored dots (pnp mutant strain: red; wild type: blue) represents one
replicate. Figure $2. Comparing the pnp mutant to the wildtype, the
RNAs with decreased (A) or increased abundance (B) could not be
assigned to specific orthologous groups of encoded proteins (COG). x-
axis: relative number of observations per group [%]; y-axis: COG category.
Figure S3. The 3' elongated RNA sequences are similar in the wild type
and the pnp mutant strain. A) Schematic overview of the sequence ex-
traction procedure. The lengths of all non end-to-end mapped reads (B)
and of all tail sequences (C) do not differ. In both strains the first part of
the tail (around 20 nt in length) is guanine rich (D). Figure S4. Full size
Northern blots of the depicted images in Fig. 4. with probes CcsR1 (A),
SorY (B), UpsM (C), IGR_1711_rpsL (D) and 5" UTR RSP_6083 (E). Red
frames mark the selected sections. Figure S5. Full size Northern blots of
the depicted half-life images in Fig. 4. with probes CcsR1 (A) and SorY (B).
Red frames mark the selected sections. Figure S6. Full size Northern
blots of the depicted half-life images in Fig. 4, with probes UpsM (A) and
IGR_1711_rpsL (B). Red frames mark the selected sections. Figure S7. Full
size Northern blots of the depicted half-life images in Fig. 4 with probe 5
UTR RSP_6083. Red frames mark the selected sections. Figure S8. A) Se-
quence windows of 20, 30, 40 or 50 nt upstream and downstream of
every wild type enriched 3" end were extracted. B) Every dot in the box-
plots depicts the minimal folding energy (MFE) [kcal/mol] of one RNA se-
quence computed with RNAfold. C) The number of unstructured
sequences (MFE = 0.0 kcal/mol) is increased in the group of 20 nt down-
stream control sequences. Figure S9. Representative RNA full coverage
and 3" end coverage profiles of two selected tRNAs in the wild type and
the pnp mutant strain. The full coverage of tRNAs can exhibit characteris-
tic 3' ends as shown for tRNA"" (A) or 3' ends which are detected be-
cause of minor edges and a different slope (tRNA"®, B).

Additional file 2: Supplementary tables of differential gene expression.
Table S3. DESeq?2 analysis results comparing the differential gene
expression in the pnp mutant strain and the wild type. Table S4. BaySeq
analysis results comparing the differential gene expression in the pnp
mutant strain and the wild type.

Additional file 3: Supplementary tables of all differential RNA 3" ends.
Table S4. Differential RNA 3’ ends comparing the pnp mutant strain and
the wild type. Table S5. Differential RNA 3' ends comparing the mc
mutant strain and the wild type. Table S6. Differential RNA 3" ends
comparing the rne mutant strain (32 °C) and the wild type (32°C). Table
S7. Differential RNA 3’ ends comparing the rme mutant strain (42 °C) and
the wild type (42 °C).
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Abstract: Small regulatory RNAs play a major role in bacterial gene regulation by binding their
target mRNAs, which mostly influences the stability or translation of the target. Expression levels
of sSRNAs are often regulated by their own promoters, but recent reports have highlighted the
presence and importance of sSRNAs that are derived from mRNA 3’ untranslated regions (UTRs).
In this study, we investigated the maturation of 5" and 3’ UTR-derived sRNAs on a global scale in
the facultative phototrophic alphaproteobacterium Rhodobacter sphaeroides. Including some already
known UTR-derived sRNAs like UpsM or CcsR1-4, 14 sSRNAs are predicted to be located in 5 UTRs
and 16 in 3’ UTRs. The involvement of different ribonucleases during maturation was predicted by
a differential RNA 5’ /3’ end analysis based on RNA next generation sequencing (NGS) data from
the respective deletion strains. The results were validated in vivo and underline the importance
of polynucleotide phosphorylase (PNPase) and ribonuclease E (RNase E) during processing and
maturation. The abundances of some UTR-derived sRNAs changed when cultures were exposed to
external stress conditions, such as oxidative stress and also during different growth phases. Promoter
fusions revealed that this effect cannot be solely attributed to an altered transcription rate. Moreover,
the RNase E dependent cleavage of several UTR-derived sRNAs varied significantly during the
early stationary phase and under iron depletion conditions. We conclude that an alteration of
ribonucleolytic processing influences the levels of UTR-derived sRNAs, and may thus indirectly
affect their mRNA targets.

Keywords: UTR-derived sRNA; sRNA processing and maturation; ribonucleases; RNase E;
Rhodobacter sphaeroides; Alphaproteobacteria

1. Introduction

Most bacteria live in environments that are subjected to changes in available nutrients,
oxygen concentration, light conditions, temperature, and other parameters. In order to
survive these changes and defend harmful stress conditions, bacteria have to adjust several
layers of gene regulation and thus their physiology. This mostly goes along with massive
changes of the transcriptome (e.g.,: [1-3]), but it is now well recognized that regulation at
the post-transcriptional level also plays a crucial role in bacterial adaptation (e.g.,: [4,5]).
Small RNAs affect regulation mostly at the post-transcriptional level, and make important
contributions to the adaptation to stress conditions in bacteria ([6,7]; as reviewed in [8]).
The function of several sRNAs in stress adaptation was investigated in the facultative
phototroph Rhodobacter sphaeroides. This bacterium can perform aerobic or anaerobic respi-
ration, fermentation or anoxygenic photosynthesis. Since the formation of photosynthetic
complexes in the presence of high oxygen levels generates singlet oxygen, the formation of
photosynthetic complexes and of defense systems is regulated by oxygen concentration,
light intensity and the concentration of reactive oxygen species (e.g., [9-13]; reviewed
in [14]). Some of the sSRNAs involved in this regulation are derived from the 5 or 3’ UTRs
of precursor transcripts by processing. SorX is derived from the 3’ UTR of the ompR-1
mRNA (RSP_0847) by RNase E-mediated cleavage [15,16]. Its level strongly increases in
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response to several stresses, and by targeting the mRNA for a subunit of a spermidine
transporter it counteracts oxidative stress [15]. The oxidative stress-induced CcsR1-4 RNAs
are generated by processing of the 3’ UTR of the ccaF1 mRNA (RSP_6037) and modulate
the C1 metabolism and the pyruvate dehydrogenase complex [17]. RNase E as well as the
small CcaF1 protein have important roles in maturation of the CcsR RNAs [18]. PcrX is
derived by RNase E mediated cleavage from the 3’ UTR of the polycistronic pufBALMX
mRNA. The pufBALMX mRNA encodes proteins of the photosynthetic complexes and PcrX
targets pufX and modulates the expression of puf genes [19]. UpsM is derived from the 5’
UTR of the dcw (division and cell wall) gene cluster by RNase E mediated cleavage [20]
and strongly influences growth of R. sphaeroides by influencing the dcww mRNA levels in
cis and in trans [21]. The expression of all these sSRNAs depends on the activity of a pro-
moter, which in case of the 3' UTR-derived RNAs is located in front of the upstream gene.
Since in addition the levels of these SRNAs depend on maturation steps, we wondered
whether these maturation steps may also be influenced by environmental factors and thus
contribute to regulation. To address this, we first identified further 5 or 3’ UTR-derived
sRNAs and elucidated their generation by processing. Analysis of the sSRNA levels in
various mutants allowed us to decipher the involvement of the RNA-binding protein Hfq
and of various RNases.

Several different RNases can be found in R. sphaeroides, among them the highly
conserved and essential endoribonuclease E (RNase E). It has a major influence on large
portions of the transcriptome, since more than 15,000 cleavage sites could be identified in
R. sphaeroides [16]. RNase E cleaves mainly at AU-rich regions in E. coli [22], but also in R.
sphaeroides [16] and binds to monophosphorylated 5 ends [23]. Furthermore, RNase E is
involved in processing of sSRNAs from 3’ UTRs [19,24-26]. RNase III is another important
endonuclease that plays a role during rRNA processing [27] and mRNA turnover in E.
coli [28,29] and Rhodobacter [30-32]. Another important enzyme in the RNA life cycle is
PNPase, which acts as a 3'-to-5" exonuclease and degrades mRNAs [33] and sRNAs [34,35].
Recent studies showed that PNPase often attacks RNA 3’ ends that were generated by
endonucleases such as RNase Y in the Gram-positive Streptococcus pyogenes [36] or by
RNase E and RNase III in the Gram-negative organism R. sphaeroides [37]. Besides RNase
E and RNase III, RNase J1 also takes part in rRNA processing by cleaving intervening
sequences of the 23S rRNA in R. sphaeroides [38]. Only a very few other transcripts could be
identified that are processed by RNase J [39]. Furthermore, we analyzed the involvement of
RppH (an RNA pyrophosphohydrolase in E. coli; [40]) and YbeY (involved in maturation
of 16S rRNA in E. coli; [41]) in regard to their role in UTR-derived sRNA maturation in R.
sphaeroides. Alongside the mentioned RNases, the RNA chaperone Hfq is necessary in many
cases to ensure a functional post-transcriptional gene regulation. Hfq can assist the hybrid
formation between sRNAs and their target RNAs, thus influencing the RNA stability or
translation [42,43]. This mechanism is also highly relevant under stress conditions [44,45].

Our results confirmed that the levels of UTR-derived sRNAs are not only determined
by the levels of transcription, but that maturation is also influenced by environmental
conditions and therefore needs to be considered as another important step of regulation.

2. Results
2.1. Identification of Five Novel UTR-Derived sSRNAs

Several SRNAs were shown to play a role in stress responses in Rhodobacter sphaeroides,
including few UTR-derived sRNAs [15,17,19,20]. In this study we depict a general picture of
UTR-derived sRNAs in Rhodobacter sphaeroides. Based on RNA-Seq datasets, we especially
searched for sSRNAs that are located in the 5'- or 3'-UTR of mRNA transcripts. We were
able to predict the presence of five novel UTR-derived sSRNAs, which could all be validated
via northern blot analysis. The lengths were predicted using RNA-Seq data and confirmed
on northern blots using known RNAs as size markers (Figure 1A). In addition to the five
novel sRNAs, we also included three sSRNAs in our analysis, which have been described
previously: IGR_RSP_1711_rpsL ([37]; here renamed UdsA), the sSRNA downstream of
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RSP_7527 ([16]; here named UdsC), and RSs2778 ([46]; here renamed to UdsE). These eight
sRNAs were named UdsA to UdsH in regard to their maturation (UTR-derived sRNA). The
described Uds’ can be found on both chromosomes (chromosome 1: 5, chromosome 2: 3),
but not on any plasmid (Figure 1B). Comparing the genomic location with the predicted 5'-
and 3/-UTRs [16] reveals that four of the UTR-derived sRNAs are located in 5'-UTRs (UdsA,
UdsE, UdsF and UdsG) and four in 3’-UTRs (UdsB, UdsC, UdsD and UdsH). An RT-PCR
approach with specific primers for each sSRNA and its corresponding mRNA was used to
verify that these SRNAs are truly UTR-derived and stem from sSRNA-mRNA cotranscripts
(Figure S1). According to the Rfam database (version 14.6), none of the 5 UTR-derived
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Figure 1. Identification of novel UTR-derived sRNAs in Rhodobacter sphaeroides. (A) 10 ng of total RNA from exponentially
growing R. sphaeroides wild type cultures were separated on a denaturating 10% PAA gel and subsequentially blotted. Probes
were directed against predicted sSRNA sequences. Black triangle marks the mature sSRNA. The tmRNA (211 nt), 55 rRNA
(115 nt) and tRNA-Ala (76 nt) were used as an internal size standard. 55 rRNA served as loading control. Three sSRNAs
have previously been mentioned: UdsA (formerly IGR_RSP_1711_rpsL; [37]), UdsC (formerly the SRNA downstream of
RSP_7527;[16]), and UdsE (formerly RSs2778; [46]). (B) Total read coverage of the Uds’ loci. Axis’ not to scale. Lengths were
predicted by RNA sequencing (5°9) and northern blot analysis (NB). (C) The genomic origin of all known and predicted
sRNAs in R. sphaeroides was prediced. Nearly 50 % of all SRNAs originate from orphan genes. total n = 79.
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Next, a master dataset of SRNAs from R. sphaeroides was generated using (a) previously
predicted sRNAs (n = 50), (b) a list of already described and validated sRNAs (n = 23),
and (c) novel predicted and validated UTR-derived sRNAs form this study (1 = 5; general
feature file of master dataset see Supplementary Materials). Subsequently, all SRNAs were
classified according to their genomic origin using BEDtools window (version 2.25.0, [47])
with predicted 5’ /3’ untranslated regions [16]) and the general feature file as input. The
majority of sSRNAs is classified as orphan (38 of 79 in total), 18 % originate from RNA 5'-
UTRs and 20 % from 3’-UTRs (Figure 1C). 14 % of all sSRNAs listed in the master database
could not properly assigned to any distinct origin.

2.2. Global Prediction of UTR-Derived sSRNA Generation Mechanisms

Several different enzymes and features can be involved in the generation of UTR-
derived sRNAs. Independently of the origin (5" or 3’ UTR), an sRNA 5 end can be
generated by a transcription start site (TSS), an endonucleolytic cleavage or by a 5'-to-3'
exoribonuclease (Figure 2A). Options for the generation of the SRNA 3’ ends include a
terminator, endonucleolytic cleavage or pausing of 3'-to-5' processing by an exonuclease
such as PNPase. To predict those mechanisms on a genome-wide scale, we first searched
for overlaps between all UTR-derived sRNAs, and predicted TSS [16] as well as Rho-
independent terminators. Second, all RNA 5'/3'" ends that are dependent on RNase E,
RNase III or PNPase were computed with XPEAP (version 1.0.1) as described earlier [37].
Next, all overlaps with these RNA 5'/3’ ends were computed with BEDtools function
window (version 2.25.0; [47]). Every feature that is located within a window of —5nt to
+5nt of every sSRNA 5’ or 3’ end is considered as a potential generation mechanism for this
particular RNA end. If more than one feature is assigned to that window, all are considered
as generation mechanisms in the downstream analysis, since as a matter of principle even
two features which are in close proximity can both contribute to the corresponding RNA
end generation. RNA 5'/3’ ends lacking any overlap with the input features were classified
as unknown regarding the respective mechanism by which they were generated. The
analysis reveals that all 5 ends of 5’ UTR-derived sRNAs are generated by transcription
start sites, whereas the 3’ ends are mainly generated by a so far unknown mechanism
(Figure 2B). Nevertheless, RNase E, RNase III and also PNPase and a Rho-independent
terminator are each responsible for at least one RNA 3’ end. The picture changes when
looking at the 5 ends of 3' UTR-derived sRNAs: endonucleolytic cleavage by RNase
E is predicted to play a major role and accounts for eleven 5’ ends. The second major
part is predicted to be generated by TSS. This finding may be biased, because the TSS
prediction performed by Remes et al. [48] is based on a comparison between RNA samples
that were treated or untreated with TEX (terminator 5'-phosphate dependent 5'-to-3’
exoribonuclease). In the past, we observed that the transcription start site prediction for
sRNAs sometimes resulted in false positive hits which may be linked to the high quantity
of sSRNAs compared to mRNAs. Furthermore, sSRNAs are highly structured, which may
protect them from degradation by TEX. The 3’ ends of 3’ UTR-derived sRNAs are predicted
to depend mainly on terminator structures and also on PNPase. In total, seven of these 3’
ends could not be assigned to any feature.

2.3. Several Enzymes Account for The Maturation and Processing of UTR-Derived sSRNAs In Vivo

To compare the previously described predictions for the RNA end formation with in
vivo data, strains with deletions of the genes coding for RNase III, RNase J, YbeY, RppH
and Hfq were used. As RNase E is essential in Rhodobacter sphaeroides, a mutant strain
was generated using a thermosensitive RNase E from E. coli [20]. This enzyme shows a
reduced catalytic activity at 32 °C and is even more impeded at 42 °C. In R. sphaeroides
PNPase is essential too, so the RNA binding domains KH/S1 were removed by insertion
of an in-frame stop codon [37]. Total RNA from the mutant strains pnp, rnet- colits) Appe,
Arnj, AybeY, ArppH and Ahfq was isolated from exponentially growing cultures. Next, a
northern blot analysis was performed to compare the SRNA levels between the different
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mutant strains and the wild type. Most remarkably, the 3'-to-5'exononuclease PNPase is
involved in the maturation or processing of all analyzed Uds’ (Figure 3A,B). The mature
sRNA levels can either be increased (UdsA, Figure 3C) or decreased (UdsB, Figure 3D).
PNPase is known to have an important role in degradation of SRNAs that are associated
with Hfq [35], a role in sSRNA maturation that, to the best of our knowledge, was not
reported. The second enzyme with major impact on maturation/processing of the Uds’ is
the endoribonuclease RNase E that influences the maturation of four of the analyzed sRNAs
(UdsB, UdsC, UdsE und UdsH). The mature sSRNAs UdsB and UdsC can be detected in
the rnef /) mutant strain at the permissive temperature (32 °C) but are not detectable
at the non-permissive growth temperature of 42°C. Instead, precursor molecules are
strongly enriched in the mutant strain, indicating that RNase E is required for maturation
of these SRNAs (Figure 3D,E). RNase E is known to be important for sSRNA maturation
in R. sphaeroides [16], Vibrio cholerae [24,25] and Salmonella enterica [26]. Moreover, the
endonuclease RNase III accounts for the processing of three Uds” (UdsA, UdsC, UdsH;
Figure 3). The RNase J is known to act as 5'-to-3’ exonuclease involved in 23S rRNA
maturation in R. sphaeroides [38]. It is also involved in the maturation of the sSRNA UdsH:
precursor RNAs are enriched, whereas the mature sSRNA levels are decreased in the Arnj
mutant strain (Figure 3F).
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Figure 2. Predicted generation mechanisms of all UTR-derived sRNAs. (A) Independently of the
location (5’ or 3’ UTR), the sSRNA ends can be generated via different mechanisms. The options
for the 5’ end generation include a transcription start site (i), an endonucleolytic cleavage (ii) or a
5'-to-3' processing (iii). A terminator (iv), an endonucleolytic cleavage or an 3'-to-5" exonuclease can
contribute to the RNA 3’ end formation. (B) The generation mechanism of all UTR-derived sSRNA
ends in R. sphaeroides was determined using predictions of transcription start sites, Rho-independent
terminators and RNase I1I/RNase E/PNPase-dependent 5’ /3’ ends. All 5 ends of the 5 UTR-derived
sRNAs are generated by transcription start sites, the 3’ ends are mostly formed by an unknown
mechanism. RNase E (5" ends) and Rho-independent terminators (3’ ends) account for the formation
and processing of 3' UTR-derived sRNAs. Nevertheless, unknown factors are likely to contribute to
the 3/ end generation.
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Figure 3. The processing and maturation of UTR-derived sSRNAs in R. sphaeroides is influenced by
various different enzymes. (A) Total RNA was isolated from the depicted strains and analyzed by
northern blots. If the processing pattern, the abundance of a precursor RNA or the final sSRNA varied

comparing the wild type and a mutant strain, the respective enzyme was classified as “involved
in Uds maturation, processing or stabilization”. n = 8. Full blots with samples from biological
triplicates are shown in Figures S2-54. (B) Summary of the involved enzymes subdivided by
individual UTR-derived sRNAs. Colors represent the enzymes also depicted in Figure 3A. (C-F)
Northern blots illustrating the processing and maturation of UdsA, UdsB, UdsC and UdsH. 10 ug
of total RNA per lane. 55 rRNA serves as loading control. Northern blot of pnp and wild type in
(C) was first published by Spanka et al. [37] under Creative Commons Attribution 4.0 International
License (https:/ /creativecommons.org/licenses/by/4.0/, accessed on 7 November 2021).

Overall, the predicted generation mechanisms and the enzymes which are involved in
the processing reactions in vivo agree in most cases (Table 1). The northern blots for UdsA
and UdsG also hint to an involvement of RNase E, the results are, however, not as clear as
for other sSRNAs (Figures S2A and S4A).

2.4. Growth Conditions Impact the UTR-Derived sSRNA Levels
2.4.1. Uds’ Abundances Are Growth Phase Dependent

To analyze the impact of growth phase on maturation of UTR-derived sRNAs, R.
sphaeroides liquid cultures were incubated for 72h, and total RNA was isolated during
the exponential (5h), early stationary (24h) and late stationary phases (72h). More-
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over, outgrowth (OG) cultures were inoculated after 24h and 72h and cultivated for
1h (Figure 4). The Uds sRNA levels were strongly dependent on growth phase: UdsA and
UdsC were highly abundant in the exponential phase (5h after inoculation) and during
the outgrowth after 24 h but could hardly be detected in the samples from the stationary
phase (Figure 4B,D). Other sRNAs such as UdsF and UdsH are highly enriched during the
early stationary phase (log>fold change > 1.25; Figure 4E,F). Furthermore, a general trend
could be observed in the samples taken during the late stationary phase, when nearly all
sRNA levels showed lower abundances compared to the exponential phase (Figure 4I).
The sRNAs UdsB, UdsC and UpsM are processed by RNase E (this study and [20]). Since
the precursor RNAs can be detected on northern blots, we quantified these signals and
calculated the ratio sSRNA /pre-sRNA (Figure 4H). Remarkably this ratio increases after
24 h for the sSRNAs UdsB and UpsM (two-sided Student’s t-test, p-value < 0.05), whereas
the ratio is not significantly changed comparing the exponential phase and the 24 h out-
growth (two-sided Student’s t-test, p-value > 0.05). This observation suggests an increased
processing of the SRNAs UdsB and UpsM by RNase E during the early stationary phase.

Table 1. Comparison of the predicted generation mechanisms for the described UTR-derived sRNAs and the determined
enzymes, which are involved in processing and maturation in vivo.

sRNA Origin Predicted 5' End Predicted 3’ End Involvement of RNases/Hfq In Vivo
UdsA 5 UTR TSS RNase E RNase III, RppH, PNPase
UdsB 3’ UTR RNase E terminator RNase E, PNPase

UdsC 3’ UTR RNase E terminator RNase III, RNase E, PNPase, Hfq
UdsD 3’ UTR RNase E terminator/PNPase PNPase

UdsE 5 UTR TSS unknown RNase E, PNPase

UdsF 5 UTR TSS unknown Hfq, PNPase

UdsG 5 UTR TSS RNase E PNPase

UdsH 3’ UTR RNase E terminator RNase III, RNase J, RNase E, PNPase

To investigate the influence of an altered promoter activity on the sSRNA levels, tran-
scriptional promoter fusions were constructed. For the 5’ Uds’, only the promoter sequence
was fused to mVenus. In contrast to that, two sequences were used for each of the 3’ Uds”:
the upstream coding sequence (CDS) and a longer fragment containing the promoter of the
upstream gene and the CDS (Figure 5A,B). This strategy allows the detection of putative
internal promoters in case of 3’ UTR-derived sRNAs. According to the upstream sequences,
the promoters of udsA and udsH depend on the alternative sigma factors RpoHj/RpoHy
and the promoter of RSP_7527-udsC is RpoHp dependent (Table S1). Promoter sequences
of the other UTR-derived sRNAs do not accord with the published RpoH;/RpoHj; or
RpoHjy consensus motifs [49]. The growth experiment was repeated with wild type strains
harbouring the described plasmids. To avoid misleading results caused by the high protein
stability followed by an accumulation of mVenus, samples were only taken after 5h and
24 h of cultivation and from the outgrowth cultures. The normalized fluorescence intensi-
ties varied substantially among the different promoter constructs, ranging from an F/OD
of 100 (UdsH) to 4000 (UdsB) after 5h of cultivation (Figure S6). For those two sRNAs
in particular, the constructs harbouring only the CDS exhibited a detectable fluorescence
signal, which was nevertheless lower than the signal from the promoter + CDS constructs
(Figure S6). This indicates a transcription of the sSRNA by two promoters, one belonging to
the cotranscribed gene and one located in the open reading frame. Except for the UdsG
promoter, the activity of all other promoters was increased or decreased when comparing
the early stationary phase and respective outgrowth to the exponential phase. The 3’
derived UdsC and UdsD are exclusively transcribed by the promoter of the upstream gene,
while for UdsB and UdsH additional promoter activity within the upstream coding region
was detected.
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Figure 4. The UTR-derived sRNA levels strongly depend on the growth phase. (A) R. sphaeroides wild type cultures were
incubated for 72 h under microaerobic conditions. Cells were harvested at the depicted times (red dots). After 24 h and 72h,
outgrowth cultures were inoculated. (B—G) Total RNA from the depicted samples was analyzed by northern blot using
specific probes against UdsA to UdsH and UpsM. The sRNA levels vary throughout the different growth phases and can be
increased or decreased when compared to the levels during the exponential phase. Loading control: 55 rRNA. Full blots
with samples from biological triplicates are shown in Figure S5. Membranes were used with multiple probes: UdsA, UdsD
and UdsE; UdsB, UdsG,UdsH and UpsM; UdsC and UdsF. (H) Signals of the sSRNAs UdsB, UdsC and UpsM and their
corresponding pre-sRNAs were quantified and the ratio was calculated (y-axis). Bars indicate the mean value, every dot
represents one biological replicate, n = 3. Groups were compared with the two-sided Student’s t-test: * p-value < 0.05; n.s.
not significant. (I) logyfold changes were computed comparing the SRNA abundances during the growth phases with the
respective signal in the 5h sample. Quantification based on northern blot data, n = 3.

Next, we compared the observed sRNA levels and corresponding promoter activities
using a trend heatmap (Figure 5C). For every sSRNA and promoter construct the relative
change in signal intensity comparing the 24 h and outgrowth sample to the exponential
phase was computed. Samples with a log,fold change > 0.65 were classified as “increased”,
logyfold change < —0.65 as “decreased” and all others as “no change”. In case of UdsA the
changes of sRNA level and promoter activity show the same trend in the 24 h outgrowth
cultures. For all other sSRNAs the changes of sSRNA levels cannot be solely due to changed
promoter activity. This points to an important role of SRNA maturation in the growth
phase dependent expression of SRNAs.
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Figure 5. The UTR-derived sRNA promoter activity is growth phase dependent but does not
represent the observed sRNA level in all cases. (A) Overview of the transcriptional promoter fusions
used in this study. (B) The plasmids were conjugated in the wild type strain and the fluorescence
intensity was measured after 5h, 24h and from the outgrowth culture. x-axis: sample. y-axis:
log,fold change of the indicated timepoint vs. signal during exponential growth phase (5h). Green:
promoter sequence. Blue: coding sequence (CDS). Yellow: promoter + coding sequence. n = 3.
Every dot represents the mean value of two technical replicates. Signals F/ODgg are shown in
Figure S6. (C) Classification of the SRNA level and the promoter activity, based on northern blot data
and fluorescence intensities. Red: increased compared to the exponential phase. Blue: decreased
compared to the exponential phase. White with horizontal dash: no change.

2.4.2. External Stressors Affect the SRNA Abundances

Previous studies highlighted the important role of SRNAs during the oxidative stress
response in R. sphaeroides (e.g., [46,50,51]). We asked whether stress conditions also affect
the levels of UTR-derived sRNAs by influencing their maturation. Wild type cultures were
incubated with 1 mM H,0,, grown in 'O, generating conditions or exposed to a heat shock
at 42°C. RNA samples were taken before and after the treatment and subsequentially
analyzed via northern blot (Figure 6). The abundances of nearly all Uds’ are influenced
by at least one external stressor; only UdsD and UdsH showed a more or less stable
signal independently of the growth condition (Figure 6A). The sRNA UdsC showed a
strong dependence on oxidative stress that was induced by hydrogen peroxide and singlet
oxygen (mean logyfold change > 0.65, Figure 6B). A general trend could be observed after
heat shock induction, since all SRNA abundances were reduced except of the UdsD and
UdsH levels.
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Figure 6. UTR-derived sRNAs are influenced by various stress conditions. (A) Exponentially growing
R. sphaeroides liquid cultures were exposed to oxidative (1mM H,0,, 10 min), singlet oxygen (10,,
10 min) or heat stress (42 °C, 30 min). Samples for RNA isolation were harvested before and after the
indicated time. Northern blot analysis of biological triplicates, 10 pg total RNA per lane. 55 rRNA
served as loading control. Uncut northern blots are shown in Figures S7 and S8. (B) log,fold changes
(treated vs. non-treated) were computed based on the northern blot data. Every dot represents one
biological replicate. n = 3.

All promoter activities under stress conditions were tested for those sSRNAs which
exhibited logyfold changes > 0.65 or <—0.65 on the northern blot under stress conditions
(eight combinations of stress condition and construct in total, Figure 7). We only observed
an increased fluorescence intensity for the promoter construct of UdsC under H,O, stress
and a decreased signal of the UdsC promoter during singlet oxygen stress (Figure 7A,B). In
contrast to that, a shift to 42 °C led mainly to constant signals and only the strain harbouring
the promoter fusion of RSP_0557 (positive control) showed an increasing fluorescence
intensity over time (Figure 7C). Next, the change in fluorescence signal was categorized
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to visualize the trends as described above (Figure 7D). Similar to the analyzed growth
experiments, only one comparison showed the same trend between the SRNA levels and the
corresponding promoter activities. These results strongly suggest that UTR-derived sRNA
levels rely on transcription rate and factors like processing events or altered degradation
rates which contribute to the mature SRNA abundances. Nevertheless, no specific precursor
RNAs or enriched degradation products could be found that might be linked to the function
of one specific ribonuclease responsible for that particular processing reaction.
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Figure 7. Oxidative and heat stress have a major impact on several UTR-derived sSRNA promoter
activities. Fluorescence intensity of the wild type harbouring the indicated plasmids was measured
before and after treatment with 1 mM H,0, (A), 10, stress (B), 42 °C heat stress (C) and the logfold
changes were calculated. x-axis: sample. y-axis: logyfold change treated vs. non-treated. Green:
promoter sequence. Blue: coding sequence (CDS). Yellow: promoter + coding sequence. Color
intensity indicates duration of induction. n = 3. Every dot represents the mean value of two technical
replicates. The promoters of RSP_0557 (unpublished data) and 16S rRNA (McIntosh et al., 2019) were
used as positive controls for the indicated growth conditions. Signals F/ODggg are shown in Figure
S9. (D) Classification of the SRNA level and the promoter activity, based on northern blot data and
fluorescence intensities. Red: increased compared to non-treated sample. White with horizontal dash:
no change. Blue: decreased compared to non-treated sample. White without dash: data not collected.

logoFC
treated vs. non-treated

Analyzing RNA-Seq data from R. sphaeroides grown under iron limitation revealed
that the RNase E generated UdsB was slightly less abundant compared to the control grown
in media with supplemented iron. However, the RSP_1771 part of the RSP_1771-udsB
cotranscript was more abundant. This prompted us to investigate if the RNase E mediated
processing of UTR-derived sSRNAs is influenced by iron availability during the exponential
growth phase. Total RNA was isolated from R. sphaeroides cultures grown in malate minimal
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media supplemented with iron or under iron depleted conditions [52] and analyzed via
northern blot. RNase E is involved in maturation of SorX, UpsM, CcsR1-4, UdsB and UdsC
from precursors ([15,17,20]; this study). We therefore quantified the mature sRNA levels
and, if possible, the respective precursor RNAs from northern blots (Figure 8A-E). Next,
the logyfold changes between iron replete and iron deplete conditions and the signal ratios
were computed (Figure 8F,G). We observed that the ratio of SRNA to precursor sRNA is
significantly reduced for SorX and UdsC when the cultures were grown in iron depleted
medium, indicating a reduced processing rate by RNase E for these sSRNAs (two-sided
Student’s t-test, p-value < 0.001). In contrast to that, the ratio of UdsB/pre-UdsB was not
significantly decreased, and in the case of UpsM, the ratio even increased (Figure 8C,G).
Our results indicate that RNase E processing of UTR-derived sRNAs is modulated under
iron limiting growth conditions in a substrate dependent manner.
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Figure 8. Iron availability influences the RNase E dependent processing of UTR-derived sRNAs. Total
RNA from R. sphaeroides wild type cultures grown in media supplemented with iron (+Fe) or after
iron depletion (—Fe) was isolated and analyzed via northern blot. Membranes were hybridized with
probes directed against SRNAs which are processed by RNase E: SorX (A), UdsB (B), UpsM (C), UdsC
(D) and CcsR1 (E). The experiment was performed in biological triplicates. 5S rRNA served as loading
control. Full blots with samples from biological triplicates are shown in Figure S10. (F) log,fold
changes of the mature SRNA species were calculated comparing the —Fe and +Fe conditions. Grey
bars indicate the mean value, every dot represents one biological replicate, n = 3. (G) Signals of
the sSRNAs and pre-sRNAs were quantified and the ratio was calculated (y-axis). Bars indicate the
mean value (+Fe: yellow, —Fe: green), every dot represents one biological replicate, n = 3. Groups
were compared with the two-sided Student’s t-test: *** p-value < 0.001; ** p-value < 0.01; n.s. not
significant. Signal of the CcsR1 precursor was too low for quantification.

3. Discussion

Our data demonstrate that the maturation of SRNAs from UTRs is an important step
for the control of sSRNA levels. As a result, levels of the co-transcribed mRNA and sRNA
can respond differently to environmental changes. Why may such differential regulation
be appropriate? To address this question, it is important to know the function of the mRNA
and the function of the sSRNA, which is unfortunately the case for only a few examples.
Transcription of mRNA and the UTR-derived sRNA from the same promoter leads to
the production of similar levels of both, and to the same transcriptional regulation. This
seems reasonable if both RNAs have a function in the same pathway and/or affect the
same physiological process as already shown for some UTR-derived sRNAs. e.g., CpxQ
is derived from the 3’ UTR of cpxP and both RNAs are involved in the inner membrane
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stress response in Salmonella enterica [26]. In the same bacterium, NarS is derived from the
3’ UTR of narK that encodes a nitrate transporter. NarS is involved in the cross-regulation
of nitrate and nitrite transport [53]. In enterohemorrhagic E. coli, StxS is derived from the 5’
UTR of stx1AB for Shiga toxin 1 by premature transcriptional termination. StxS represses
Shiga toxin 1 production under lysogenic conditions [54]. In Pseudomonas aeruginosa rhil
encodes the enzyme for AHL synthesis. RhIS is derived from its 5 UTR of rhIl and is
required for the production of normal levels of AHL [55]. In E. coli, MalH is derived from
the 3’ UTR of the maltose uptake operon malEFG and contributes to alternative carbon
source utilization by affecting maltoporin expression [56]. The product of argR and the 3’
UTR-derived ArgX, both regulate the arginine deiminase pathway in Lactococcus lactis [57].
Some UTR-derived sSRNAs were also characterized in R. sphaeroides: the 3’ UTR-derived
SorX and the ompR1 mRNA, both function in the oxidative stress response [15,58]. The 3’
UTR-derived PcrX RNA and the puf operon are required for formation of photosynthetic
complexes and their regulation [19]. The CcsR1-4 RNAs are derived from the 3’ UTR of
ccaF1 (RSP_6037), which encodes a small RNA-binding protein required for the maturation
of CcsR and other sRNAs [17,18]. It seems reasonable that all these sSRNAs are under the
control of the same promoter as the related mRNA. Why have another level of regulation
at the step of SRNA maturation?

Many bacterial genes are organized in polycistronic operons and consequently regu-
lated by the same promoter. Nevertheless, an additional regulation at the posttranscrip-
tional level can result in a different abundance of mRNA segments that determine the
stoichiometry of the resulting proteins. In case the of e.g., the puf operon of R. capsulatus,
this is due to segmental differences in mRNA stability [59]. Differences in initiation of
translation for individual genes of an operon were demonstrated e.g., for the atp operon [60]
or the gal operon [61] in E. coli. Partial transcriptional termination leads to differential
expression of the genes in e.g., the E. coli rpsO-pnp operon [62]. It is conceivable that in case
of UTR-derived sRNAs the change of the ratio of the SRNA and mRNA is favorable under
certain environmental conditions, but this needs to be tested in the future.

Although our data demonstrate that environmental factors can influence maturation of
UTR-derived sRNA and also point to some of the mechanisms involved in the maturation
of the individual sSRNAs, the exact mechanisms underlying the regulation need further
investigation. If a second promoter is contributing to the generation of a 3’ UTR-derived
sRNA, this may of course lead to an expression pattern that is different from that of the
mRNA. But transcriptional regulation may also account for different levels of RNases or
indirectly affect the level of an UTR-derived sSRNA. In case of the R. sphaeroides SRNA UpsM,
growth phase-dependent levels are mediated by base pairing to another sSRNA, StsR [21].
UpsM is derived from the 5" UTR of the dcw (division and cell wall synthesis) gene cluster
in R. sphaeroides by partial transcriptional termination [20]. The orphan sRNA StsR is
induced during the stationary growth phase by the alternative sigma factors RpoHyj y; [48].
StsR base pairs to UpsM and the 5" UTR of the dcw genes, resulting in a structural change
which gives access to an RNase E cleavage site within the upsM sequence. Interestingly, the
interaction to StsR and the subsequent cleavage of the dcw 5" UTR also affects read through
into the dcw genes [21].

Furthermore, the amount or activity of the RNases may be altered in response to
environmental cues. Changing amounts of RNases can be due to transcriptional regulation
or proteolysis. Quantitative mass spectrometry data from a previous study [63] revealed
that the protein levels of several RNases vary through the different growth phases, which
includes significant changes in RNase E, III, P, PNPase and also Hfq levels (Figure 9).
This may influence both the processing and stability of UTR-derived sRNAs and thus
contribute to a modulation of sRNA level dependent on the growth phase. Moreover,
post-translational modifications can alter the stability of RNases (reviewed in [64]). e.g.,
higher levels of RNase R were reported under stress or in stationary phase in E. coli [65] and
attributed to stress-dependent reduction of acetylation [66]. The activity of RNases can be
affected by post-transcriptional modifications or by cellular localization (reviewed in [64]).
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This might also be the case for RNase E: We observed an increased RNase E mediated
processing of two UTR-derived sRNAs during the early stationary growth phase (Figure 4),
although the protein level was about 35% reduced (Figure 9) and the promoter activities
of these UTR-derived sRNAs remained constant (Figure 5). In case of heat stress, it is
also conceivable that changes in RNA structure can lead to altered maturation. Our study
reported an influence of iron depletion in the maturation of several sSRNAs by RNase E.
However, the RNase E dependent maturation of other sSRNAs was not influenced by iron
availability, excluding a general effect of iron availability on RNase E activity.
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Figure 9. The levels of several RNases and of the RNA chaperon Hfq vary at different stages of
growth as determined by quantitative mass spectrometry. R. sphaeroides wild type cultures were
grown under microaerobic conditions and sampled in mid exponential phase (ODggp = 0.5), in
transition to stationary phase (11 h after inoculation, ODggp =~ 1.0), in early stationary phase (24h
after inoculation, ODgg ~ 1.8) and in late stationary phase (72 and 144 after inoculation, ODggp =~ 1.1)
and a quantitative proteome analysis was performed as described in Bathke et al. [63]. Values for the
RNases and for Hfq are taken from the data set of this publication.

Most likely, it will not be possible to address the exact mechanisms underlying regu-
lated SRNA maturation at a global scale. A better understanding of the importance and the
role of UTR-derived RNAs will need a closer look at the maturation processes and their
regulation in the future.

4. Material and Methods
4.1. Bacterial Strains and Growth Conditions

The strains used in this study are described in Table S2. Erlenmeyer flasks with a
volume of 50 mL were filled with 40 mL of malate minimal media. Microaerobic Rhodobacter
sphaeroides (recently renamed Cereibacter sphaeroides [67]) cultures were incubated at 32 °C
under continuous shaking in the dark, resulting in a dissolved oxygen concentration of
25uM to 30 uM [68]. To apply organic peroxide stress, H,O, (1 mM final concentration) was
added to the liquid cultures. Aerobic cultivation with induction of photooxidative stress
was performed as described by Glaeser and Klug [69]. Briefly, microaerobic liquid cultures
were shifted to aerobic growth conditions (approximately 180 uM). They were cultivated
in the dark at 32 °C in air-gassed Meplat flasks. Methylen blue acts as a photosensetizer
and was added in a final concentration of 0.2 pM. During the exponential growth phase,
the cultures were exposed to white light (800 W m?) to induce the generation of 1O,. For
the heat shock experiments, pre- and main cultures were incubated at 32 °C in the dark
under microaerobic conditions. During the exponential growth phase, cultures were
shifted to a 42°C preheated water bath where they were incubated for 30 min under
continuous shaking. To generate iron limitation, cultures were treated as described in
Remes et al. [68]. Cultures were grown in medium without supplemented iron with
2,2'dipyridyl (30 M, Merck) for three times. In the last pre-culture and in the experimental
culture, no 2,2'dipyridyl was added.
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4.2. Construction of a rppH and a ybeY Deletion Strain

Deletion of the gene rppH (RSP_0931) in the Rhodobacter sphaeroides 2.4.1 wild type
strain [70] was carried out by homologous recombination and insertion of a kanamycin
resistance gene. The up and down fragments were amplified by PCR using the primer
pairs KO_RSP0931_up_f /KO_RSP0931_up_r and KO_RSP0931_dw_f /KO_RSP0931_dw_r.
Both fragments were cloned in pPHU281 with EcoRI/BamHI and BamHI/HindIII. The
kanamycin resistance gene was inserted between the fragments with BamHI. The plasmid
was transformed to E. coli 517-1 and then transferred to Rhodobacter sphaeroides 2.4.1 by
diparental conjugation. Positive clones were selected on malate minimal agar containing
25 ug mL~! kanamycin.

The same procedure was also applied to delete the gene ybeY (RSP_3598) in the
Rhodobacter sphaeroides 2.4.1 wild type strain. For the up and down fragment amplification
the primer pairs KO_3598_ybeY_up_f/KO_3598_ybeY_up_r and KO_3598_ybeY_dw_f
/KO_3598_ybeY_dw_r were used. Plasmid construction was carried out as described
above but with a gentamicin resistance gene instead (taken from pPHU45(}). Clones were
selected on malate minimal agar containing 10 pg mL~! gentamicin.

4.3. Promoter Activity Assay

DNA fragments harbouring the putative promoter sequences of every UTR-derived
sRNA were amplified and fused to the mVenus gene using plasmid pPHU231 as de-
scribed by Charoenpanich et al. [71] and McIntosh et al. [72]. Restriction enzyme cleavage
sites (HindIII/Xbal) were incorporated via the primer sequences as well as a strong ribo-
some binding site (AGGGGAGAAG). Final plasmids were conjugated to the Rhodobacter
sphaeroides wild type using the E. coli S17-1 strain. Liquid cultures were incubated as
described above and prediluted to an ODgg of 0.15. Volumes of 100 pL liquid culture were
transferred to transparent 96-well plates and fluorescence was subsequently measured in
the Tecan Infinite M Nano (Tecan Group AG). Primer sequences and cloned constructs are
provided in Tables S3 and S4.

4.4. Reverse Transcription (RT) PCR

RT-PCR was performed using the Brilliant III Ultra-Fast SYBR Green QRT-PCR Master
Mix (Agilent #600886) according to the manufacturer’s manual. DNA free total RNA
extracted from exponentially growing wildtype cultures served as template for the reaction.
The RT-PCR products were separated on 10% polyacrylamide gels and visualized with
ethidium bromide staining.

4.5. Northern Blot Analysis

Total RNA was isolated with the hot phenol method [73]. DNase treatment was
performed according to the manufacturer’s instructions (Invitrogen #AM1907). The elec-
trophoretic separation on denaturing PAA urea gels was conducted as described by
Berghoff et al. [46]. The oligonucleotides were end-labeled using T4 polynucleotide kinase
(T4-PNK, Thermo Scientific, Waltham, MA, USA) with [y32P]-ATP (SRP-301, Hartmann
Analytic) according to the manufacturer’s protocol. Oligonucleotides used in this study are
listed in Table S4. The membranes were washed in 5x SSC buffer after overnight incubation
with the labeled oligonucleotides. Sealed membranes were then exposed to a screen for
48h. The QuantityOne 1-D Analysis Software (BioRad, version 4.6.6) was used to quantify
the signals. All SRNA signals were normalized to the 55 rRNA signal which was used as a
loading control.

4.6. Bioinformatical Analysis

All differential RNA 5 and 3’ ends which are RNase E-, RNase III- or PNPase-
dependent were identified with XPEAP as described earlier [37]. Parameters used for
the computation were: logyfold change cutoff <—1 or >+1 ; adjusted p-value < 0.05
(Benjamini-Hochberg algorithm). Rho-independent transcription terminator prediction
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was performed using TransTherm HP [74]. Prediction of 5'/3'UTRs and TSS was car-
ried out by Remes et al. [48] based on differential NGS RNA-Seq data from Rhodobacter
sphaeroides 2.4.1. All known and predicted sRNAs in Rhodobacter sphaeroides 2.4.1 were
first classified according to their genomic origin. Overlaps between annotated sSRNAs and
predicted 5’ /3'UTRs were computed with BEDtools window (version 2.25.0, options -s
-wa -wb; [47]). Further, for every annotated sRNA all overlaps with (a) predicted transcrip-
tion start sites (TSS), (b) Rho-independent transcription terminators and (c) differential
RNA 5'/3’ ends that depend on RNase E, RNase III or PNPase were identified using
the same function with a window size of 5 nt (10 nt for Rho-independent terminators).
Next, windows from position —5 nt to +5 nt at 5" and 3’ ends of all SRNAs were defined.
All overlapping features that could be assigned to these windows were considered as
the putative generation mechanism of this particular sSRNA. Multiple overlaps per site
were allowed. The read data of all described mutant strains are deposited on NCBI Gene
Expression Omnibus: PNPase and RNase III mutant strains (NCBI GEO accession number:
GSE156818) and thermosensitive RNase E mutant strain (NCBI GEO accession number:
GSE71844, published in Forstner et al. [16]).
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ABSTRACT

Many different protein domains are conserved
among humerous species, but their function remains
obscure. Proteins with DUF1127 domains number
>17 000 in current databases, but a biological func-
tion has not yet been assigned to any of them. They
are mostly found in alpha- and gammaproteobac-
teria, some of them plant and animal pathogens,
symbionts or species used in industrial applica-
tions. Bioinformatic analyses revealed similarity of
the DUF1127 domain of bacterial proteins to the
RNA binding domain of eukaryotic Smaug pro-
teins that are involved in RNA turnover and have a
role in development from Drosophila to mammals.
This study demonstrates that the 71 amino acid
DUF1127 protein CcaF1 from the alphaproteobac-
terium Rhodobacter sphaeroides participates in mat-
uration of the CcsR sRNAs that are processed from
the 3 UTR of the ccaF mRNA and have a role
in the oxidative stress defense. CcaF1 binds to
many cellular RNAs of different type, several mR-
NAs with a function in cysteine / methionine / sul-
fur metabolism. It affects the stability of the CcsR
RNAs and other non-coding RNAs and mRNAs. Thus,
the widely distributed DUF1127 domain can mediate
RNA-binding, affect stability of its binding partners
and consequently modulate the bacterial transcrip-
tome, thereby influencing different physiological pro-
cesses.

GRAPHICAL ABSTRACT
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INTRODUCTION

Bacterial genomes typically harbor many small open read-
ing frames that have not been annotated in the past due to
their small size. More recently it has emerged that small pro-
teins participate in a multitude of cellular processes (1,2).
Although only a minor fraction of the small proteins could
be analyzed up to now, they exhibit a great diversity in their
mechanisms of action and their physiological functions. Im-
portant roles for small proteins in e.g. cell division, trans-
port, spore formation and signal transduction have been un-
raveled (2).

This study uncovers a new function for a small protein
from Rhodobacter sphaeroides and, to the best of our knowl-
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edge, represents the first functional assignment to a mem-
ber of the DUF1127 proteins. Rhodobacter sphaeroides is
a facultative phototrophic alphaproteobacterium living in
fresh and brackish water habitats. If sufficient oxygen is
available, it can perform aerobic respiration. When oxy-
gen becomes limiting or under anaerobic conditions, ATP
is produced by anoxygenic photosynthesis, anaerobic res-
piration or fermentation. Since the simultaneous presence
of (bacterio-) chlorophylls, light and oxygen leads to the
production of the harmful singlet oxygen, the formation of
photosynthetic complexes is tightly controlled by redox and
light signals (3-6). Furthermore, R. sphaeroides has devel-
oped a complex regulatory network consisting of proteins
and sRNAs to defend against singlet oxygen stress (7-11).
To date several different SRNAs that are induced by oxida-
tive stress and have roles in oxidative/singlet oxygen stress
response have been investigated in R. sphaeroides (12-17).
By interacting to the mRNA for the transcriptional regu-
lator FIhR, the four homologous sRNAs CcsR1-4 mod-
ulate the C1 metabolism and the pyruvate dehydrogenase
complex in response to various stresses (18). As a conse-
quence, the pool of the reductant glutathione is increased
and aerobic electron transport, a main source of reactive
oxygen species (ROS), is reduced. The CcsR1-4 sRNAs are
derived from the 3’ UTR of the RSP_6037 mRNA (Figure
1A). Transcription of the RSP_6037-CcsR genes is initiated
at a RpoHI/RpoHII-dependent promoter (18).

The two alternative sigma factors RpoHI and RpoHII
are known to activate many genes in R. sphaeroides under
a variety of stress conditions (8,19,20) and are also impor-
tant for outgrowth after long stationary phase (21). Each
CcsR RNA harbors two hairpin—loop structures and each
loop contains a CCUCCUCCC anti-Shine Dalgarno se-
quence (7) that prompted Reinkensmeier and Giegerich (22)
to name them ‘Cuckoo’ RNAs. RSP_6037 encodes a small
protein of unknown function of 71 amino acids. Amino
acids 23-62 constitute a DUF1127 domain (18). More than
17,000 bacterial protein sequences with DUF1127 domains
in about 4000 bacterial species are listed in InterPro and
the number is steadily increasing (23). The DUF1127 do-
main consists of 45-50 amino acids and often covers al-
most the entire protein. Alternatively, the DUF1127 do-
main is located at the C-terminus of slightly larger pro-
teins with 60-75 amino acids. DUF1127 proteins are widely
distributed among Alpha- and Gammaproteobacteria and
mostly found in the orders Rhizobiales, Rhodobacterales,
Enterobacteriales and Pseudomonales. Our previous work
demonstrated that RSP_6037 influences the amounts of the
CcsR RNAs, that are produced from the 3 UTR of the
RSP_6037 transcript (18).

According to Reinkensmeier and Giegerich (22) adja-
cency to ORFs with DUF1127 domains defines an or-
thologous subgroup of Cuckoo RNAs that is character-
ized by this genomic context. This subgroup, labeled CIN1
(conserved intergenic neighborhood 1), is present only
in the Rhodobacteraceae, Brucellaceae, Rhizobiaceae and
Phylobacteraceae (22). Barnett et al. (24) found that the
RSP_6037 ortholog SMc02051 (47 aa) from Sinorhizobium
meliloti 1021 has a RpoHI and RpoHII responsive ex-
pression as described for the CcsR locus in Rhodobacter
sphaeroides (Figure 1B). Interestingly, a similar responsive-

ness was observed for an adjacent DUF1127-containing
ORF (SMc02052). SmMc02051 also has adjacent Cuckoo
RNAs with a predicted o 7%-dependent promoter and is clas-
sified as a CIN1 member (25).

Here, we present major advancements in the investigation
of RSP_6037 as a model for the DUF1127 domain contain-
ing ORFs that are adjacent to Cuckoo RNAs and demon-
strate that this DUF1127-containing protein binds RNAs
and can affect RNA stability.

MATERIALS AND METHODS
Bacterial strains and growth conditions

Rhodobacter sphaeroides strains (listed in S1 Table) were
cultivated in a malate minimal-salt medium or on solid
medium containing 1.6% (w/v) agar at 32°C in the dark
(26). For microaerobic growth conditions (25-30 M of dis-
solved oxygen) Erlenmeyer flasks filled up to 80% of the
maximum volume were shaken at 140 rpm. When necessary,
tetracycline (2 pg ml™") or spectinomycin (10 wg ml~!) was
added to liquid and solid growth media. Stress conditions
were generated by a final concentration of 300 uM tBOOH,
1 mM H,0, or 250 uM paraquat (O>) or by temperature
shift to 42°C under microaerobic conditions.

To culture Escherichia coli strains (listed in S1 Table), cells
were continuously shaken at 180 rpm in Luria—Bertani (LB)
medium at 37°C or grown on solid growth media containing
1.6% (w/v) agar. When necessary, tetracycline (20 g ml~")
or spectinomycin (10 g ml~') was added to the media.

S. meliloti 1021 was cultivated similar to R. sphaeroides
strains using TY medium (27).

Construction of overexpression plasmids

For construction of a plasmid for constitutive overexpres-
sion of the small DUF 1127 protein CcaF1 (RSP_6037) from
R. sphaeroides 2.4.1 without the SRNA cluster CcsR1-4 but
with the terminator structure of this gene-locus at the 3’
end, a 310 bp fragment of the ccaFI (RSP_6037) gene lo-
cus (primers: CcaF1_f and CcaFlint_r; Supplementary Ta-
ble S2) and a 135 bp fragment of the terminator sequence
(primers: CcaFlint_f and CcaF1_r; Tabel S2) were ampli-
fied by PCR using chromosomal R. sphaeroides 2.4.1 DNA
as template. Both fragments have an overlapping region.
By a second PCR step both fragments were fused result-
ing in a 445 bp fragment of the ccaFl (RSP_6037) gene
sequence and the terminator sequence. The corresponding
fragment was sub-cloned into the BamHI and EcoRI sites
of the pJET1.2 cloning vector (Thermo Fisher Scientific,
Waltham, MA, USA) and, after digestion with the corre-
sponding restriction enzymes, ligated into the expression
vector pRK4352 (28).

The constitutive overexpression of the ccaFl
(RSKD131.0402) gene from R. sphaeroides KDI131
(Primers are listed in Supplementary Table S2) was
performed in the same way like for ccaFI (RSP_6037)
from R. sphaeroides 2.4.1, but using chromosomal R.
sphaeroides KD131 DNA as template. The constitutive
overexpression of the sRNA cluster CcsR1-4 and the
whole gene locus from R. sphaeroides KD131 (primers are
listed in Supplementary Table S2) was performed in the
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A

PRpoH,/RpoH,,
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!

ccaF1
B

Sinorhizobium meliloti 1021

PRpoH,/RpoHH

Rhodobacter sphaeroides 2.4.1

2222

RSs_0680a-d

CcsR1-4

NfeR1-2 (CcsR1-2)

RSP_2091

SMc02051 SMc02052
1 !

ccaF1 ccaF2

Figure 1. Schematic representations of the CcsR-RNA/DUF1127-protein loci in R. sphaeroides 2.4.1 and S. meliloti 1021. (A) Genomic context of the
DUF1127 protein RSP_6037/CcaF1 (red) and the CcsR1-4 sRNAs (light blue) from R. sphaeroides 2.4.1. The protein-sRNA operon is preceded by a
RpoHI/RpoHII promoter (black arrow) and a Rho-independent terminator structure is located at the 3" end (modified from Billenkamp ez al. (18)). (B)
Corresponding locus of CcsR(NfeR)-RNAs and DUF1127 proteins in S. meliloti 1021. Open reading frames of the DUF1127 proteins are colored red,
while SRNAs are colored in light blue. An RpoHI/RpoHII dependent promoter and a terminator are indicated by an arrow and a hairpin structure.

same way as described in (18), but using chromosomal
R. sphaeroides KD131 DNA as template. The resulting
overexpression plasmids were conjugated from E. coli
S17-1 to R. sphaeroides 2.4.1 (29).

Construction of 3xFLAG-tagged CcaF1 and RSP_0557 ex-
pression strains

The R. sphaeroides RSP_6037 and RSP_0557 loci
were amplified by PCR of pRK6037 and pBBRO0557
(17) plasmid DNA using primers CcaFIFLAG_NT_f
and CcaFIFLAG_NT.r or RSPO557FLAG_NT_f and
RSPO557FLAG_NT_r (primers are listed in Supplemen-
tary Table S2). The amplified fragments start with an ATG
start-codon at the 5" end followed by the 3xFLAG sequence
at the N-terminus and the ccaF1 (RSP_6037) or RSP_0557
gene. The fragment was sub-cloned into the BamHI and
EcoRI sites of the pJET1.2 cloning vector (Thermo Fisher
Scientific, Waltham, MA, USA) and ligated into the
pRK4352 overexpression vector (28) after digestion with
suitable restriction enzymes. The resulting overexpression
plasmids pRKCcaFIFLAG_NT and pRKO557FLAG_NT
were transferred from E. coli S17-1 to R. sphaeroides 2.4.1
by biparental conjugation (29).

Construction of a His-MBP-TEV-CcaF1 overexpression
plasmid

The Gibson assembly method was used to construct the
plasmids for heterologous protein expression. The used
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oligonucleotides (primers are listed in Supplementary Ta-
ble S2) provided overlaps of at least 20 nucleotides. Puri-
fied PCR fragments were used in equimolar concentrations
and the reaction was incubated for 60 minutes at 50°C.
Subsequently the reaction mixture was cooled to 4°C and
transformed into chemically competent cells of strain E. coli
DHS5a \pir (30).

Zone of inhibition, survival assay and spot assay

Zone of inhibition assay was performed as described in Li
et al. (31). The 5 mm filter-paper disks contain 5 pl of ox-
idative agent (200 wM paraquat or 700 wM tBOOH). The
plates were incubated for 48 h at 32°C in the dark and the
diameter of the zone of inhibition indicates the sensitivity
of the cells against the agent.

For determination of survival rates, cultures were grown
under microaerobic conditions. 300 uM tBOOH were
added and after 30 min, 60 min or 90 min dilutions were
plated on solid malate minimal-salt medium. The plates
were incubated for 48 h at 32°C in the dark. The number
of colonies of a control culture grown without the addition
of any oxidative stress agents was defined as 100% survival.

To test the growth behavior of the different strains in pres-
ence of various stresses we performed a spot assay. Cultures
were grown at 32°C in microaerobic condition. At an ODygg
0f 0.5 10 pl of different dilutions (10°~10~°) were spotted on
an agar plate containing the stress agents (10 uM CdCl,,
250 mM NacCl, 100 .M tBOOH). The plates were incubated
for 48 h at 32°C in the dark. For heat shock, plates were in-
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cubated at 42°C over-night and afterwards at 32°C. The in-
tensity of the spots was quantified by the 1D-Quantity One
software (Bio-Rad). The control spot (10°) was defined as
100% survival.

Determination of RNA half-life

The R. sphaeroides cultures of interest were incubated un-
der the desired growth condition (see bacterial growth con-
ditions) to an ODggp 0.5. After taking sample 7y, rifampicin
was added to a final concentration of 0.2 mg/ml. The cells
were harvested by centrifugation (10 000 rpm, 10 min, 4°C)
at defined time points and RNA was isolated.

RNA isolation

For RNA isolation R. sphaeroides cultures were grown to an
ODg60 nm 0.5 under the different growth conditions (see bac-
terial growth conditions). Cells were harvested by centrifu-
gation at 10 000 rpm for 10 min at 4°C. RNA was isolated
for Northern Blot analysis, RT-PCR and RNA sequencing
analysis using the hot phenol method (32) and precipitated
with 1/10x vol. 3 M sodium acetate pH 4.5 and 2.5x vol.
96% ethanol. For RNA sequencing the remaining DNA was
removed by TURBO-DNase treatment (Invitrogen).

Northern blot

For detection of small RNAs 7.5 pg total RNA were sepa-
rated on a 10% polyacrylamide gel containing 7 M urea. Af-
terwards RNA was transferred to Nylon membranes (Roth)
by semi-dry electroblotting. Oligodeoxynucleotides (listed
in S2 Table) for detection were labeled with [y-*?P]-ATP
(Hartmann Analytic) by T4 polynucleotide kinase (Fer-
mentas; #EK0031) and were hybridized overnight. Mem-
branes were exposed on phosphoimaging screens (Bio-Rad)
and analyzed by the 1D-Quantity One software (Bio-Rad).
For determination of mRNAs and precursor transcripts 10
wg total RNA were separated on a 1% (w/v) agarose 2.2 M
formaldehyde gel and transferred to nylon membrane by
vacuum pressure blotting. DNA fragments of the mRNAs
and precursor transcripts were labeled with [a-*>P]-dCTP
(Hartmann Analytic) using nick translation (nick transla-
tion kit; Amersham Pharmacia Biotech). Membranes were
hybridized overnight, exposed on phosphoimaging screens
(Bio-Rad) and analyzed by the 1D-Quantity One software
(Bio-Rad).

Co-immunoprecipitation

For co-immunoprecipitation R. sphaeroides pRKC-
caFIFLAG_NT and R. sphaeroides pRKCcaF1 or R.
sphaeroides pRKO557TFLAG_NT and R. sphaeroides
pRKO557 were grown under microaerobic conditions and
harvested in exponential growth phase (culture volume of
400 ml) by centrifugation at 10 000 rpm at 4°C. Pellets
were resuspended in 2 ml of cold lysis buffer (20 mM Tris
pH 7.5, 150 mM KCI, 1 mM MgCl,, | mM DTT) and
disrupted by sonication (33). Cell lysate was centrifuged
for 10 min at 13 000 rpm and 4°C, followed by an ultra-
centrifugation step (100 000 rpm, 1 h, 4°C). Afterwards

the supernatant was mixed with 40 nl of ANTI-FLAG M2
Magnetic Beads (Sigma-Aldrich) and incubated for 2 h,
at 4°C under rotation. Following five washing steps with
500 wl of lysis buffer, magnetic beads were resuspended in
500 pl of lysis buffer and RNA was isolated with phenol
and chloroform-isoamyl alcohol followed by precipitation
with 1/10x vol. 3 M sodium acetate pH 4.5 and 2.5x
vol. 96% ethanol overnight. The precipitated ColP RNA
was treated by DNase I (Invitrogen) to remove any DNA
contaminations. The isolated RNA was analyzed by RNA
sequencing and RT-PCR.

Reverse transcription (RT) PCR

ColIP RNA was analyzed after DNase-treatment by a re-
verse transcription (RT) PCR using the One-Step Brilliant
IIT QRT-PCR Master Mix Kit (Agilent). Each 10 ul re-
action mixture contained 5 pl Master Mix (supplied), 0.1
wl DTT (100 mM, supplied), 0.5 pl Ribo-Block solution
(supplied), 0.4 pl water, 1 pl of each primer (10 pmol/pl)
listed in Supplementary Table S2, and 2 il RNA (20 ng/ ).
The reactions were performed in a spectrofluorometric ther-
mal cycler (BioRad) and analyzed by BioRad CFXMan-
ager 3.0. Afterwards the RT-PCR products were separated
on a 10% polyacrylamide gel and analyzed by ethidium-
bromide staining.

Protein production and purification

Strain E. coli BL21 DE3 (New England Biolabs, Germany)
carrying a pET24c¢ plasmid was used for recombinant pro-
tein expression. Cells were grown in LB medium supple-
mented with kanamycin (50 mg/1) at 37°C under vigorous
shaking until an ODgy of 0.75 was reached. Subsequently
the culture was cooled for 10 min in an ice bath before pro-
tein expression was induced by addition of D-(+)-lactose-
monohydrate (12.5 g/1). The culture was then incubated at
16°C under vigorous shaking for 16 h. Cells were harvested
by centrifugation (5000 rpm, 10 min, 4°C), the resulting cell
pellet flash frozen in liquid nitrogen and stored at —20°C un-
til use.

For protein purification cells were resuspended in lysis
buffer (50 mM Tris-HCI, 500 mM NacCl, 50 mM KCl, 10
mM MgCl,-6H,0, 20 mM imidazole, | mM DTT, 0.02%
Tween20, pH 8) and lysed by sonication (Bandelin Sono-
plus). Cell debris and intact cells were removed by centrifu-
gation (20 000 rpm, 30 min, 4°C) and filtration. The ob-
tained lysate was then loaded onto a 5 ml HisTrap HP (GE
healthcare) column and equilibrated with lysis buffer using
the AKTA PURE25 system. The column was then washed
with 10 CV (column volume) lysis buffer. A linear gradient
of 3 CV elution buffer (50 mM Tris—HCI, 500 mM NacCl,
50 mM KCI, 10 mM MgCl,-6H,0, 600 mM imidazole, 1
mM DTT, 0.02% Tween20, pH 8) from 10 to 100% was used
to elute the protein, followed by 2 CV elution buffer. Elu-
tion fractions were analyzed by 12% SDS-PAGE. Samples
containing the protein of interest were then combined and
centrifuged (13 000 rpm, 1 min, 4°C) prior to loading 500 pl
onto a Superdex 200 increase 10/300 GL SEC column equi-
librated with SEC buffer (50 mM TrislHCI, 500 mM NacCl,
50 mM KCl, 10 mM MgCl,-6H,0, 1 mM DTT, pH 8) and
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connected to the AKTA PURE25 system. After isocratic
elution with SEC buffer (0.5 ml/min) fractions containing
the protein of interest were identified by 12% SDS PAGE.

100 U (w/w) of TEV protease (New England Biolabs,
Germany) were applied over night at 4°C for cleavage of the
fusion protein. The Hiss-TEV protease and the Hiss-MBP-
tag were removed by nickel NTA agarose beads (Qiagen).
Fractions containing the protein of interest were identified
by 12% SDS PAGE.

Electrophoretic mobility shift assay (EMSA)

RNA was transcribed in vitro using T7 polymerase (NEB)
and PCR products as template, which contain the T7 pro-
moter region at the 5 ends. 150 fmol of the radio-labelled
RNA was denatured separately for 1 min at 95°C, cooled
down for 2 min on ice and renatured for 5 min at 32°C. After
these de- and renaturing steps, 5x structure buffer (25 mM
MgCl, and 300 mM KCIl) and the purified protein CcaF1
in different molar ratios were added in a final volume of 10
wl. For formation of the RNA—protein complex, the sam-
ples were incubated for 30 min at 32°C. Afterwards, the re-
actions were mixed with 3 pl of loading dye (50% glycerol,
0.5x TBE, 0.2% bromophenol blue) and loaded onto a 6%
non-denaturing polyacrylamide gel containing 0.5x TBE.
Gels were pre-run in 0.5x TBE running buffer at 100 V for
60 min at room temperature before loading. Electrophoresis
was performed at room temperature by applying 200 V for
4 h. Gels were dried, exposed on phosphoimaging screens
(Bio-Rad) and analyzed by the 1D-Quantity One software
(Bio-Rad).

Library construction, RNA sequencing and data analysis

RNA sequencing data are based on triplicates and the RNA
for each triplicate stemmed from three independent cul-
tures. After harvesting the respective aliquots total RNA
was extracted followed by DNase treatment. RNA qual-
ity was checked using a 2100 Bioanalyzer with the RNA
6000 Nano kit (Agilent Technologies). The RNA integrity
number (RIN) for all samples was between 2.2 and 5.1.
300 ng of total RNA were used for the preparation of a
cDNA library with the NEBNext Multiplex Small RNA
Library Prep kit for Illumina (NEB) in accordance with
the manufacturers’ instructions with modifications: RNA
was dephosphorylated at the 3’ end, phosphorylated at
the 5 end and decapped using 10 U T4-PNK + 40 nmol
ATP and 5 U RNA 5 pyrophosphohydrolase (RppH), re-
spectively (NEB). After each enzymatic treatment RNA
was purified with the Zymo RNA Clean & Concentrator
kit. The RNA fragments were ligated for cDNA synthe-
sis to 3’ SR adapter and 5 SR adapter diluted 1:3 with
nuclease-free water before use. PCR amplification to add
Illumina adaptors and indices to the cDNA was performed
for 14 cycles with 1:3 diluted primer. Barcoded DNA Li-
braries were purified using magnetic MagSi-NGSPREP Plus
beads (AMSBIO) at a 1.8 ratio of beads to sample volume.
Libraries were quantified with the Qubit 3.0 fluorometer
(ThermoFisher) and the library quality and size distribu-
tion were checked using a 2100 Bioanalyzer with the DNA-

84

Nucleic Acids Research, 2021, Vol. 49, No. 6 3007

1000 kit (Agilent). Sequencing of pooled libraries, spiked
with 10% PhiX control library, was performed in single-end
mode on the NextSeq 500 platform (Illumina) with the High
Output Kit v2.5 (75 Cycles). Demultiplexed FASTQ files
were generated with bel2fastq2 v2.20.0.422 (Illumina). The
sequencing data are available at NCBI Gene Expression
Omnibus (http://www.ncbi.nlm.nih.gov/geo) under the ac-
cession number GSE144523 and GSE145045. The adapter
sequences were removed from the sequence reads in Fastq
format. Read processing, generation of statistics, gene-wise
read counting, coverage calculations and normalization
were performed using READemption version 0.4.3 (34) us-
ing segemehl version 0.2.0 (35,36) for read alignments. Gene
expression analysis was computed via DESeq version 1.22.1
(37). Downstream processing and statistical analysis were
performed using the statistical language R (http://www.r-
project.org).

Phylogenetic tree of conserved CcaF1 regions

Ninety-five CcaF1 amino acid sequences based on the CIN1
loci from Reinkensmeier and Giegerich 2015 (22) were
collected from the NCBI database and aligned based on
the DUF1127 domain in MEGA X (38). A phylogenetic
tree was generated using the UPMGA method (39). A
bootstrap consensus tree was derived from 500 replicates
(40). Branches corresponding to partitions reproduced in
<50% bootstrap replicates were collapsed. All positions
with <95% site coverage were eliminated, i.e., fewer than 5%
alignment gaps, missing data, and ambiguous bases were al-
lowed at any position (partial deletion option). There was a
total of 46 positions in the final dataset consisting of the
DUF1127 domain and flanking amino acids, while further
extensions were removed from analysis.

RESULTS
Comparison of different CcsR loci in Alphaproteobacteria

The genomic context of Cuckoo RNAs associated with a
DUF1127-containing orthologous gene was labeled CIN1
(22). CIN1 includes the RNA family RSs0680 (now CcsR)
and several members of the Rfam RNA family arl4. arl4
from Sinorhizobium meliloti 1021 includes the DUF1127-
containing ORF SMc02051. The Cuckoo RNAs from this
locus have been named NfeR (nodule formation efficiency
RNA) and are expressed in root nodules and under salt
stress, possibly from an RpoHI/HII-dependent promoter
(25). Our data demonstrate that the CcsR RNAs from this
CINI locus of S. meliloti 1021 are also induced by heat
stress, but not by oxidative stress. The same result was
obtained for CcsR1 from S. fredii HH103, while CcsR1
from R. capsulatus SB1003 was induced by superoxide and
heat (Supplementary Figure S1). Therefore, the name CcsR
(conserved CCUCCUCCC (‘cuckoo’)-motif stress-induced
RNA) will be generally used for Cuckoo RNAs in CIN1 loci
throughout the manuscript following the name of their first
characterized example (18).

In R. sphaeroides 2.4.1 the CcsR RNAs are derived
from the 3’ UTR of the RSP_6037 mRNA by RNase E-
dependent processing (41). In contrast, the CcsR RNAs in
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S. meliloti 1021 appear to be derived from the 5 UTR of
SMc02051 (Figure 1B). This leads to two common CIN1-
locus orientations that are partially exclusive to taxonomic
groups (Supplementary Figure S2).

A phylogenetic tree of the conserved regions of 95 se-
lected amino acid sequences of DUF1127-proteins from
CINT1 loci correlates with a phylogenetic tree based on 16S
rDNA and with the family level assignments of the or-
ganisms harboring the CcsR RNA loci (Supplementary
Figure S2). The typical R. sphaeroides locus with multiple
CcsR RNAs derived from the 3" UTR of the DUF1127-
containing ORF is predominant in the Rhodobacteraceae,
Phylobacteraceae and most Rhizobiaceae, while the Brucel-
laceae typically harbor two distinct CINI loci, each with
only one CcsR RNA. The amino acid sequences of the as-
sociated DUF1127-proteins form separate clusters in this
case (Supplementary Figure S2).

In the CIN1 loci of Sinorhizobium, one DUF1127-coding
ORF is directly adjacent to the CcsR-RNAs and clusters
together with the DUF1127-coding ORFs of the CIN1 loci
in other Alphaproteobacteria. This ORF is followed by a
second DUF1127-coding ORF, which might be an exten-
sion to the CIN1 locus based on expression in S. meliloti
1021. However, the representatives of this ORF form a sep-
arate cluster in the phylogenetic tree that is distinct from
the other CIN1 related DUF1127-proteins (Supplementary
Figure S2).

Since the DUF1127-containing ORFs form signature
ORFs for the definition of CINT1 loci, we named RSP_6037
and its orthologs ‘CcaF1’ (conserved CcsR associated fac-
tor).

In silico characterization of the CcaF proteins

The 71 aa CcaF1 protein from R. sphaeroides 2.4.1 com-
prises an arginine-rich DUF1127 domain in its C-terminal
part. The PHYRE2 webserver predicts a structure for
this CcaF1 protein, which strongly resembles (71% confi-
dence) the RNA-binding domain of the Smaug protein of
Drosophila melanogaster (Supplementary Figure S3). The
Smaug protein represses translation and induces mRNA
decay in Drosophila embryos (42,43). PHYRE?2 also de-
tected structural homology to SAM (sterile alpha motif)
pointed domain containing proteins with up to 68% con-
fidence. SAM pointed domains are involved in protein-
protein interaction and occur in eukaryotic and some bac-
terial proteins (www.ebi.ac.uk/interpro/entry/ IPR013761).
Interestingly, the RNA binding domain of Smaug also com-
prises a SAM sub-domain, which was shown to interact
with RNA (44). This was the first report that SAM do-
mains can also interact with RNA. Some residues of this
small domain are conserved between the Smaug domain
and CcaF1, while other residues are only conserved among
the bacteria (Supplementary Figure S3). CcaF1 from R.
sphaeroides was shown to influence CcsR levels (18). Hence,
CcaF1 from R. sphaeroides 2.4.1 can serve as a hub for a
more detailed analysis of the CcaF protein group. Due to
the small sizes of CcaF proteins, characterization of this
protein group also goes along with functional characteri-
zation of the DUF1127 domain.

The CcaF1 protein affects CcsR levels in trans and alters
stress resistance

We did not achieve deletion of the chromosomal ccaF1-ccsR
locus indicating that these genes are essential (18). There-
fore, we chose an overexpression strategy to study the role
of CcaF1. Figure 2A shows the complete amino acid se-
quences of CcaF1 orthologs from the R. sphaeroides strains
2.4.1 (71 aa) and KD131 (50 aa). A schematic overview
of the plasmid constructs we used to study the effect of
CcaF1 (RSP_6037) on the CcsR levels is shown in Figure
2B. All combinations of ccaFI and ccsR genes were cloned
under the control of the strong 16S promoter on a plasmid.
Plasmid pRK4352 with 16S promoter but no cloned genes
from R. sphaeroides served as control (EVC). As demon-
strated previously (18), expression of the CcsR RNAs from
the 16S promoter leads to a strong increase in CcsR levels,
while there was no visible increase when the ccaF1 gene was
co-expressed together with the ccsR genes (Figure 2C, left
panel, lanes 2-4). When only the ccaFI gene was present
on the plasmid, the level of CcsR RNAs expressed from the
chromosome, was clearly decreased (Figure 2C, left panel,
lanes 2 and 5). This demonstrates that CcaF1 can also act
on CcsR levels in trans. To verify that the effect on the CcsR
level is mediated by the CcaF1 small protein and not by the
ccaFl mRNA, we exchanged the ATG start codon of the
ccaFl gene to TGA. No other in frame ATG is present in
the ccaFl gene. Expression of this mutated gene together
with the CcsR RNAs from the plasmid had the same effect
on CcsR levels as overexpression of the CcsR RNAs alone
(Figure 2C, left panel, lanes 3 and 6) strongly supporting
the assumption that CcsR levels are affected by the CcaF1
protein, not the ccaFI mRNA. The effects of the different
plasmids were identical for all individual CcsR RNAs and
were also observed for the CcsR1-4 precursor. We also per-
formed a Northern blot with a ccaFI (RSP_6037) specific
probe to confirm higher ccaFI transcript levels in presence
of plasmid pRKCcaF1(Supplementary Figure S4). This
Northern also shows increased levels of the ccaF1-CcsR1-
4 precursor transcripts in strains expressing ccaFI together
with CcsR1-4, but no ccaFI specific transcript is present
in those strains suggesting that longer precursors are trans-
lated to produce CcaF1.

Overexpression of CcsRs results in considerably slower
growth (doubling time 5.4 h compared to the wild type with
3.5h), while the doubling time of a strain having CcaF1 with
CcsR1-4 together on a plasmid is only slightly increased
(4.0 h) compared to that of the wild type. Overexpression
of ccaF1 alone results in an extended lag phase but growth
in exponential phase is not affected (doubling time of 3.4 h).
All strains reached the same OD in stationary phase (Figure
3A).

The 71 aa CcaF1 protein of R. sphaeroides 2.4.1 con-
sists mostly of the DUF1127 domain (bold in Figure 2A)
but harbors 27 additional amino acids in the N-terminal
domain and 11 additional amino acids at the C-terminus.
In contrast, the R. sphaeroides strain KD131 encodes a
50 aa CcaF1 protein (RSKD131-0402) with only six ad-
ditional amino acids N-terminal of the DUF1127 domain
(Figure 2A). Otherwise, the amino acid sequences of the two
small proteins are identical. The genomic context around
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Figure 2. Small DUF1127 proteins affect CcsR level in R. sphaeroides. (A) Amino acid sequence of the small DUF1127 protein CcaF1 from R. sphaeroides
2.4.1 and the corresponding homologue RSPKD131.0402 from R. sphaeroides KD131. The conserved DUF1127 domain as shown in Supplementary
Figure S3 is high-lighted in bold letters. (B) Schematic overview of the plasmids introduced into the wild type strain 2.4.1 or the mutant lacking the /fg

gene. The ccafl gene is shown in light grey, the RSKD131.0402

gene in black, CcsR RNAs in white. In plasmid pRKCcaF1mut_CcsR 1-4 the ATG of the

ccaFl gene was changed to TGA. (C) Northern blots of total RNA from strains containing an empty vector control (pRK4352, EVC) with just the 16S

promoter, or plasmids as shown in (B). DNA fragments specific
14S RNA were used as loading controls. R. sphaeroides cleaves

for CesR1, CesR2, CesR3/CesR4 or CesR 1-4 were used as probes. Signals for 5S RNA or
the 23S RNA into fragments of 16S and 14S (70). The upper three panels stem from 10%

denaturing polyacryamide gels, the lower two panels from 1% formaldehyde agarose gels.
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Figure 3. DUF1127 protein CcaF1 (RSP_6037) affects stress resistance in R. sphaeroides. (A) Growth curves of the wild type or the wild type with the
empty vector (EVC) or the plasmids as shown in Figure 2B. All strains were cultivated under microaerobic conditions. The average of three independent

measurements and the standard deviation are plotted. The color code for the different strains was also applied in (B) and (C). (B) Zone of inhibition assay of

strains overexpressing the plasmids shown in Figure 2B in comparison to the wild type and wild type with empty vector control (pRK4352) under organic
peroxide (700 mM tBOOH) and superoxide stress (300 mM paraquat). The plotted values represent the mean of at least three independent experiments and
the standard deviation is indicated. (C) Survival assay of strains overexpressing the plasmids shown in Figure 2B in comparison to the wild type and wild
type with empty vector control (pRK4352) under organic peroxide stress (300 mM tBOOH). The number of colonies of a control culture grown without
the addition of any oxidative stress agents was defined as 100% survival. The bars represent the mean of three independent plating assays and the standard

deviation is indicated.
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the ccaFI-ccsR locus is also identical in the two strains, the
overall synteny is highly conserved between these two R.
sphaeroides strains. When we expressed the shorter CcaF1
protein of strain KD131 from the 16S promoter on a plas-
mid (pRKCcaF1) in strain R. sphaeroides 2.4.1, we saw
a similar reduction in the abundance of the CcsR RNAs
(Figure 2C, middle panel, lanes 2 and 5) as that observed
with CcaF1 from strain 2.4.1 (Figure 2C, left panel, lanes
2 and 5). This demonstrates that the 50 aa CcaF1 from R.
sphaeroides KD131 is sufficient for the effect on CcsR levels.

A previous study demonstrated lower amounts of
CcsR1-4in a strain lacking Hfq (7). To test, whether Hfq af-
fects CcaF1 function, we also transferred the different plas-
mids into the /fg mutant and analyzed CcsR levels. As ob-
served in the wild type, CcaF1 counteracted the stronger ex-
pression of CcsR1-4 when present on the plasmid together
with the ccsRI-4 genes (Figure 2C, right panel, compare
lanes 3 and 4). Overexpression in trans of the ccaFl gene
alone had little effect on the CcsR levels (Figure 2C, right
panel, compare lanes 2 and 5). The exact role of Hfq in
CcsR maturation and possibly further CcaF1-dependenten
processes needs to be addresses in the future.

Increased levels of CcsR1-4 were previously shown to
lead to increased resistance of R. sphaeroides to the su-
peroxide generating paraquat and to tertiary butyl-alcohol
(t-BOOH) (18). t-BOOH represents organic peroxides that
are produced from cellular components due to singlet oxy-
gen exposure. Figure 3B confirms the increase of resis-
tance to the two chemicals when CcsR levels are increased.
When CcsR1-4 are overexpressed together with the ccaFl
gene, the resistance level resembles those of the controls,
but only if the ATG is not mutated. Overexpression of
CcaF1 alone, resulted in decreased resistance to paraquat
and t-BOOH compared to the control. This effect of over-
expression of CcaF1 on the oxidative stress response was
also confirmed in survival assays (Figure 3C). Thus, the
effect of the different plasmid constructs on resistance re-
flects the CcsR amounts that were detected in the Northern
blots.

In addition, we performed spot assays to test the growth
behavior of the different strains in the presence of various
stresses. These assays (Supplementary Figure S4) confirmed
the results we obtained by t-BOOH zone of inhibition and
survival assays: overexpression of CcsR1-4 (pRKCcsR1-
4) resulted in significantly increased survival, while over-
expression of CcaF1 (pRKCcaF1) decreased survival. The
same correlation between expression and survival was ob-
served for heat stress (42°C) or stress by CdCl,. The CcaF1-
CcsR 14 overexpression strain showed similar survival as
the wild type and the control strain harboring an empty vec-
tor in presence of salt (NaCl), while the strain overexpress-
ing CcaF1 alone showed reduced survival (Supplementary
Figure S5).

RNase E and CcaF1 are involved in processing of the ccaFI-
cesR transcript and maturation of the CesR RNAs

When the CcsR1-4 RNAs (originally designated RSs0680
a-d) were detected as photooxidative stress-induced sSRNAs
in a RNAseq data set, their co-transcription was already
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proposed based on 5 RACE and RT-PCR (7). This strongly
suggested that the individual sSRNAs are generated by RNA
processing.

To exclude that overexpression of ccafl affects CcsR lev-
els by altering promoter activity, we applied reporter con-
structs that have the ccaFI promoter including 100 nt or
200 nt upstream of the promoter transcriptionally fused to
eCFP (16) and monitored fluorescence. As shown in Sup-
plementary Figure S6 Rhodobacter strains without eCFP
exhibit autofluorescence, which was set to 100% relative flu-
orescence. Presence of the promoter:eCFP fusions elevated
the fluorescence to 120-135% during exponential growth at
32°C. After heat stress, fluorescence was increased to 160—
190% independently of overexpression of ccaFI (Supple-
mentary Figure S6). This excludes an effect of CcaF1 on the
activity of the ccaFI promoter and supports the assumption
that RNA processing/degradation is responsible for the ef-
fect of CcaF1 on CcsR levels.

The endoribonuclease E is involved in the maturation of
several SRNAs from the 3 or 5 UTR of mRNAs in E. coli
and R. sphaeroides (45,41). Despite the different GC con-
tents (51% for E. coli, 69% for R. sphaeroides) RNase E
recognizes AU rich sequences in both organisms (41). The
RNAseq data set that compares total RNA reads and RNA
5" ends in the control strain and in a mutant that expresses
a temperature sensitive RNase E from E. coli (41) reveals
RNase E cleavage sites at the 5" ends of the individual CcsR
RNAs (Supplementary Figure S7). A main 5 end is de-
tected in the wild type at 32°C and due to induction of
the RpoHI/HII-dependent promoter shows higher abun-
dance at 42°C. In the strain expressing the temperature-
sensitive RNase E the 5" end is more abundant at 32°C
compared to the wild type and this difference is more pro-
nounced at the non-permissive temperature of 42°C. Our
previous study demonstrated that RNase E cleavage is al-
ready partly impaired in the mutant at 32°C due to the dif-
ferent RNase E enzyme (41). RNase E-dependent 5" ends
are also detected for the individual CcsR RNAs (Supple-
mentary Figure S7). Cleavages at the 5" ends occur at the
sequences GUUUCC (for CcsR1, nucleotides adjacent to
cleavage sites in bold), CUCUUC (for CcsR2), ACUUC
(for CesR3) and ACUUC (for CcsR4). To further confirm
the important role of RNase E in CcsR maturation, we
performed Northern blots with probes directed against the
CcsR1 RNA or against precursor transcripts (Figure 4). At
time point 0 the cultures were shifted to 42°C which leads
to induction of the RpoHI/HII-dependent promoter (Sup-
plementary Figure S7) and also to inactivation of RNase
E. Figure 4 demonstrates increased levels of the precur-
sor transcripts (a precursor harbouring ccaFI and CcsR1-
4 would comprise 680 nt, a precursor including CcsR1-4
about 400 nt) as well as strongly increased CcsR1 levels af-
ter the shift to 42°C in the wild type. In the rne” mutant
however, strong accumulation of precursor transcripts oc-
curs but the level of CesR1 is strongly decreasing, support-
ing a major role for RNase E in CcsR maturation.

We also shifted strain 2.4.1 (pRKCcaF1) to 42°C, which
overexpresses ccaF1. The accumulation of CesR1 upon the
temperature shift was clearly reduced compared to the wild
type (Figure 4). At the same time, precursor transcripts
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Figure 4. RNase E and CcaF1 are involved in CcsR maturation. Analysis of ccaFI-ccsRI-4 and cesR1-4 precursor and CesR1 RNA by Northern blot
in R. sphaeroides 2.4.1 wild type, rne” mutant and strain 2.4.1 that overexpresses ccaFI (pPRKCcaF1). Cells were harvested at 32°C and at different time
points after shift to 42°C. Total RNA was isolated and either run on a 1% formaldehyde agarose gel and, after blotting, hybridized against probes spanning
the CcaF1-CcsR1-4 or the CcsR1-4 region, or on a 10% denaturing polyacryamide gel for detection of CcsR1. 5S and 14S rRNA serve as loading controls.

accumulate that show however a different pattern than
the precursors accumulating in the mutant with reduced
RNase E activity (Figure 4). This demonstrates that not
only RNase E but also CcaF1 is involved in maturation of
the CcsR RNAs.

CcaF1 directly binds to CcsR RNAs

The high arginine content of the DUF1127 domain, the
structural similarity to the Smaug domain and its role
in CcsR maturation suggest that CcaF1 may have RNA-
binding capacity. To test this hypothesis, we applied the pu-
rified protein for in vitro RNA binding assays. CcaF1 was
purified as Hiss-MBP-fusion protein, which was cleaved
by TEV protease to release CcaF1 (Supplementary Figure
S8). Figure 5 shows gel retardation assays with radiolabeled
CcsR1 or CesR1-4. While addition of CcaFl1 to CcsR1
leads to a single retarded band (A), two distinct bands were
visible with the longer CcsR1-4 transcript. This suggests
that more than one CcaF1 protein (or protein complex) can
bind to CcsR1-4. Addition of an excess of unlabeled CcsR 1
to the reaction abolished the retardation, indicating that
the binding is specific (Supplementary Figure S9 A). When
we added unlabeled RSs0827 RNA, even at high molar ex-
cess complex formation between CcsR1 and CcaF1 was
not abolished (Supplementary Figure S9B). RSs0827 is the
most abundant SRNA in stationary phase in R. sphaeroides
(21) and was not found in the ColP analysis with CcaF1
(see below). Thus, we selected it as unspecific competitor in
our assay. Furthermore, we used a CcsR1 variant that has
four nucleotides in loop 1 exchanged, which is predicted to
also change the local structure. This mutant variant was not
bound by CcaF1 (Figure 5B).

Effect of CcaF1 overexpression on the transcriptome of R.
sphaeroides

To analyze the global effect of CcaF1 on the transcriptome,
we performed RNAseq on total RNA from a strain har-
boring plasmid pRKCcaF1 (Figure 2B) and a control strain
only harboring the vector. Strains were cultivated under mi-
croaerobic conditions at 32°C. The reads for the individual
genes and non-coding RNAs were compared for the two
strains. PCA plots verified the high reproducibility of the
technical triplicates, each from biological triplicates (Fig-
ure 6A). For few selected genes we also performed real time
RT-PCR with the RNA samples used for RNAseq analysis
to verify the results (not shown). Although the fold-changes
showed some variation between the two methods, the direc-
tion of change was consistent for the tested RNAs.

A volcano plot displays the strongest differences in read
numbers between the strain overexpressing CcaF1 and the
wild type strain (Figure 6B). In order to avoid mis-leading
results due to low read numbers, we set a basemean of >100.
Thus, we consider only genes with a normalized average
read count over all samples above this threshold to dis-
miss potential false positive genes and to increase reliabil-
ity. With this cut-off only 1487 of total 4411 genes remained
in our analysis. We further chose a cut off log>fold <-1 or
logxfold >1 and an adjusted P-value of <0.05 (Benjamini-
Hochberg algorithm). The strongest fold change (marked
in blue) was observed for ccaFI, which was overexpressed
from the plasmid. In addition to ccaFI, 42 RNAs showed
increased levels of log,fold > 1.0 (Supplementary Table S3).
Among these genes were RSP_3095 and RSP_3094 for a
sigma-70 factor and an anti-sigma factor that are involved
in the adaptation to stationary phase (46), and sitA, sitB,
sitC for an Mn?>* ABC transporter. The enriched protein-
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Figure 5. CcaF1 binds to CcsR 1 and the CesR1-4 precursor. (A) Gel motility shift RNA-binding experiments with 150 fmol radioactively labelled CcsR1
or CesR 1-4 incubated with increasing amounts (2, 5, 10, 50, 100, 200 or 500 nM) of purified CcaF1. The reactions were run on a 6% native polyacrylamide
gel. (B) Predicted structures of the 5’ hairpin in the CcsR1 RNA with and without a mutation of four nucleotides (CCGG— GGCC) in the loop (left side)
and gel motility shift experiments with 150 fmol radioactively labelled, mutated CcsR1 RNA incubated with increasing amounts (2, 5, 10, 50, 100, 200 or
500 nM) of purified CcaF1 (right side). The reactions were run on a 6% native polyacrylamide gel.

encoding RNAs belong to different COG (cluster of or-
thologous groups) functions, 8 of them encode hypothetical
proteins. Three non-coding RNAs were enriched, among
them SorX (formerly RSs2461). SorX is derived from the
3" UTR of the ompR-1 gene by RNase E cleavage and af-
fects resistance to singlet oxygen and organic hydroperox-
ides by interacting with the mRNA for a polyamine trans-
porter (16,41,47).

Nineteen RNAs showed lower levels in the overexpres-
sion strain compared to the wild type, among them one non-
coding RNA of unknown function, 23S and 16S rRNAs
and six mRNAs encoding hypothetical proteins (Supple-
mentary Table S3). Three of these 19 RNAs encode cold
shock proteins (RSP_3620, RSP_1952 and RSP_3621). Sev-
eral tRNAs were also decreased in the overexpression strain
but the P-values were above our cut-off. Likewise, in our
analysis the P-values for the CcsR RNAs and for other
known non-coding RNAs were too high for reliable con-
clusions.

The RNAseq results demonstrate that CcaF1 does not
only affect CcsR levels (as demonstrated by northern blots)
but several other cellular RNAs with different physiologi-
cal functions. These effects may be direct, by interaction of
CcaF1 with those RNAs, or indirect through other RNAs
that interact with CcaF1.

Co-immunoprecipitation identifies RNA targets of CcaF1

To discriminate between direct and indirect effects of
CcaFl on RNA levels, we expressed a CcaFl vari-
ant with an N-terminal FLAG-tag and performed co-
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immunoprecipitation with total RNA from R. sphaeroides.
We confirmed that the tagged CcaF1 protein has the same
effect on CcsR levels as the non-tagged-version (Supple-
mentary Figure S10) and is thus functional. The total ColP
sample was analyzed on an SDS gel and by high resolu-
tion MS (LS-ESI-HRMS). Silver stain of the SDS gel shows
as faint band that was confirmed as CcaF1FLAG by west-
ern blot (Supplementary Figure S11). Faint bands at higher
molecular weights indicate the formation of stable multi-
mers. By far the most abundant protein detected by MS of
this sample was CcaF1, no other protein was present in sim-
ilar amounts (Supplementary Table S4). Due to the high
sensitivity of the MS, minor amounts of other proteins were
detected. Most of these proteins are abundant in the cell and
are known to interact with many proteins (GroES, GroEL)
or to interact with RNA (ribosomal proteins, Rho, TufA)
that was also present in the analyzed ColP sample. Neither
Hfq nor RNase E were detected in the ColP sample, exclud-
ing their direct association with CcaF1.

The co-immunoprecipitated RNA was used for RNAseq
(Rip-seq) and compared to RNAseq from total RNA and
to a negative control, a ColP with RNA from cells not
expressing the FLAG-tagged CcaFl. From the RNAs
identified in the ColP, a subset was selected for further
analysis using northern blot and real time RT-PCR. Sup-
plementary Table S5 provides a quantification of the RNAs
that were strongly enriched in the co-immunoprecipitation.
This table considers only RNAs with >10 reads in the
ColIP sample, and at least 10-fold higher read number
in the ColP sample compared to the control (CcaF1
overexpression without FLAG-tag). The strongest enrich-
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Figure 6. Overexpression of CcaF1 impacts the R. sphaeroides transcriptome. (A) A principal component analysis was performed as part of the downstream
DESeq?2 analysis. The scatterplot shows two distinct groups, each one harbors the replicates belonging to one of the individual strains used in this study. (B)
Volcano plot for the comparison of the ccaFI overexpressing strain and the wild type, based on RNAseq data. Genes with significant change in abundance
are colored red (adjusted P-value < 0.05, logafold change <1 or >1, basemean > 100) and pink (adjusted P-value <0.05, logyfold change <-1 or >1,
basemean < 100). Gray dots: adjusted P-value >0.05. The 24 RNAs with highest enrichment in the ColP are labelled.

ment was observed for the mRNA of the catalase gene
(cat4, RSP_2779, factor 219), the sit genes (ABC Mn
transporter), and for RSP_1943 (hypothetical protein)
and RSP_1944 (Uroporphyrin-III-methyltransferase /
siroheme synthase). Interestingly, many RNAs which
were strongly enriched in the ColP have known or pre-
dicted roles in cystein / methionine / sulfur metabolism:
RSP_1944 (methyltransferase), RSP_1942 (sulfite/nitrite
reductase), cysH (RSP_1941, phosphoadenosine phospho-
sulfate reductase), cysKI (RSP_1109, cystein synthase),
cysA, cysP, cysT, cysW (RSP_3696-3699), and RSP_3861
(ABC sulfate/ thiosulfate transporter), RSP_3860 (prob-
able rhodanese-related sulfurtransferase), RSP_3859
(ABC sulfate/molybdate transporter), metN, metQ and
metl (RSP_0129, 0130, 0132, methionine uptake trans-
porter). The RNAseq data indicate that the adjacently
located genes are transcribed into long polycistronic
transcripts.

Read coverage plots for the ColP results for selected non-
coding RNAs and mRNAs are shown in Figure 7 together
with results from RT-PCR. Quantitative data from real time
RT-PCR from the ColIP are shown in Supplementary Fig-
ure S12. We observed accumulation of CcsR1, UpsM, and
PcrZ, 6S RNA, SRP RNA, tmRNA, and tRNA Gly when
the FLAG-tagged CcaF1 was present. UpsM is a highly
abundant sSRNA that is derived from the 5’ UTR of the dew
gene cluster mRNA by RNase E cleavage (41,48) and PcrZ
has an important role in the regulation of photosynthesis
genes (28,49). puf and puc genes encode pigment-binding
proteins of the photosynthetic apparatus. For the small
RNA UpsM (enrichment in ColIP about 12-fold, Supple-
mentary Figure S12) we also demonstrated direct binding
to CcaF1 by gel retardation (Supplementary Figure S9C).
As expected from the enrichment factors in the ColP (Sup-
plementary Figure S12) higher amounts of CcaF1 were re-
quired for complex formation with UpsM than with CcsR1.

91

1Z20Z 1840100 80 UO Jasn usssalo) 19B)ISIaAIUN Jop wa)sAssyauyonqgig Aq 01£8919/S00E/9/61/2101E/Jeu/wod dno-olWwapeoe//:sdjy Wolj pepeojumoq



Chapter 4

Nucleic Acids Research, 2021, Vol. 49, No. 6 3015

CesR1 ccaF1 UpsM mraZ

1 10,
CcaF1FLAG CcaF1FLAG —
10,000 1
1 T 10,
CcaF1— CcaF1—|
1 [y

10,

T T I
692,300 692,500 692,700

T T
694,500 964,750 695,000

RNase P RNA tRNA-His  6S RNA

10, — 5,000
CcaF1FLAG —| ‘ ‘ CcaF1FLAG —|
1 1

10, 5,000 —
CcaF1—| CcaF1—|

1 - 1=

T 1 T
890,500 891,000 891,500

2,495,400 2,495,600 1,495,800

non-coding, regulatory RNAs

catA sitA
. N —
CcaF1FLAG CcaF1FLAG — |
8,000 1
1 2,00
CcaF1— CcaF1—

8,000 T T T 1 T T T
1,426,900 1,427,500 1,428,400 479,800 479,900 480,000

mRNA transcripts

N —) "
CcaF1FLAG —| I l CcaF1FLAG —|
1 =

5, 10,000
CcaF1—| CcaF1—
P L S —
694,500 964,750 695,000 683,600 683900 684,000
SRP RNA  dnaX tmRNA
s - ) i
CcaF1FLAG —| ' CcaF1FLAG —
1 20,000 —
5,1 1=
CcaF1— CcaF1—|
1 . T 20,000 —
2,455,700 2,455,9002,456,100 740,800 741,000 741,200
(] (]
& \ \Y \
NN Q§ NN
NP AP
F &P F PP
O O 9 OO

500 bp 75bp
CesR1  300bp ! 1 “
IEI e 2000p _ld |UPsM ez
— 500 bp
RNase P 75bp SRP  300bp '
75""_ RNA m”“"" 75L"’RNA ool W [imRNA

CcaF1FLAG —

rhiE2 Perz tRNA-Gly

75 bp | ‘ s ! tRNA-Gly

pucB,  pucA
— 6,0

CcaF1FLAG —

1

8,000
1= 6,000

CcaF1—| CcaF1—|

1

8,000 —
1,982,500 1,982,750 1,983,000

1 T
2,042,500 2,042,750 2,043,000

Figure 7. ColP analysis identifies targets of CcaF1. Analysis of co-immunoprecipitated RNA by RNAseq (Rip-seq) using CcaF1 with 3xFLAG-tag
(CcaF1FLAG) or without 3xFLAG-tag (CcaF1, control) in exponential growth phase at 32°C and microaerobic conditions. Read coverage plots from
the Integrated Genome Browser display the sequencing reads for selected RNAs. The specific non-coding RNAs and mRNA transcripts of the co-
immunoprecipitation were also analyzed by reverse transcription (RT) PCR. The RT-PCR products were separated on a 10% polyacrylamide gel and
analyzed by ethidium-bromide staining and are shown below the corresponding read coverage plots.

Of the RNAs with expression changes in the DESeq2
analysis upon over-expression of CcaF1, only 5 RNAs were
enriched in the ColP (S3 Table): expE! for a hemolysin-type
calcium-binding region, sitA, sitB, sitC encoding subunits
of an ABC Mn?* transporter and RSP_0850 for a hypo-
thetical protein. This supports the view that many changes
in the transcriptome are not due to a direct interaction with
CcaF1. Vice versa, one could expect that a direct interaction
to CcaF1 as suggested by the ColP would result in changed
levels of those RNAs in the DESeq2 analysis. As seen in
Supplementary Table S5, this is only true for the five RNAs
mentioned above. All other RNAs enriched in the ColP did
not reach the P-value we used for the cut-off in the DESeq?2.

To further support the view that CcaF1 specifically binds
to a set of RNAs we also performed ColP analysis with the
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FLAG-tagged RSP_0557 protein. RSP_0557 encodes a 70
amino acid long DUF1127 protein which is not found in
a CINI locus. The gene is under control of a RpoHI/HII-
dependent promoter and is controlled by the SRNA Pos19
(17). Previous studies revealed strong increase of ccaFl
and RSP_0557 transcript levels in transition from exponen-
tial to stationary phase (46). To date no function could
be assigned to the RSP_0557 protein. Supplementary Fig-
ure S13 demonstrates that some RNAs like CcsR1, UpsM
and tmRNA are bound by both, CcaFl and RSP_0557
proteins, with similar efficiency. However, other RNAs are
preferentially bound by only one of the two DUF1127
proteins. These data also support the view that not only
DUF1127 proteins of CINTI loci function as RNA-binding
proteins.
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CcaF1 affects stability of some of its targets

We assumed that CcaF1 controls the amounts of its targets
by either affecting their maturation, their stability, or both.
To test the effect of CcaF1 on stability, we compared half-
lives of selected RNAs in the wild type and the CcaF1 over-
expression strain by quantifying the RNA levels after ad-
dition of rifampicin (inhibits initiation of transcription) by
Northern blot analyses (Figure 8). These experiments con-
firmed a destabilizing effect of CcaF1 on the SRNAs CcsR1
and UpsM, the RNaseP-RNA and the pufBA mRNA. Such
an effect was not observed for the SRNA PcrZ, tRNA-Gly.
These RNAS turned out to be very stable and half-life de-
termination after long time periods in the presence of ri-
fampicin is not reliable. We also did not observe changed
half-lives for pucBA, or catA, although the half-lives were
in the same range as for CcsR1, which was less stable in
the overexpression strain. PucBA is part of a polycistronic
transcript, while cart4A mRNA is monocistronic. The effect
of CcaF1 on the amounts of these RNAs needs further in-
vestigation.

We conclude that CcaF1 can control RNA levels by af-
fecting the stability of the mature transcript, but that also
other mechanisms, like maturation from precursor tran-
scripts are involved.

DISCUSSION

Although numerous small open reading frames are found in
bacterial genomes, the importance of small proteins was re-
alized only about a decade ago (1,2). Numerous small pro-
teins, mostly found in alpha- and g-ammaproteobacteria,
harbor the domain of unknown function DUF1127. First
evidence for the involvement of a DUF1127 protein in bac-
terial physiology was provided for RSP_6037 (CcaF1) that
has a role in stress responses in R. sphaeroides (18). In Bru-
cella abortus deletion of the gene for a DUF1127 protein
caused a defect in fucose metabolism (50). Recently a role of
DUF1127 proteins in phosphate and carbon metabolism in
Agrobacterium tumefaciens was demonstrated (51), as well
as a role of the Salmonella protein YjiS in virulence (52).
YjiS is a DUF1127 protein with 20% identity to CcaF1.
The mechanisms by which these DUF1127 proteins affect
physiology remain elusive. This study identifies CcaF1 of
R. sphaeroides as a new type of RNA-binding protein.

The ccaFlI gene of R. sphaeroides is co-transcribed with
4 homologous sRNAs. Our bioinformatic analysis revealed
that the arrangement of sSRNAs and genes for DUF1127
proteins (SRNAs in the 5 or 3 UTR) in CINI loci corre-
lates with phylogenetic assignments by 16S rRNA. If du-
plicate loci occur in a family, these loci fall into two dis-
tinct clusters. Remarkably one single genus (Sulfitobacter)
showed ‘Cuckoo’-RNAs adjacent to both sides of a gene for
a DUF1127 protein. The high correlation between the 16S
rRNA phylogenetic tree and the phylogenetic tree based on
CcaF1 amino acid sequences indicates, that the DUF1127
protein coding ORFs have likely been acquired by a com-
mon ancestor and sequences co-evolved. This hypothesis
is underlined by the observation, that two similar CIN1
loci, which might be a result of a locus duplication, occur
in many Brucellaceae and form distinct clusters based on
the CcaF1 amino acid sequence. Furthermore, occurrence
of multiple highly similar ‘Cuckoo’-RNAs in Sinorhizobium

on the chromosome and on plasmids, with only weak asso-
ciation with genes for DUF1127 proteins, shows that CIN
in general and CIN1 loci in particular are subject to duplica-
tion and genomic reorganization and may result in different
locus configurations.

Our data revealed a strong effect of the CcaF1 protein
on CcsR levels, which did not require the N-terminal 21
amino acids. CcaF1 promotes RNase E-dependent cleavage
of the ccaFI-CcsR1-4 precursor transcript. The cleavages
occur adjacent to U residues, a preference that was also re-
vealed by a previous global study mapping RNase E cleav-
age sites in R. sphaeroides (41). Overexpression of CcaF1
also resulted in the accumulation of precursor transcripts,
that showed a pattern differing from the precursors accu-
mulated in the rne™ mutant. This suggests that CcaF1 is not
solely reducing RNase E activity. It is conceivable that struc-
tural changes upon binding of CcaF1 affect cleavages of the
precursor transcripts. This needs to be tested in the future.
Gel retardation assays with purified CcaF1 proved that the
protein can specifically bind to CcsR1 and to the CcsR1-4
precursor.

RNAseq analyses demonstrated that not only the
amount of CcsR RNAs is influenced by CcaF1 but that this
protein affects the levels of many RNAs including SRNAs,
tRNAs, rRNAs, other non-coding RNAs like 6S RNAs
or signal recognition RNA, and mRNAs. While the non-
coding RNAs are mostly small and highly structured, also
the amount of several large mR NAs, including polycistronic
transcripts was affected. Considering the mRNAs mostly
affected in the RNAseq data, there was no clear preference
for certain functional groups, indicating that CcaF1 may in-
fluence multiple biological functions. Our experiments ver-
ified an effect of CcaF1 on resistance to oxidative stress,
CdCl, and heat stress.

Results from co-immunoprecipitation with tagged CcaF1
followed by RNAseq support a direct interaction between
CcaF1 and many RNAs, including sSRNAs, tRNAs, rRNAs,
other non-coding RNAs and mRNAs. In vitro gel retar-
dation experiments with CcaF1 and CcsR1, CcsR1-4 or
UpsM confirmed that CcaF1 is a bona fide RNA binding
protein. How can a small protein affect the levels of many
different RNAs? It is unlikely that the small DUF1127 do-
main exhibits a catalytic function that degrades RNA. But
binding of proteins to RNA can restrict or enhance the
action of ribonucleases (53). Such a function of CcaF1 is
supported by our data: the amount of CcsR RNAs is de-
pendent on RNase E activity and CcaF1 abundance. In
Drosophila, Smaug can recruit the Argonaute 1 protein to
an mRNA to trigger translational repression and/or decay
(54). Argonaute proteins are also encoded by many bac-
terial and archaeal genomes (55) and a plasmid-encoded
Argonaute from Rhodobacter sphaeroides ATCC17025 was
investigated in more detail (56-58). The genome of R.
sphaeroides 2.4.1 does not encode such a protein excluding
the involvement of Argonaute in CcaF1-dependent RNA
destabilization.

Several RNA-binding proteins, some of them small
proteins, have established functions as RNA chaperones
in prokaryotes (59,60). The Hfq protein (77 aa in R
sphaeroides) is considered as a global regulator of SRNA-
based networks. It acts as an RNA chaperone in gram-
negative bacteria by stabilizing the imperfect base-pairing
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Figure 8. CcaF1 affects stability of some coding and non-coding RNA transcripts. Determination of RNA half-life of R. sphaeroides wild type and wild type
with pRKCcaF1 for selected coding and non-coding RNA transcripts. Cells were harvested in exponential growth phase under microaerobic conditions.
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is indicated.

between trans-encoded sSRNAs and their mRNA targets.
The 72 aa CsrA protein of E. coli (member of the
CsrA/RsmA family) recognizes an AUGGA motif in RNA
loop regions. It preferentially binds to the ribosome binding
site or to the start codon of mRNAs and either represses
translation or regulates transcript stability. CsrA was also
shown to act as a chaperone that can promote complex for-
mation between an SRNA and its mRNA target in Bacillus
subtilis (61). ProQ (about 220 aa) is an RNA chaperone of
the FinO family that is commonly found in Proteobacte-
ria (62). It binds double-stranded RNAs and prefers highly
structured RNAs, mostly promoting binding of sense and
anti-sense RNAs, but can also regulate trans-acting SRNAs
(63). CspA is another small (68 aa in R. sphaeroides) RNA
chaperone and can passively remodel RNA structures by
preferentially binding to pyrimidine-rich RNA sequences
(64). In Staphylococcus aureus a RIP-CHIP assay also iden-
tified SRNAs as CspA targets (65). CspA binding destabi-
lizes secondary structures to promote translation or alter
mRNA turnover. CcaF1 has only low sequence similarity
(maximal 30%) to these well studied RNA-binding proteins
and no obvious structural homology (based on Phyre 2).
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The CcaF1 coding region which is part of the ccaFI-
CcsR precursor transcript is also enriched in the ColP.
Higher amounts of CcaF1 lead to impeded maturation of
the CcsR RNAs and to stabilization of the precursor RNA,
strongly suggesting that processing by R Nase E is negatively
affected. Nevertheless, further degradation of CcsR1 is ac-
celerated by CcaF1. Thus, binding of CcaF1 can have differ-
ent effects on the stability of individual transcripts. To un-
derstand the exact mechanisms, how CcaF1 acts on the sta-
bility of its targets, future work needs to identify all RNases
involved in the maturation and degradation of CcaF1 tar-
gets and to follow changes in RNA structure upon binding
by CcaF1. Such structural changes may lead to sequestra-
tion as well as to exposure of RNase cleavage sites, which
may cause stabilization or destabilization of transcripts.

A binding motif for the RNA-binding SAM domain of
the eukaryotic Smaug protein was identified in the past
(66,67). The Smaug-recognition element (SRE) consists of
a stem-loop structure with the sequence CUGGC in the
loop. A translational control element (TCE) of 184 nu-
cleotides is required for translational control of nos mRNA
in Drosophila. The TCE contains a pair of redundant
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SREs (68,69). Interestingly, the two stem-loops of the CcsR
RNAs that were highly enriched in the CcaF1 ColP, also
mostly contain the CUGGC sequence. For many of the
CcaF1 binding partners, pairs of stem—loop structures are
predicted (not shown), but identification of CcaF1 bindings
sites will require further investigation.

The ColP data strongly suggest that another small
DUF1127 protein from R. sphaeroides, the RSP_0557 pro-
tein binds to RNA. RSP_0557 is not associated with ccsR
genes on the chromosome. Despite their small size and the
strong similarity of the DUF1127 domains, the CcaF1 and
RSP_0557 proteins show differences in their preference for
RNA binding partners. It will be interesting to further elu-
cidate the molecular basis for this binding specificity.
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Abstract: Adaptation of bacteria to a changing environment is often accompanied by remodeling of
the transcriptome. In the facultative phototroph Rhodobacter sphaeroides the alternative sigma factors
RpoE, RpoHI and RpoHII play an important role in a variety of stress responses, including heat,
oxidative stress and nutrient limitation. Photooxidative stress caused by the simultaneous presence
of chlorophylls, light and oxygen is a special challenge for phototrophic organisms. Like alternative
sigma factors, several non-coding sSRNAs have important roles in the defense against photooxidative
stress. RN Aseg-based transcriptome data pointed to an influence of the stationary phase-induced
StsR sRNA on levels of mRNAs and sRNAs with a role in the photooxidative stress response.
Furthermore, StsR also affects expression of photosynthesis genes and of genes for regulators of
photosynthesis genes. In vivo and in vitro interaction studies revealed that StsR, that is under control
of the RpoHI and RpoHII sigma factors, targets rpoE mRNA and affects its abundance by altering
its stability. RpoE regulates expression of the rpoHII gene and, consequently, expression of stsR.
These data provide new insights into a complex regulatory network of protein regulators and sSRNAs
involved in defense against photooxidative stress and the regulation of photosynthesis genes.

Keywords: anoxygenic photosynthesis; photooxidative stress; alternative sigma factor; sSRNAs;
transcriptome; regulatory networks

1. Introduction

In their natural environment, most bacteria are exposed to changing conditions that
may limit survival and are considered stresses. Molecular mechanisms that allow bacteria to
adapt to and to survive such stress situations have been known for decades. Nevertheless,
new players in bacterial regulation, such as sSRNAs, small proteins, or small signaling
molecules, have been identified over the years and new models of regulation have emerged
that are far more complex than anticipated.

It is widely accepted that adaptation of bacteria to stress conditions occurs mostly
at transcriptional level, although in some cases a strong modulation of the proteome is
observed that is not accompanied by similar strong changes at the transcriptome level
(e.g., adaptation to the stationary phase of R. sphaeroides [1]). Transcriptional regulation
is often controlled by sigma factors that recognize different promoter sequences and
recruit the RNA polymerase to the promoters (reviewed in [2—4]). In addition, many
DNA binding proteins other than sigma factors are known to influence promoter activities.
Several pathways that activate sigma factors or other transcription factors in response to
environmental signals have been unraveled in the past (e.g., [5-7]). sSRNAs make important
contributions to post-transcriptional regulation. Among several mechanisms of action,
they often influence the translation and/or stability of their target mRNA (e.g., [8,9]).
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Some sRNAs are controlled by alternative sigma factors and are consequently transcribed
in response to external signals (e.g., [10,11]). Here we demonstrate that the SRNA StsR
interacts with the mRNA of the RpoE sigma factor in R. sphaeroides and thus is part
of a regulatory network affecting photooxidative stress defense and the formation of
photosynthetic complexes (Figure 1).
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Figure 1. Schematic overview of the regulatory network of sRNAs (green) and proteins (black)
affecting the photooxidative stress response and expression of photosynthesis genes. Blue arrows
indicate activation, brown arrows repression.

R. sphaeroides is an Alphaproteobacterium that performs aerobic respiration as long
as sufficient oxygen is present. If oxygen tension drops, photosynthetic complexes are
assembled into intracytoplasmic membranes and allow the use of light for anoxygenic
photosynthesis. If no light is present, anaerobic respiration or fermentation can generate
ATP. To avoid photooxidative stress by the production of singlet oxygen, the formation of
photosynthetic complexes is controlled by oxygen tension and light. Important factors in
this regulation are the two component system proteins PrrA (response regulator) and PrrB
(sensor kinase) that senses the electron flow through cbb3 cytochrome oxidase [12,13], the
transcriptional repressor PpsR and the antirepressor proteins AppA, that senses oxygen
through heme and light through the BLUF domain [14-18], and PpaA that uses cobalamine
as a light sensor [19,20]. Furthermore, FnrL is an oxygen-responsive regulator of some
photosynthesis genes [21-23]. In addition to transcription factors, sSRNAs influence the
expression of photosynthesis genes by having modulating effects as part of regulatory
feed-forward loops [24-27]. The sRNAs, PcrX and asPcrL, interact with parts of the
polycistronic puf mRNA that encodes the pigment-binding proteins of the reaction center
(RC) and light harvesting (LH) complexes and the assembly factor PufX. They affect the
stability of puf mRNA segments and, consequently, the stoichiometry of RC/LHI and LHII
complexes [26,27]. LHII proteins are encoded by the puc mRNAs that are not affected by
PrcX or asPcrL. PcrZ negatively affects its targets puc2A and bchN and thereby counteracts
and balances the strong induction of photosynthesis genes upon a drop in oxygen [24,25].
Transcription of these SRNAs is controlled by the same proteins (PrrA, PpsR-AppA, FnrL)
as expression of their targets (Figure 1).

The control of photosynthesis gene expression in response to external factors should
avoid photooxidative stress. However, sudden changes in oxygen tension and/or light
intensity after formation of photosynthetic complexes can take place and lead to pho-
tooxidative stress, mostly through the production of the reactive singlet oxygen [28]. A
main role in the photooxidative stress response in R. sphaeroides was attributed to the
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alternative sigma factors RpoE, RpoHI and RpoHII [29-31]. Under nonstress conditions,
RpokE is inactivated by its antisigma factor ChrR [32]. Under oxidative stress, the proteases
DegS and RseP promote degradation of ChrR [33]. The proteins RSP_1090 and RSP_1091
promote this process in the presence of singlet oxygen but not in the response to organic
peroxides [33]. RpoE targets a relatively small number of genes, including its own gene,
the gene for a photolyase, the gene for the sSRNA Pos19 and the gene for the RpoHII sigma
factor (Figure 1). RpoHII controls a rather large regulon including genes with functions in
singlet oxygen quenching, methylglyoxal detoxification, methionine sulfoxide reduction,
the GSH-dependent defense and quinone pool retention [30,31]. The RpoHII regulon
has considerable overlap with the RpoHI regulon [30,31]. While rpoHII mRNA levels
show a much stronger increase upon singlet oxygen exposure than after heat shock, rpoHI
mRNA shows a stronger increase after heat shock [29]. Both RpoH sigma factors also play
an important role in the stationary phase and are required for fast outgrowth from the
stationary phase [34]. Consensus binding sequences for RpoHI, and RpoHII have been
identified [27,28].

RpoHI and RpoHII do not only regulate expression of protein-coding genes but also
regulate expression of SRNAs with a role in the stress defense in R. sphaeroides [15,32,35-37]
(Figure 1). StsR (formerly RSs0827) was first described as an sRNA induced upon iron
starvation [36], and was later found to be the most highly induced RNA in late stationary
phase [1,34]. StsR is under control of RpoHI/RpoHII [37] and, therefore, induced by
multiple stress factors such as heat and oxidative stress. This SRNA was named StsR
(sRNA targeting sSRNA) due to its binding to the sSRNA UpsM. [38]. UpsM is derived from
the 5’ UTR of the dcw (cell division and cell wall) genes [38], and binding of StsR to UpsM
and to the dcw 5" UTR affects dcw gene expression (and consequently cell division) in trans
and in cis [37]. Here, we demonstrate that StsR also affects several mRNAs for regulators of
photosynthesis genes and photosynthesis gene expression, as well as expression of sSRNAs
with a role in photooxidative stress in the stationary phase; we identify the rpoE mRNA as
one target of StsR.

2. Results
2.1. Overview on the Effect of StsR on Expression of Protein-Coding Genes

The R. sphaeroides SRNA StsR shows very low abundance in the exponential phase
but is highly abundant in the stationary phase [37]. To evaluate the effect of StsR on the
transcriptome, we performed RNAseq analysis with wild type cells of R. sphaeroides and
with a mutant (AStsR) lacking the stsR gene. For each strain and condition, triplicates were
sequenced, each stemming from a mixture of three independent cultures.

Principal component analysis (PCA) revealed very good reproducibility within the
replicates of every group (Figure S1A). Using DESeq?2 [39], the transposed count matrix was
used to compute the Euclidean sample-to-sample distances and to perform a hierarchical
clustering (Figure S1B). A heatmap revealed strong similarities between the samples
from both strains, which were taken during the exponential growth phase. In contrast,
the transcriptomes of the wild type and the StsR mutant strain differed greatly during
the stationary phase. Within these clusters, the three samples belonging to one strain
formed distinct subclusters. The growth phase-dependent differences in the cellular RNA
composition were visible in volcano plots: Only few transcripts varied between the strains
during the exponential phase, but during the stationary phase more than a third of all
transcripts were classified as differentially expressed (Figure S1C,D).

We considered all genes as differentially expressed when the log,-fold change between
the two strains was >1.0 or <—1.0 and the adjusted p-value was <0.05 (Supplementary
Table S1). Although StsR showed very low abundance in the exponential phase, 26 protein-
coding genes showed higher expression in the mutant. Among those were several genes
for flagellar synthesis and chemotaxis. Seventeen protein-coding genes showed lower
expression in the mutant, including znuB and znuC (znuA missed the cut-off for p-value) for
a zinc transporter and pufK, which is part of the photosynthesis gene cluster. Seventy two
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hours after inoculation to an ODggonm of 0.2, Rhodobacter cells were in the late stationary
phase and StsR was highly expressed [37]. Under these conditions 618 protein-coding
genes showed higher expression in the mutant strain (Supplementary Table S1). Among
those were bchl (bch genes are required for bacteriochlorophyll synthesis) and tspO from the
photosynthesis gene cluster. TspO is an outer membrane protein that negatively regulates
expression of photosynthesis genes in response to oxygen by controlling the efflux of
porphyrin intermediates [40]. The furL gene for a regulator of photosynthesis genes also
showed higher expression in the mutant. Furthermore, the rpoHI, rpoHII, rpoE genes, and
RSP_3095 for another sigma factor, all showed 4.6-5.7 times greater expression in the stsR
mutant (Table 1).

Table 1. log,-fold changes in read counts determined by RN Aseq within a strain between different
growth phases or between wild type (WT) and the stsR mutant in the same growth phase, as
calculated by DEseq2 [39]. Brackets indicate that the adjusted p-value is >0.05. Growth curves for the
two strains are shown in Figure 52 and the time points of sampling are indicated.

LogFoldwr ~ MosxTold Log,-Fold Log,-Fold
Gene Station./ Station./ Mutant/WT Mutant/WT

Expon. Phase Expon. Phase Station. Phase

Expon. Phase

Photosynth. genes

pufX RSP_0255 —2.54 —3.79 (—0.14) —1.26
pufM RSP_0256 —2.65 —3.23 (—0.43) —0.58
behY RSP_0261 —2.02 —3.57 (0.04) —1.56
bchX RSP_0262 —2.24 —3.14 0.25 —0.90
tspO RSP_0269 —1.67 (—0.34) (—0.03) 1.33
behl RSP_0273 —2.35 —1.26 0.28 1.10
bch] RSP_0280 —2.40 —4.00 —0.69 —1.67
bchE RSP_0281 —1.66 —2.51 (—0.01) —0.85
bchH RSP_0287 —1.41 —2.86 (—0.07) —1.00
behL RSP_0288 -1.18 —2.03 (0.15) —0.85
hemN RSP_0317 1.09 —2.70 0.29) —1.90
hemZ RSP_0699 -1.12 -3.02 (0.05) -1.95
Genes for
regulatory proteins
SforL RSP_0698 —0.82 1.00 (0.03) 1.80
prrA RSP_1518 —1.32 —0.52 0.49 0.86
appA RSP_1565 —0.80 —0.06 (—0.04) 0.70
Genes for
alternative sigma
factors/anti-
sigma factors
rpoHII RSP_0601 1.10 3.33 (—0.04) 2.22
1poE RSP_1092 (—0.15) 2.89 (—0.15) 242
chrR RSP_1093 —1.85 2.23 (—0.23) (0.15)
rpoHI RSP_2410 3.69 6.20 (0.06) 2.52
RSP_3095 5.04 7.23 0.12) 2.19
RSP_3094 5.32 6.61 0.32) 1.50
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In the late stationary phase, 762 protein-coding genes showed lower expression in
the mutant (Supplementary Table S1). Among them were several bch genes, pufX that is
required for the assembly of the reaction center (RC) and light-harvesting I (LHI) complexes,
and hemZ and hemN (for oxygen-independent coproporphyrinogen III oxidases that are
required for synthesis of protoporphyrin IX).

2.2. Effects of StsR on Expression of Photosynthesis Genes and of Genes for Regulators of
Photosynthesis Genes

Table 1 shows the expression changes for photosynthesis genes, for genes encoding
regulators of photosynthesis, and for genes encoding sigma factors involved in stress
responses that show logy-fold change of >0.5 or <—0.5 between the two strains in the
stationary phase (adj. p-value <0.05, otherwise numbers are in brackets, and genes with
read counts <20 in both strains were excluded). In agreement with the low levels of StsR
in the exponential phase, all these genes showed similar expression in the exponential
phase in the wild type and mutant. Most photosynthesis genes showed a strong decrease
in expression in the stationary phase in the wild type, and an even stronger decrease in the
mutant strain. As a result, the mutant showed lower expression in the stationary phase,
but transcript levels in both strains were very low compared to exponential growth phase,
as shown for bchJE in Figure 2A.

A different effect of StsR was observed for tspO, and bchl (Table 1), which are not
part of the same operon (results for bchl shown in Figure 2B). Expression levels were more
decreased in the stationary phase in the wild type than in the stsR mutant, resulting in
higher levels of bchl and tspO mRNAs in the mutant in the stationary phase. The expression
pattern of bchl differed from that of crtA, bchD and bchO, although all these genes are in the
same operon (these genes are not listed in Table 1 due to less than 20 reads in the stationary
phase). Higher expression levels in the stationary phase in the mutant were only observed
for bchl. This strongly suggests that StsR does not affect transcription of the operon but acts
at the post-transcriptional level, like most sSRNAs.

Transcriptional start sites in the R. sphaeroides transcriptome have previously been
identified by differential RN Aseq [34] (2017; GEO accession number GSE71844). The tspO
gene is transcribed from a RpoHII-dependent promoter [31]. Since StsR also influences
expression of this sigma factor (see below), its effect on tspO mRNA levels is likely indirect
through altered levels of RpoHII in the mutant.

Altered expression of photosynthesis genes should also affect formation of the pho-
tosynthetic apparatus in the stsR mutant. Spectral analysis confirmed this assumption:
the stsR mutant accumulated less photosynthetic complexes than the wild type under
phototrophic conditions in the stationary phase (Figure S3).

Our data revealed that StsR also affects expression of some genes for important
regulators of photosynthesis genes in the stationary phase (Table 1). This is the case for
the furL, prrA, and appA genes, which all showed higher expression in the stsR mutant
in the stationary phase. As observed for photosynthesis genes, expression was similar in
the mutant and wild type in the exponential phase and dropped in the stationary phase
in the wild type. In contrast to the results for most photosynthesis genes, expression
in the stationary phase was higher in the mutant and reached similar levels as in the
exponential phase (results for prrA shown in Figure 2C). Since the action of StsR on
regulatory proteins impacts many other genes and, therefore, is of special importance,
we confirmed the RNAseq data by qRT PCR for some selected regulator genes (Figure 3).
These data confirmed the higher expression levels of appA and prrA in the mutant compared
to the wild type in the stationary phase. The factors for expression changes are often higher
in real time data than in RN Aseq due to the high sensitivity of the PCR-based approach.
Especially for prrA, the change observed by real time RT PCR was much higher. While
the DEseq [39] analysis calculates the expression levels based on the read counts for the
whole gene, only a small part of the mRNA is amplified in the real time analysis, which
can account for such big differences.
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Figure 2. Effect of StsR on expression of selected photosynthesis genes and of the gene for a regulator
of photosynthesis genes. Read numbers from RNAseq visualized by the Integrated Genome browser
are shown for (A) bch] and behE genes, (B) the behl gene required for bacteriochlorophyll synthesis
and (C) the prrA gene encoding the response regulator of the PrrB/PrrA two component system.
Reads are shown for RNA isolated from the wild type or a mutant lacking StsR (AStsR) in the
exponential or stationary phase 72 h after inoculation. The read counts within one panel were all
normalized to the same scale, as indicated.
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Figure 3. Ratio of expression (logy-fold change) of selected genes as determined by real time RT
PCR in the AStsR mutant compared to the wild type. An in vitro transcript of sinl RNA, an external
spike-in RNA of known sequence and quantity, was used for normalization.

2.3. Effect of StsR on mRNAs for Alternative Sigma Factors

StsR is strongly expressed in the stationary phase in conditions known to also induce
expression of the genes for the alternative sigma factors RpoHI, RpoHII and RSP_3095
in R. sphaeroides [1,34,41]. The mRNA levels for all these sigma factors were increased in
the stationary phase in the wild type, and even more so in the mutant (e.g., a 150-fold
higher level in the mutant in stationary phase than in the exponential phase for RSP_3095)
(Table 1). This was not the case for rpoE mRNA in the wild type, but in the stsR mutant
(Figure 4A). Figure 4B,C also shows expression levels for the rpoHI and rpoHII genes. For
all these sigma factor mRNAs, the highest expression was observed in the stationary phase
in the mutant, implicating that StsR counteracts high expression in the stationary phase.
Real time PCR quantification of rpoE, rpoHI, and rpoHII mRNAs (Figure 3) confirmed their
higher levels in the mutant in the stationary phase.

Table 1 also includes the data for RSP_1093, although it did not fulfil the criteria
of fold-change and p-value for the difference between the two strains in the stationary
phase. RSP_1093 encodes ChrR, the antisigma factor to RpoE [32]. It is noteworthy that
the ratio of chrR mRNA levels between the two strains did not change to the same extent
for rpoE, although both genes are transcribed from the same promoter. This strongly
indicates additional regulation at the post-transcriptional level. RSP_3095 is cotranscribed
with RSP_3094, most likely encoding the antisigma factor to the RSP_3095 protein. The
expression pattern for both genes was very similar (Table 1). Expression levels of other
alternative sigma factors (4 RpoN sigma factors with a role in nitrogen metabolism [42] and
a second RpoE with unknown function) were similar for both strains in the stationary phase.
Interestingly, the mRNA level for the house-keeping sigma factor (RpoD) was decreased
in the stationary phase in the mutant compared to the wild type (log,-fold change: —0.9)
(data not shown).

These data demonstrate that StsR affects expression of many genes, especially in
the stationary phase. However, these data cannot discriminate between direct effects by
binding to target RNAs or indirect effects. The impact of StsR on expression of alternative
sigma factors and regulators of photosynthesis genes suggests that many effects on the
transcriptome may be indirect.
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Figure 4. Effect of StsR on expression of selected genes for alternative sigma factors. Normalized
read numbers from RNAseq visualized by the Integrated Genome browser are shown for (A) rpoE
and chrR genes encoding a sigma factor and its antisigma factor, (B) the rpoHI gene and (C) the rpoHII
gene encoding alternative sigma factors with an important role in stress responses. Reads are shown
for RNA isolated from the wild type or a mutant lacking StsR (AStsR) in the exponential or stationary
phase 72 h after inoculation. The read counts within one panel were all normalized to the same scale,
as indicated.
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2.4. Effect of StsR on Expression of sSRNAs with a Role in Stress Responses or Photosynthesis
Gene Expression

Two trans-acting SRNAs (PcrX and PcrZ) are known to affect photosynthesis gene
expression [24,26]. As part of incoherent feed-forward loops, they balance the induction
of photosynthesis genes upon reduction of oxygen tension. Several sSRNAs are induced
in response to various stress conditions and were identified as important regulators in
the photooxidative stress response of R. sphaeroides [43]. The four homologous sRNAs,
CcsR1-4, target the mRNA for the FIhR regulator and affect the glutathione pool and the
pyruvate dehydrogenase complex [35]. They are cotranscribed with the gene for the small
RNA-binding protein CcaF1, that influences maturation and stability of several sSRNAs
and/or mRNAs [41]. Another sSRNA that influences the glutathione pool, Pos19, affects
the abundance of numerous mRNAs involved in sulfur-metabolism [44]. SorX targets the
mRNA for the subunit of a spermidine transporter [45]. SorY reduces the metabolic flux
through the tricarboxylic acid cycle by targeting the mRNA for a malate transporter [46].

These sRNAs are not included in Table 1, since quantification of these short and mostly
highly abundant sSRNAs by DEseq is often problematic and generates high p-values. We
therefore performed northern blots to examine the effect of StsR on the expression levels of
these important RNA regulators (Figure 5). For all tested sSRNAs, levels in the wild type
and mutant were similar in the exponential phase.

WT AStsR WT AStsR
stationary (72h)

exponential

—_—————

W e e +— PerZ (120 nt)

processing product
[~ (50-56 nt)

R 1 precursor?

4w +— PerX (107 nt)

— CcsR1 (~75 nt)

m... +— SorY (83 nt)

i1 Pos19 (219 nt)

Figure 5. Northern blot of the sSRNAs with a role in regulation of photosynthesis genes or in the

L 5S rRNA (116 nt)

y

oxidative stress response in the wild type (WT) and stsR mutant in the exponential or stationary phase.
For each strain, RNA from three independent cultures was loaded. 8 pug of total RNA were applied
to each lane, and 5S rRNA served as loading control. The identical membrane was subsequently
hybridized to the specific probes.
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PcrZ was previously shown to undergo growth phase-dependent processing: a shorter,
stable segment derived from the 5” end of the PcrZ transcript accumulates in stationary
phase [25]. Northern blot analysis revealed that processing of PcrZ was impeded in absence
of StsR (Figure 5). It is known that StsR interacts with the UpsM sRNA and promotes its
RNase E-dependent cleavage [37]. An interaction between StsR and PcrZ was, however,
not predicted by IntaRNA, suggesting a different effect of StsR on PcrZ processing, which
may also be indirect.

PcrX and CcsR1-4 are derived from the 3’ UTRs of genes by processing of a pre-
cursor transcript. In both cases RNase E has an important role in maturation of these
sRNAs [23,33,42]. The amount of PcrX was clearly decreased in the stationary phase, and
a stronger decrease was observed for the wild type. StsR had no strong effect on CcsR1
levels, which were significantly lower in both strains in the stationary phase. No processing
events are involved in the generation of Pos19 and SorY that are directly transcribed from
their genes, and do not undergo further processing [23,34]. Pos19 levels were strongly
increased in the mutant but were not detected in the wild type in the stationary phase.
SorY had slightly lower levels in the mutant than in the wild type in both growth phases.

Our data demonstrate that StsR can have very different effects on the abundance of
individual sRNAs. This effect may also be indirect, mediated by regulatory proteins or
other sSRNAs. Considering the important functions of the tested sSRNAs in regulation, StsR
indirectly affects the targets of PcrZ, PcrX, and Pos19 (Figure 1).

2.5. StsR Targets rpoE mRNA and Affects Its Stability

In order to get an idea on putative targets of StsR, we applied IntaRNA [47], a bioinfor-
matic tool for the prediction of RNA-RNA interaction. RpoE mRNA was suggested to be a
target of StsR, and an energy value of —18 k] was calculated for the interaction (Figure 6A;
the numbering for rpoE mRNA gives the position of nucleotides in relation to the transla-
tional start (GUG), numbering for StsR refers to the nucleotide position within the 72 nt
long StsR). To verify this interaction in vivo, we compared activity of a rpoE-lacZ fusion in
the wild type and in the mutant strain. A fragment from position —101 to +111 in relation to
the start codon of rpoE (not including the promoter of rpoE) was cloned into pPHU4352 [24].
In the resulting plasmid (pPHU_1092) the rpoE sequence was transcribed from the 16S
promoter and translationally fused to lacZ. As seen in Figure 6B, introduction of a sec-
ond plasmid that overexpresses StsR (pBBR_StsR) led to reduced 3-galactosidase activity,
while monitoring reporter gene activity in AStsR resulted in increased 83-galactosidase
activity. This strongly supports the view that StsR reduces expression of RpoE, which is in
agreement with the RNAseq data shown in Figure 4A.

To further validate these results, we tested in vitro interaction of the radio-labelled
72 nt StsR and a 153 nt in vitro transcript spanning positions —19 to +134 relative to the
rpoE translational start (the transcriptional start site for RpoE is at —96 relative to the
translational start). As shown in Figure 6C, addition of increasing amounts of the rpoE
transcript (150-15,000 fmol) resulted in retardation of the radiolabeled StsR (150 fmol),
providing further support for direct interaction between these two RNAs.
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Figure 6. StsR interacts with the rpoE mRNA. (A) Seed region for the interaction between rpoE and
StsR as predicted by the IntaRNA tool. (B) lacZ-based in vivo reporter assay. All strains contain a
plasmid with a rpoE-lacZ fusion. While over-expression of StsR reduces rpoE-lacZ activity, lack of
StsR leads to higher expression. (C) Gel retardation assay showing the interaction of rpoE and StsR
in vitro. Radio-labelled StsR (150 fmol) in vitro transcript was incubated with increasing amounts of
a 150 nt rpoE in vitro transcript (150-15,000 fmol lanes 1-3). A negative control StsR was incubated
together with a 100-fold molar excess of an RSP_0557 [23] in vitro transcript (lane 4). As further
controls, the StsR transcript was loaded alone (lane 5) or after de and renaturation together with a
100-fold molar excess of the rpoE transcript. * p < 0.5.

Most sRNAs affect translation of their target RN As by binding close to the translational
start, or influence the stability of the target mRNA, or both (reviewed in [8]). The reporter
assay shown in Figure 6B cannot discriminate between these mechanisms, since both
lead to reduced 8-galactosidase activity. Binding of the sSRNA can either stabilize the
target by protecting single-stranded regions from cleavage by RNases attacking single
stranded regions (e.g., RNase E) or can promote degradation by generating targets for
double strand-specific RNases (e.g., RNase III) [8]. Many sRNAs, among them StsR, are
associated with the RNA chaperon Hfq [48] that can stabilize the SRNA-mRNA interaction,
but can also recruit RNase E and promote destabilization of the target mRNA [49]. As
shown in Figure 6A, the seed region for the interaction between StsR and rpoE mRNA
(purple) is close to the translational start site, starting 10 nt downstream of the GTG. In this
region, and just downstream of the interaction site, several RNase E cleavage sites were
mapped [50]. To test whether StsR pairing influences rpoE mRNA stability, we determined
the half-life of rpoE mRNA in the wild type and in the stsR mutant. Cultures were grown to
late exponential phase and rifampicin was added to stop further initiation of transcription.
At short intervals after addition of rifampicin, samples were collected for RNA isolation
and rpoE mRNA was quantified by real time RT PCR. Figure 7 shows that in the strain
lacking StsR rpoE, the half-life was about doubled compared to the wild type (1.0 min
versus 0.55 min). These data strongly suggest that StsR reduces the half-life of rpoE mRNA
and subsequently its level.
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Figure 7. StsR decreases the half-life of rpoE mRNA. Rifampicin was added to cultures in the
exponential growth phase to inhibit initiation of transcription. RNA was isolated at several time
points and rpoE mRNA levels were quantified by real time RT-PCR and plotted against time. The
values represent the average from three independent cultures, and the standard deviation is indicated.
Lack of StsR increased the rpoE half-life about two-fold.

3. Discussion

Initiation of transcription is a major check point of regulation of prokaryotes in adapt-
ing to their environment, and mechanisms of transcriptional regulation have been studied
for decades. Many important protein regulators and regulatory DNA elements have
been identified and characterized. Today, the involvement of RNA regulators in adap-
tation is well recognized, and different mechanisms of this regulation, mostly acting on
post-transcriptional levels, have been unraveled [8,9]. Special challenges for facultative
phototrophic bacteria are to regulate the formation of the photosynthetic apparatus in order
to avoid photooxidative stress and, if this is not possible, to defend against photooxidative
stress. This is achieved by a complex network consisting of proteins that regulate transcrip-
tion, and of sRNAs acting at the post-transcriptional level (Figure 1). The alternative sigma
factors RpoE, RpoHI and RpoHII not only control transcription of genes for proteins with a
function in stress responses, but also transcription of the sSRNAs Pos19, CcsR1-4, SorX and
SorY with an important contribution to these responses.

This work attributes a central role to StsR in this network. RpoHI and RpoHII in-
crease transcription of the stsR gene in response to stress, while StsR destabilizes rpoE
mRNA. Thus, RpoE, RpoHII, and StsR form a negative feed-back loop consisting of pro-
tein regulators and sRNA. Such regulatory loops have been reported for other bacteria
(e.g., [51-54]). Regulation in the RpoE-RpoHII-StsR loop is based on different mechanisms.
RpoE increases transcription of the rpoHII gene, while RpoHII increases transcription of
stsR. The negative effect of StsR on rpoE mRNA levels is due, at least in part, to faster
turn-over in the presence of StsR. We cannot exclude an additional effect on translation
and, consequently, on RpoE protein levels. Since lack of StsR stabilizes the rpoE transcript,
protection against RNase E cleavage by base pairing of StsR can be excluded. Instead,
StsR promotes decay of rpoE mRNA. We have recently shown that base pairing of StsR to
the sSRNA UpsM promotes its cleavage by RNase E. This is due to a structural change of
UpsM upon binding of StsR that gives access for RNase E to a previously double-stranded
region [37]. A similar mechanism may apply to the effect of StsR on rpoE stability.

Our data reveal that rpoHI mRNA levels are also increased in the stsR mutant (Figures 3
and 4B). The rpoHI promoter is not under control of RpoE [31] and no information is avail-
able with regard to its activation by stress. Direct interaction of StsR and rpoHI was not
supported by IntaRNA prediction.

By affecting levels of rpoE and rpoHII mRNAs, StsR indirectly affects levels of genes
that are part of the RpoE and RpoHII regulons, such as the sSRNAs Pos19, CcsR1-4, SorX,
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and SorY (Figure 1). Considering the different expression patterns of these sSRNAs, it is
obvious that the effect of StsR cannot only be mediated via RpoHII. Lack of StsR increased
rpoE and rpoHII mRNA levels, as seen in Figures 3 and 4. Higher levels of RpoE and
RpoHII should increase expression of genes that are controlled by these proteins, which is
in agreement with increased levels of Pos19, SorX and SorY in the stsR mutant (Figure 5).
However, levels of CcsR, PcrZ and PerX were decreased in the stsR mutant (Figure 5).
The CcsR1-4 RNAs are transcribed together with an upstream gene, ccaF1 (RSP_6037).
CcaF1 was recently identified as a small RNA-binding protein involved in RNA maturation
and turn-over. Increased amounts of CcaF1 interfere with the maturation of the CcsR
RNAs from the ccaF1-CcsR1-4 precursor transcript and reduce the CcsR1 half-life [41].
These effects can account for reduced CcsR levels even when the ccaF1-CcsR promoter
is activated.

PcrZ and PcrX are not under control of RpoE or RpoHI/HII but are regulated by
PrrA, AppA and FnrL [24,26]. Lack of StsR results in increased levels of mRNAs for these
regulators in the stationary phase, and in reduced levels of PcrZ and PcrX. PrrA and FnrL
are activators of gene expression, AppA is an antirepressor of PpsR and, consequently,
indirectly activates gene expression. We cannot exclude that StsR affects PcrZ and PcrX
levels through other mechanisms.

StsR also affects photosynthesis gene expression. Most photosynthesis genes showed
lower expression in the mutant in the stationary phase than in the wild type, while the
opposite effect of StsR was observed for bchl and tspO. Regardless of the different expression
levels of most photosynthesis genes in the two strains (up to four-fold), these differences
may not be of physiological relevance, since expression in the stationary phase was very
low in both strains. The effect of StsR on bchl, prrA, appA, and fnrL are likely to have
larger impact, since only in the absence of StsR were significant amounts of the mRNAs
observed. Thus, StsR has an important role in reducing expression of these genes in the
stationary phase.

At present, it is not possible to explain the effect of StsR on expression of the individual
genes. Although the function of AppA/PpsR, PrrB/PrrA and FnrL have been addressed
in numerous studies (rev. [55]), we are far from understanding this complex regulatory
network for photosynthesis gene expression. Elucidation of the underlying mechanisms
is not straightforward: mutation or overexpression of one gene will at the same time
affect other regulators, and the regulatory loop may compensate for the effects caused by
the altered level of a single component of the loop. In vitro experiments with only two
components may give some more insights into the mechanisms of regulation. For example,
identifying direct targets of StsR, and investigating its effects on its targets as shown
here for RpoE, may provide helpful information. We do not know, at present, whether
some mRNAs for photosynthesis genes, for protein regulators, or for PcrZ and PerX, are
directly targeted by StsR. Nevertheless, in vitro experiments cannot completely mimic the
in vivo situation and, in most cases, cannot include the effect of changing environments.
Indeed, the complexity of the regulatory network for regulation of the photooxidative
stress response, and for photosynthesis gene expression, is even greater, as outlined in
Figure 1. StsR can bind the RNA chaperone Hfq [37] that affects many cellular processes.
Deletion of Hfq in R. sphaeroides has pleiotropic effects, including reduced pigmentation
and altered photooxidative stress response. More than 70% of the Hfq-bound sRNAs are
affected by singlet oxygen [56]. In the exponential phase, about 60% of the RNA-bound
Hfq protein is bound to UpsM (formerly RSs0682) [56]. UpsM is highly abundant in the
exponential phase but strongly decreases in stationary phase due to the action of StsR that
promotes degradation of UpsM by RNase E. StsR reaches high levels in the stationary
phase similar to UpsM in the exponential phase, and also binds Hfq [37]. The sSRNAs CcsR,
SorY, SorY and Pos19 are known to interact with Hfq, and the function of PcrX is affected
by Hfq [26,47,57]. Competition among targets over Hfq binding plays an important factor
in regulation (e.g., [57-63]).
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StsR has strong effects on the expression of other genes, mostly in the stationary phase,
which is rarely included in studies analyzing bacterial gene expression. In natural habitats,
however, bacteria are in the stationary phase for most of the time, so that regulation at this
state should not be ignored.

Taken together, our study demonstrates that regulation of photosynthesis genes and
of the oxidative stress response in R. sphaeroides is far more complex than was anticipated
in the past. Complex regulatory loops complicate the elucidation of the role of individual
components in regulation. Most likely, it will take a lot more studies to know all components
of these complex networks, to understand their interaction and the process of adaptation
to different growth conditions.

4. Materials and Methods
4.1. Bacterial Strains, Plasmids and Growth Conditions

The wild type R. sphaeroides 2.4.1 [64] was used for this study. Construction of the
mutant strain lacking StsR (2.4.1 AStsR), and of plasmid pBBR_StsR for overexpression of
StsR is described in [37]. For cultivation of R. sphaeroides strains at 32 °C, malate minimal-
salt medium was used [65]. Cultures were grown under microaerobic growth conditions,
with a dissolved oxygen concentration of about 25-30 M within the exponential phase.
Erlenmeyer flasks containing 80% culture by volume were shaken at 140 rpm. For pho-
totrophic cultivation, the strains were incubated in sealed Metplat flasks filled to the top
and illuminated with 60 Wm~?2 of white light. When necessary, kanamycin (25 pg mL™1),
tetracycline (2 g mL™!) or spectinomycin (10 pg mL ') was added to liquid and solid
growth media (1.6% agar).

4.2. Construction of the rpoE-lacZ Fusion

For the rpoE-lacZ translational fusion, a 218 nt fragment of the rpoE gene was amplified
with the primer pair rpoE_f and rpoE_r (Table S2). The fragment was subcloned into the
pDrive cloning vector (Qiagen, Hilden, Germany) and the rpoE sequence was excised
by Xbal and HindII and ligated into the corresponding sites of the pPHU4352 [24]. The
resulting reporter plasmid pPHU_1092 (Tc") carried the translational rpoE-lacZ fusion
under control of the 165 rRNA promoter (RSP_4352 promoter) and was transferred into R.
sphaeroides strains by conjugation as described in [66].

4.3. B-Galactosidase Activity Measurements

For measuring $3-galactosidase activity, strains carrying the plasmid with the transla-
tional rpoE-lacZ fusion under control of the 165 rRNA promoter were incubated in biological
triplicates at 32 °C under microaerobic conditions. 3-galactosidase activity was measured
by the hydrolysis of O-nitrophenyl-3-D-galactopyranoside (ONPG) (Serva, Heidelberg,
Germany) and expressed as Miller Units. Strains were grown until they reached an OD660
of 0.6. Cells were harvested, and the assay was performed as described in Klug et al. [67].

4.4. RNA Isolation

R. sphaeroides cultures from three independent starter cultures were inoculated sepa-
rately and grown in triplicate to ODggonm 0.5. For northern blot analysis, quantitative real-
time RT-PCR and RNAseq analysis, RNA was isolated using the hot phenol method [68].
Afterwards, the RNA was precipitated with 1/10x vol. 3 M sodium acetate pH 4.5 and
2.5x vol. 96% ethanol.

4.5. Northern Blot Analysis

For Northern Blot analysis 10% polyacrylamide/urea gels were used to fractionate
8 ug total RNA, as described earlier [69]. Oligodeoxynucleotides were used for end-
labelling with [y-32P]-ATP (SRP-30; Hartmann Analytic, Braunschweig, Germany) by T4
polynucleotide kinase (#EK0031, Fermentas, Ontario, Canada). A low stringency Church
buffer was used for hybridization. Membranes were washed in 5x SCC buffer + 0.1%
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SDS. After exposure on phosphoimaging screens (Bio-Rad), images were analyzed by
1D-Quantity One software (Bio-Rad, Feldkirchen, Germany). Oligonucleotides used for
hybridization are listed in Table S2.

4.6. Quantitative Real-Time RT PCR

For qRT-PCR, total RNA was isolated using peqGOLD TriFast™ (VWR) as described
by the manufacturer. Afterwards the RNA was treated with TURBO DNA-free™ Kit
(Ambion/ ThermoFisher Scientific, Waltham, MA, USA) to remove DNA contaminations.
For qRT-PCR, the Brilliant III Ultra-Fast SYBR® Green QPCR Master Mix was used for
reverse transcription and PCR, as described in the manufacturer’s manual. Each 10 pL
reaction mixture contained 5 pL Master Mix (supplied), 0.1 uL DTT (100 mM, supplied),
0.5 uL RiboBlock solution (supplied), 0.4 uL water, 1 pl of each primer (10 pmol/L) and
2 uL DNA-free RNA (20 ng/pL). The reactions were performed in a spectrofluorometric
thermal cycler (Biorad, Feldkirchen, Germany) and were visualized with BioRad CFX
Manager 3.0. For all gRT-PCR experiments, means and standard deviations of biological
triplicates were calculated, each performed in technical duplicates. For all primers, a no
template-control was included. The expression of the target mRNAs in the strain of interest
was calculated relative to the respective control strain and an in vitro transcript of sin] RNA,
an external spike-in RNA of known sequence and quantity, was used for normalization [70].
Primers are listed in Table S1.

4.7. Gel Retardation Assay

For gel retardation assays, RNA was transcribed in vitro using T7 Polymerase (NEB,
Massachusetts, USA) and PCR products with a T7 promoter region at the 5’ ends as the
template. The assays were carried out with 150 fmol radio-labelled in vitro transcript and
various molar ratios of nonlabelled in vitro transcripts in a final volume of 8 uL. RNAs
were denatured separately for 1 min at 95 °C and renatured by cooling for 2 min on
ice and for 5 min at 32 °C. After these de and renaturing steps, the radio-labelled and
nonlabelled RNAs were mixed and 4 pL of 5x structure buffer (25 mM MgCl, and 300 mM
KCl) were added for a final volume of 20 pL. For complex formation, the samples were
incubated for 30 min at 32 °C. Afterwards, the reactions were mixed with 5 uL of loading
dye (50% glycerol, 0.5x TBE, 0.2% bromophenol blue) and loaded onto a 6% nondenaturing
polyacrylamide gel containing 0.5x TBE. Gels were pre-run at 100 V for 60 min at 4 °C
before loading. Electrophoresis was performed at 4 °C by applying 200 V for 4 h. Gels
were dried, exposed on phosphoimaging screens (Bio-Rad, Feldkirchen, Germany) and
analyzed using 1D-Quantity One software (Bio-Rad, Feldkirchen, Germany).

4.8. RNAseq Analysis and Evaluation

RNA isolation, library preparation and bioinformatic analysis were performed as
previously described [34,50]. DESeq2 (version 1.16.1; [39]) was applied for quantitative
comparison of the data, and the p-value (Benjamini-Hochberg correction) was calculated.
The data are deposited in GEO under the accession number GSE175997. Coverage plots in
wiggle format representing the number of aligned reads per nucleotide were generated
based on the aligned reads and visualized in the Integrated Genome Browser [71]. The raw
coverage values of the graphs were normalized to the total number of reads that could
be aligned for the respective library and multiplied by the minimum number of mapped
reads of all libraries.

4.9. Half-Life Determination of the mRNA

RNA samples were prepared at different time points after addition of rifampicin to
the cultures as described in RNA isolation and quantification. Half-lives were calculated
based on real time RT-PCR with 20 ng of total RNA for both the target gene and for the
standard gene rpoZ.
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Bacterial populations produce phenotypic variants called persisters to survive harmful
conditions. Persisters are highly tolerant to antibiotics and repopulate environments
after the stress has vanished. In order to resume growth, persisters have to recover
from the persistent state, but the processes behind recovery remain mostly elusive.
Deciphering these processes is an essential step toward understanding the persister
phenomenon in its entirety. High-throughput proteomics by mass spectrometry is
a valuable tool to assess persister physiology during any stage of the persister
life cycle, and is expected to considerably contribute to our understanding of the
recovery process. In the present study, an Escherichia coli strain, that overproduces
the membrane-depolarizing toxin TisB, was established as a model for persistence
by the use of high-throughput proteomics. Labeling of TisB persisters with stable
isotope-containing amino acids (pulsed-SILAC) revealed an active translational response
to ampicillin, including several RpoS-dependent proteins. Subsequent investigation of the
persister proteome during postantibiotic recovery by label-free quantitative proteomics
identified proteins with importance to the recovery process. Among them, AhpF, a
component of alkyl hydroperoxide reductase, and the outer membrane porin OmpF were
found to affect the persistence time of TisB persisters. Assessing the role of AhpF and
OmpF in TisB-independent persisters demonstrated that the importance of a particular
protein for the recovery process strongly depends on the physiological condition of a
persister cell. Our study provides important insights into persister physiology and the
processes behind recovery of depolarized cells.

Keywords: persister cells, antibiotic tolerance, depolarization, TisB toxin, recovery, SILAC, proteomics

INTRODUCTION

The rise of antibiotic resistance among pathogens is a major threat to the human health care system
(Lewis, 2013), and gains ever-expanding attention. Bacteria have, however, developed alternative
strategies to survive an antibiotic challenge. For instance, Joseph W. Bigger realized very early after
the introduction of penicillin that a small subpopulation of otherwise susceptible Staphylococcus
aureus cultures survived a penicillin treatment for several days. He termed these surviving cells
“persisters” (Bigger, 1944). Persisters are transiently drug-tolerant phenotypic variants within
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isogenic populations and, in contrast to resistant bacteria, do
not proliferate in the presence of antibiotics. Furthermore, the
minimum inhibitory concentration (MIC) for a persistent strain
is not altered in comparison to a strain that is susceptible to a
particular antibiotic (Brauner et al., 2016). Even though persisters
have been extensively studied during the last years, there is still a
lack of knowledge regarding the physiological state of persisters.
The general perception of persisters is that they are non-growing
or slowly growing cells (Balaban et al., 2004), and that reduced
activity of antibiotic targets renders them tolerant to antibiotics
(Lewis, 2010). Clearly, different types of persisters exist (Balaban
et al,, 2004), and it is feasible to assume that physiological states
are different as well. For example, extremely dormant persisters
might be similar to viable but non-culturable (VBNC) cells
(Ayrapetyan et al,, 2015; Kim et al., 2018). By contrast, persisters
induced by carbon source shifts retain metabolic activity, exhibit
slow growth, and are marked by a distinct proteome pattern
(Radzikowski et al., 2016). Hypothetically, the physiology of
persisters is dependent on the particular mechanism that has
triggered entry into the persistent state.

Endogenous factors, that reduce cellular activity and
potentially favor persistence, are toxins from toxin-antitoxin
(TA) systems. TA systems were discovered on plasmids,
where they are implicated in plasmid maintenance during
cell proliferation, but were later also identified on bacterial
chromosomes in surprisingly high numbers (Hayes, 2003;
Gerdes et al., 2005). They are classified according to the specific
mechanism by which the antitoxin inhibits expression or activity
of its toxin counterpart (Page and Peti, 2016). In type I TA
systems, the antitoxin is an antisense RNA that specifically
blocks translation of the toxin mRNA (Fozo et al, 2008a;
Brantl and Jahn, 2015). In type II TA systems, the antitoxin
inhibits activity of the toxin via protein-protein interaction
(Gerdes and Maisonneuve, 2012). Several lines of evidence
indicate that chromosomal TA systems play a role in persister
formation. In fact, the first “persister gene” to be discovered was
hipA from the type II TA system hipAB in E. coli (Moyed and
Bertrand, 1983; Black et al., 1991, 1994). Toxin HipA inactivates
glutamyl-tRNA-synthetase (GltX) by phosphorylation, which
leads to disturbed aminoacylation (Germain et al., 2013; Kaspy
et al, 2013). As a consequence, the stringent response alarmone
(p)ppGpp is produced and transition into the persistent state is
favored (Korch et al,, 2003). The possible role of chromosomal
TA systems in bacterial persistence was further underscored in
the mid 2000’s, when it was observed that several toxin genes
from type II TA systems were upregulated in persister cells,
which for example applies to mazF and relE (Keren et al., 2004;
Shah et al., 2006). MazF and RelE are mRNA endonucleases
that impede translation and cause growth stasis. Intriguingly,
both activation of MazF and overexpression of RelE mediated
persister formation in E. coli (Keren et al., 2004; Tripathi et al.,
2014). Further evidence for toxins as “persistence factors” comes
from work with the mRNA endonucleases YafQ and MgqsR.
Single gene deletions of yafQ and mgqsR caused a reduction in
persistence (Harrison et al., 2009; Kim and Wood, 2010). Finally,
toxins from type I TA systems have been directly linked to
persister formation. These toxins are often small hydrophobic

proteins that preferentially localize to the inner membrane to
cause break-down of the proton motive force or ATP leakage
(Fozo et al., 2008b; Unoson and Wagner, 2008; Gurnev et al.,
2012; Weel-Sneve et al., 2013; Wilmaerts et al., 2018). Membrane
depolarization and depletion of intracellular ATP potentially
trigger entry into a persistent state, as shown for toxins TisB and
HokB (Dorr et al., 2010; Verstraeten et al., 2015; Berghoft et al.,
2017; Wilmaerts et al., 2018). In E. coli and S. aureus, artificial
ATP depletion by the addition of arsenate is sufficient to induce
persister formation (Conlon et al, 2016; Shan et al.,, 2017).
However, membrane depolarization alone, rather than ATP
depletion, might be a determinant of persistence in S. aureus as
well (Wang et al., 2018).

Another central question in the persister field concerns the
mechanisms that affect persister awakening. The “microbial
scout” model suggests that dormant cells awake stochastically
to sample their environment for suitable conditions (Buerger
et al, 2012). In case of Bacillus spores, the model seems
reasonable, and some spores were indeed shown to awaken
spontaneously without sensing of outside signals (Sturm and
Dworkin, 2015). Work with the model bacterium E. coli showed
that the outgrowth medium has an influence on wake-up kinetics
of persister cells (Joers et al,, 2010), indicating that persister
cells may sense their environment. It is, however, not known
which cellular proteins are at the forefront of awakening. Do
persisters express specific proteins to neutralize the effect of a
particular toxin? The answer is possibly yes; it was demonstrated
that acetylation of tRNAs by toxin TacT is reversed by a
peptidyl-tRNA hydrolase (Cheverton et al., 2016). However, this
specific enzyme cannot explain awakening of persisters that
have formed through other mechanisms. Moreover, even though
neutralization of toxins might initiate awakening, it can be
expected that further proteins serve specific functions during the
subsequent recovery process. For instance, DNA repair during
recovery seems to be key to persistence of non-growing E. coli
cells after ofloxacin treatment (V6lzing and Brynildsen, 2015).

In the present study, we have chosen TisB as a model system
for “persistence by depolarization” during exponential growth
phase (Dorr et al, 2010; Berghoff et al, 2017). TisB is the
toxin moiety of the TisB/IstR-1 TA system and is induced
upon DNA damage due to activation of the SOS response
via cleavage of the LexA repressor (Vogel et al., 2004). TisB
targets the inner membrane and causes depolarization (Unoson
and Wagner, 2008; Gurnev et al,, 2012). Translation of the
primary tisB mRNA is repressed by an inhibitory secondary
structure in its 5" untranslated region (UTR). After cleavage of
the 5 UTR structure, translation is blocked by the antitoxin
IstR-1 (Darfeuille et al., 2007; Berghoftf and Wagner, 2017).
We recently deleted both regulatory RNA elements in E. coli
K-12 wild type MG1655. The resulting double deletion strain
A1-41 AistR exhibits unchecked expression of TisB, is highly
persistent when treated with different antibiotics, and represents,
therefore, a suitable system to study TisB-dependent persisters
(Berghoff et al., 2017). Here, state-of-the-art mass spectrometry
(MS) methods were applied to assess the persister proteome,
both during antibiotic challenge and during postantibiotic
recovery. A pulsed-SILAC (stable isotope labeling by amino
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acids in cell culture) approach was applied during ampicillin
treatment, highlighting 43 proteins with significantly increased
protein synthesis. Since many of these proteins are stress-
related and serve protective functions, we conclude that TisB-
dependent persisters mount an active response to ampicillin.
Furthermore, protein samples from the recovery phase were
analyzed by label-free quantitative MS to identify proteins with
differential abundance. Among the 24 proteins with increased
abundance during recovery, we identified a component of the
alkyl hydroperoxide reductase (AhpF) and an outer membrane
porin (OmpF). Deletions of ahpF and ompF in the Al-41
AistR background caused an extended period of persistence
after antibiotic treatment, indicating that both proteins play
important roles during recovery from the persistent state.
However, subsequent experiments showed that these functions
are specific to TisB-dependent persister cells. We conclude that
functions needed for the recovery process have to match the
specific physiological state of a persister cell.

MATERIALS AND METHODS
Growth Conditions

For physiological experiments, E. coli strains were grown
in lysogeny broth (LB) or M9 minimal medium at 37°C
with continuous shaking at 180 rpm (aerobic growth). E.
coli strains containing temperature-sensitive plasmids were
grown at 30°C. If applicable, antibiotics were added at the
following concentrations: 50 g ml~! kanamycin, 15 pg ml™!
chloramphenicol, 6 jLg ml™! tetracycline, 50 pg ml~! ampicillin.
Over-night cultures were diluted 100-fold into fresh medium
and incubated until an optical density at 600 nm (ODggg) of
0.3-0.6 (exponential phase) was reached. For stationary phase
experiments, liquid cultures were inoculated with single colonies
and grown for 20 h. For growth curves, the initial ODggy was
adjusted to 0.02. Growth curves were monitored using a Cell
density meter model 40 (Fisher Scientific). Doubling times were
calculated from exponential growth phase and P-values were
assessed using Student’s ¢-test.

Construction of Bacterial Strains

E. coli strains used in this study are derivatives of K-12
wild type MG1655 and are listed in Supplementary Table 1.
Chromosomal deletions of candidate genes were constructed
by homologous recombination using the X\ red genes (Yu
et al, 2000). A chloramphenicol acetyltransferase (cat) or
kanamycin resistance (kan) gene was PCR-amplified together
with specific overhangs (40 bp) on each side to enable
recombination within the desired gene locus. The corresponding
oligodeoxyribonucleotides are listed in Supplementary Table 2.
The linear amplification products were transformed into E.
coli strains containing temperature-sensitive plasmid pSIM5
for heat-inducible expression of A red genes (Datta et al,
2006). After recombination, clones were selected on LB
agar plates containing chloramphenicol (12.5 pg ml™!) or
kanamycin (25 pg ml™!), respectively. Insertion of the cat or
kan gene was verified by PCR with oligodeoxyribonucleotides
listed in Supplementary Table 2. Deletion constructs containing

selectable markers were transferred to the wild-type background
by P1 transduction.

For simultaneous deletion of ahpF and ompF in strain
B133 (Al1-41 AistR:frt-kan-frt), the kan gene of strain B133
was removed by FLP-mediated site-directed mutagenesis
using plasmid 709-FLPe (Gene Bridges) according to the
manufacturer’s protocol. Clones were tested for kanamycin
sensitivity, and ahpF and ompF were subsequently deleted
by N red-mediated recombination using cat and kan
genes, respectively, for selection. The corresponding
oligodeoxyribonucleotides are listed in Supplementary Table 2.

Pulse-Labeling With Stable Isotopes

E. coli strain B133 (A1-41 AistR:frt-kan-frt) was pulse-labeled
with the stable isotope-containing amino acid L-lysine-!*Cg,> N
(Lys8). The protocol is a combination of native and pulsed-
SILAC approaches that have been successfully applied to
prototrophic bacteria (Michalik et al., 2012; Berghoff et al,
2013; Frohlich et al., 2013). E. coli was cultivated in M9
minimal medium (final concentrations: 47.7 mM Na,HPOQy,,
22 mM KH;,POy, 8.6 mM NaCl, 18.7 mM NH4Cl, 2 mM MgSOy,
0.1mM CaCl, 1 g ml~! thiamine) containing 0.4% glucose
as carbon source (M9+-glu). Regular L-lysine (Lys0) was added
to over-night cultures at a final concentration of 30 g
ml~!. For pulse-labeling experiments, Erlenmeyer flasks (50 ml)
were filled with 10ml M9+glu, supplemented with 30 pg
ml™! Lys0, and inoculated with cells from over-night cultures.
When an ODggp of 0.3-0.4 was reached, cells were pelleted
by centrifugation (10,000g, 3 min), washed in 1ml M9+glu
to remove LysO, resuspended in 10ml fresh M9+glu, and
transferred to Erlenmeyer flasks (50 ml). Lys8 (30 pg ml~!)
and ampicillin (200 g ml™!) were immediately added to start
pulse-labeling and antibiotic challenge in parallel. A culture
incubated in the presence of Lys8 but without ampicillin served
as treatment control. Cultures were incubated for 4 h at 37°C and
180 rpm. Cells were harvested by cold centrifugation (10,000 g,
3 min, 4°C), washed with 1 ml ice-cold M9+glu, and pelleted
by centrifugation (10,0008, 3min, 4°C). All cell pellets were
stored at —20°C until preparation of protein samples for mass
spectrometry analysis.

Recovery Experiments

Recovery experiments were performed in biological triplicates
with E. coli strain B133 (A1-41 AistR:frt-kan-frt). Erlenmeyer
flasks (100 ml) were filled with 20 ml LB medium and inoculated
with cells from over-night cultures. When exponential phase
(ODggp 0.3-0.6) was reached, cultures were treated with 200
pg ml~! ampicillin to lyse non-persistent cells. Persister cells
were harvested by centrifugation (10,000g, 3 min) after 2h of
treatment. Cells were either washed with 1ml ice-cold NaCl
solution (0.9%) and pelleted by centrifugation (10,000 g, 3 min,
4°C) or prepared for recovery in fresh LB medium without
antibiotics. For this purpose, cells were washed in 1 ml NaCl
solution (0.9%), followed by centrifugation (10,000g, 3 min),
resuspension in 20 ml LB medium, and incubation in Erlenmeyer
flasks (100 ml) at 37°C and 180 rpm. At different time points
during and following recovery, cells were harvested by cold
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centrifugation and washed with ice-cold NaCl solution (0.9%)
as described before. All cell pellets were stored at —20°C
until preparation of protein samples for SDS-PAGE or mass
spectrometry analysis.

SDS-PAGE of Protein Samples

Cell pellets from recovery experiments were resuspended in 500
ul phosphate buffer (50 mM, pH 7.2) and disrupted by sonication
on ice (3 x 30s; cycle: 70%; power: 70%). Cell debris and intact
cells were removed by centrifugation (13,000 rpm, 10 min, 4°C).
Protein concentration of supernatants was determined using a
NanoDrop ND-1000 spectrophotometer (PeqLab). Two hundred
micrograms of protein were precipitated with acetone at —20°C
for 3 h. After centrifugation (13,000 rpm, 10 min, 4°C), protein
pellets were washed two times with ice-cold acetone. Pellets were
resolved in 1 x SDS sample buffer at 95°C for 10 min, and 50
ng of protein were loaded on 12% polyacrylamide gels. Gels
were stained with colloidal Coomassie (Roth) for visualization of
protein bands.

Protein Sample Preparation for Mass

Spectrometry

E. coli cell pellets were lysed in SDS-buffer (4% SDS in 0.1 M
Tris/HCI, pH 7.6) by heating at 70°C for 10 min and sonication.
Next, solubilized proteins were separated from cell debris by
centrifugation at 16,000 g for 10 min and protein concentration
in the supernatant was determined using the DC protein assay
(BioRad). From each sample, an equal protein amount was
precipitated by 4 volumes of 100% acetone at —20°C for 1h,
pelleted at 14,000 g for 10 min and washed with 90% acetone.
Dried protein pellets were dissolved in urea buffer (6 M urea, 2 M
thiourea, 10 mM HEPES, pH 8.0) and enzymatic protein digest
was performed by in-solution digestion as previously described
(Andersen et al., 2005). In brief, protein disulfide bonds were
reduced with 10 mM dithiothreitol and alkylated with 55 mM
iodoacetamide. Next, proteins were cleaved enzymatically in two
steps at room temperature: pre-digestion was performed by Lys-
C (100:1 protein-to-enzyme ratio) (Wako Chemicals GmbH)
for 3h followed by an overnight treatment with Trypsin (100:1
protein-to-enzyme ratio) (Serva). Finally, resulting peptides were
desalted by stop and go extraction (STAGE) tips (Rappsilber et al.,
2003) before LC-MS/MS analysis.

Mass Spectrometry

LC-MS/MS analysis was performed using an UHPLC system
(EASY-nLC 1000, Thermo Fisher Scientific) and a QExactive HF
Orbitrap mass spectrometer (Thermo Fisher Scientific) as already
described (Worzfeld et al., 2018). The same parameters were used
except for the gradient of the reverse-phase chromatography:
peptides were separated using a linearly increasing concentration
of solvent B (80% acetonitrile, 0.1% formic acid) over solvent A
(0.1% formic acid) from 5 to 30% for 215 min and from 30 to 60%
for 5min, followed by washing with 95% of solvent B for 5min
and re-equilibration with 5% of solvent B.

Evaluation of Proteome Data

MS raw data were processed by MaxQuant (1.5.6.5) (Cox and
Mann, 2008) and the implemented Andromeda search engine
using a Uniprot database of E. coli (strain K12) containing 4,306
entries (release 2017-01). The following parameters were used
for data processing: maximum of two miss cleavages and mass
tolerance of 4.5 ppm for main search. Trypsin was set as digesting
enzyme. As fixed modification we used carbamidomethylation
of cysteins and variable modifications were defined as oxidation
of methionine and acetylation of the protein N-terminus. Beside
these default parameters of MaxQuant, “label-free quantification”
(LFQ) was enabled for protein quantification. For downstream
data analysis, only proteins with at least two peptides and at least
one unique peptide were considered as identified and processed
with Perseus (1.5.6.0) to calculate P-values based on Benjamini-
Hochberg multiple testing correction with a FDR threshold of
0.05. Processed data were evaluated using R statistical language
(http://www.r-project.org/) and DAVID bioinformatics database
(Huang et al., 2009) (https://david.abcc.nciferf.gov/home.jsp).
Principal component analysis (PCA) was applied to LFQ
intensities (log,) using R function prcomp. Package “factoextra”
was used for visualization of PCA plots. Significantly regulated
proteins were clustered according to functional annotations
using the DAVID bioinformatics database. Gene ontology (GO)
terms BP (biological process), CC (cellular component), MF
(molecular function), KEGG pathway information (https://www.
genome.jp/kegg/), and InterPro protein domains (https://www.
ebi.ac.uk/interpro/) were selected to identify enriched clusters.
The proteome data can be found in Supplementary Table 3.

Persister Assays

Persister levels were calculated by plating serial dilutions of
cultures before and after antibiotic treatment. Exponential
phase cultures (ODggp 0.3-0.6) were treated with 200 g
ml~! ampicillin or 10 pg ml~! ciprofloxacin, and subsequently
incubated for 3h at 37°C and 180 rpm. Stationary phase
cultures (20 h after inoculation) were treated with 10 pg ml~!
ciprofloxacin for 5h. Serial dilutions were prepared with NaCl
solution (0.9%) and plated on LB agar without antibiotics. Agar
plates were incubated at 37°C and colonies either counted after
~20h (before treatment) or ~40h (after treatment). Colony
counts were used to calculate colony forming units (CFU) per
milliliter. The persister level was the ratio between CFU ml~!
from treated samples and CFU ml~! from untreated samples.
P-values were calculated using Student’s ¢-test.

ScanlLag Analysis

Colony growth on LB agar plates was monitored using the
ScanLag method (Levin-Reisman et al, 2010, 2014). Agar
plates were covered with black felt and placed on Epson
Perfection V39 scanners to record time series of images
using the ScanningManager application. The equipment was
placed in a 37°C incubation room. Images (stored as *.tif
files) were recorded every 20min for a total time period of
40h. Images were processed in MatLab (MathWorks) using
functions PreparePictures, setMaskApp, and TimeLapse. Function
ScanLagApp was called to assess the quality of single colonies.
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Afterwards, appearance and growth times were extracted from
the data. The appearance time of a colony equals the time point
at which the colony has a minimum size of 10 pixels. The growth
time of a colony is defined as the time needed to increase in size
from 80 to 160 pixels. Growth inhibition by neighboring colonies
can produce late appearance of individual colonies on densely
populated plates (>100 colonies), which would falsely skew
distribution plots toward late appearance times. In most cases,
these colonies exhibit extraordinarily long growth times as well.
Therefore, raw data were corrected based on the interquartile
range of growth times: the upper limit L was defined as L = Qs
+ 15 * (Q3 - Qp), with Q; and Q3 being the lower and
upper quartile, respectively. All colonies with growth times above
L were removed from the analysis. For statistical evaluation

from package “stats”) was called to analyze the distribution
of appearance and growth times, demonstrating that the data
were not normally distributed. Mann-Whitney-Wilcoxon test
(function wilcox.test from package “stats”) was subsequently used
to calculate P-values.

RESULTS

Assessing the Persister Proteome by a
Pulsed-SILAC Approach

Ampicillin and other p-lactam antibiotics cause rapid lysis of
actively growing cells due to inhibition of cell wall biosynthesis.
A treatment with ampicillin will, therefore, efficiently eliminate

the majority of cells in exponential cultures of ampicillin-

of growth parameters R statistical language (http://www.r-
project.org/) was used. Shapiro-Wilk test (function shapiro.test

sensitive bacteria, and is considered as a simple method to enrich
persister fractions (Keren et al,, 2004). Here, we treated the
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FIGURE 1 | Pulsed-SILAC during ampicillin treatment reveals newly synthesized proteins. (A) Persister levels after 4 h of ampicillin treatment (200 wg mi~1) during
exponential growth phase in M9+glu. CFU counts before and after ampicillin treatment were used to calculate survival. Data represent the mean of at least three
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approach. Pre-cultures were grown in M9-+glu in the presence of regular L-lysine (LysO; 30 ng mi=T ). When exponential growth phase was reached, LysO was
removed by washing, and cultures were incubated in the presence of L-lysine-'3Cg, TN, (Lys8; 30 jug mi=") and ampicillin (200 ng mi~") for 4 h. A control culture
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analysis, P < 0.01). Data were derived from ampicillin treatments in three biological replicates (biorep1-3). (F) lllustration of Significance B analysis for biorep1. Red
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TABLE 1 | Proteins with high Lys8 incorporation upon ampicillin treatment.

Protein Lys8 incorporation (%) Significance B (P value) Description
name

Average Biorep1 Biorep2 Biorep3 Control Biorep1 Biorep2 Biorep3 Control

RpoS 77.69 7917 76.59 77.32 1.95E-60 4.69E-45  4.99E-55 RNA polymerase sigma factor
RpoS

YmgG 76.30 75.36 77.23 76.30 3.51E-37  7.10E-49  2.67E-48 UPFQ757 protein YmgG

Ygdl 73.65 70.50 75.48 74.97 1.22E-38  3.35E-39  6.13E-41 Uncharacterized lipoprotein Ygdl

Cfa 71.69 74.66 67.07 73.35 80.44 9.39E-63 5.72E-15 1.28E-53 0.0067 Cyclopropane-fatty-acyl-
phospholipid
synthase

MIiC 70.68 70.19 70.06 71.79 1.86E-20  8.52E-21 5.40E-28 Membrane-bound lysozyme
inhibitor of C-type lysozyme

Ugd 69.71 69.60 70.81 68.71 3.51E-19 1.27E-22 1.02E-19 UDP-glucose 6-dehydrogenase

Ycid 69.37 72.63 69.00 66.47 6.13E-27 1.76E-18 2.06E-15 Uncharacterized protein YcfJ

Dps 67.93 69.47 67.76 66.57 80.83 2.04E-34  9.35E-26 1.49E-24 0.0038 DNA protection during starvation
protein

BioB 67.18 65.15 66.53 69.85 5.80E-12 4.00E-14 2.02E-22 Biotin synthase

YiaD 66.55 65.23 66.76 67.67 4.68E-12 1.77E-14 1.41E-17 Probable lipoprotein YiaD

LpxC 64.36 63.94 64.55 64.58 81.65 7.07E-19  4.43E-18  1.46E-12  8.81E-04  UDP-3-O-[3-hydroxymyristoyl]
N-acetylglucosamine
deacetylase

Ivy 63.65 62.62 64.65 63.70 77.86 2.13E-16 2.84E-18 7.11E-18 0.1016 Inhibitor of vertebrate lysozyme

Gmd 63.45 63.15 63.79 63.43 9.64E-10 1.46E-10  2.34E-17 GDP-mannose 4,6-dehydratase

TauA 62.15 63.21 61.20 62.02 1.81E-17 1.37E-12 7.00E-15 Taurine-binding periplasmic
protein

SsuA 61.92 60.37 62.96 62.44 2.23E-07 1.09E-09 1.41E-15 Putative aliphatic
sulfonates-binding protein

Ssuk 61.36 60.71 60.56 62.80 1.25E-07 1.42E-07 2.15E-10 FMN reductase (NADPH)

LoiP 61.19 60.37 61.78 61.42 70.02 2.22E-07 1.41E-08 6.35E-14 0.5673 Metalloprotease LoiP

PlaP 61.14 57.99 61.61 63.82 7.61E-06 ~ 1.98E-08  1.37E-11 Low-affinity putrescine importer
PlaP

YghA 61.08 62.56 60.08 60.60 78.35 2.70E-16  3.59E-11 9.81E-13 0.0687 Uncharacterized oxidoreductase
YghA

OsmY 60.83 60.64 61.30 60.55 76.34 2.57E-13  9.93E-13 1.13E-12 0.2640 Osmotically-inducible protein Y

Spy 60.83 61.67 59.96 60.86 79.07 2.15E-08  4.01E-07  1.77E-08 0.0363 Spheroplast protein Y

ClpA 60.00 62.68 59.81 57.52 80.69 1.63E-16 7.60E-11 4.15E-09 0.0047 ATP-dependent Clp protease
ATP-binding subunit CIpA

Bfr 59.89 59.32 60.61 59.74 57.94 1.33E-11 8.17E-12 1.34E-11 0.0179 Bacterioferritin

Sbp 59.68 60.17 59.34 59.52 74.90 1.13E-12 2.57E-10 2.50E-11 0.5276 Sulfate-binding protein

YbgS 59.52 59.97 59.42 59.15 79.39 4.27E-07 9.57E-07 4.22E-07 0.0259 Uncharacterized protein YbgS

KatE 58.49 60.02 57.97 57.49 74.35 1.75E-12  6.55E-09  4.43E-09 0.5987 Catalase HPII

ZntA 57.92 58.84 56.42 58.49 2.38E-06  5.39E-05 1.24E-06 Lead, cadmium, zinc and
mercury-transporting ATPase

LipA 56.42 54.37 57.10 57.79 3.93E-04  242E-05 3.62E-06 Lipoyl synthase

PspA 56.08 55.96 56.38 55.90 76.82 3.59E-08 1.63E-07 1.21E-07 0.2154 Phage shock protein A

YebE 55.69 56.39 56.07 54.61 1.63E-08 2.86E-07 1.22E-06 Inner membrane protein YebE

YciE 54.48 54.65 55.14 53.65 76.85 3.03E-04 2.11E-04 4.79E-04 0.2119 DUF892 domain-containing
protein YciE

GatZ 54.19 48.73 56.51 57.31 7.58E-04 4.86E-05 7.11E-06 D-tagatose-1,6-bisphosphate
aldolase subunit GatZ

RaiA 53.93 54.53 52.91 54.35 80.98 4.84E-07  3.43E-05  1.87E-06 0.0029 Ribosome-associated inhibitor A

HemA 53.90 50.61 54.58 56.51 0.0065 3.64E-04  2.08E-05 Glutamyl-tRNA reductase

CspD 53.74 51.89 55.83 53.49 78.89 0.0028 1.04E-04 5.55E-04 0.0437 Cold shock-like protein CspD

YfdC 52.46 52.53 53.33 51.50 0.0018 0.0011 0.0029 Inner membrane protein YfdC

Ahr 52.25 52.07 52.60 52.09 61.94 0.0025 0.0019 0.0018 0.0576 Aldehyde reductase Ahr

ArgF 51.86 47.73 53.12 54.72 57.32 0.0018 2.61E-05 1.02E-06 0.0151 Ornithine carbamoyltransferase
chain F

(Continued)
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TABLE 1 | Continued

Protein Lys8 incorporation (%) Significance B (P value) Description

fame Average Biorep1 Biorep2 Biorep3 Control Biorep1 Biorep2 Biorep3 Control

FtnA 51.69 54.44 49.24 51.41 3.69E-04 0.0017 0.0031 Bacterial non-heme ferritin

YibT 50.54 50.91 50.59 50.11 80.27 0.0054 0.0078 0.0076 0.0086 Uncharacterized protein YibT

PoxB 49.67 52.44 48.73 47.85 76.55 1.16E-05 0.0025 0.0037 0.2366 Pyruvate dehydrogenase
[ubiquinone]; Alpha-peptide

OtsA 48.51 48.32 49.00 48.20 77.95 0.0011 0.0020 0.0028 0.1002 Alpha,
alpha-trehalose-phosphate
synthase [UDP-forming]

IvB 48.01 46.91 47.53 49.58 60.54 0.0035 0.0064 8.03E-04 0.0381 Acetolactate synthase isozyme 1

large subunit

highly persistent E. coli strain Al1-41 AistR with a high dose
of ampicillin (200 ug ml~!) during exponential growth phase
(ODggp ~0.3) in M9 minimal medium, a situation in which up
to 3% persister cells are formed (Figure 1A). Since wild-type
cultures produce >300-fold less persisters (Figure 1A), the vast
majority of persister cells in strain A1-41 AistR can be expected
to depend on TisB-induced depolarization for their generation
(Berghoff et al,, 2017). In parallel to the ampicillin challenge,
pulse-labeling with the stable isotope-containing amino acid L-
lysine-1Cg,!° N (Lys8) was performed to assess its incorporation
into newly synthesized proteins during persister formation. Since
our E. coli strains are prototrophic, pre-cultures were incubated
in the presence of regular L-lysine (LysO) to prime uptake
and utilization of the externally added amino acid (Frohlich
et al, 2013). LysO was washed out the medium just before
pulse-labeling with Lys8 was started (Figure 1B). After 4h
of ampicillin challenge and pulse-labeling, persister cells were
harvested and analyzed by LC-MS/MS to determine heavy to
light (H/L) protein ratios according to existing SILAC protocol
(Schwanhdusser et al., 2009). H/L ratios were subsequently
used to calculate Lys8 incorporation for the corresponding
proteins. As a control, one culture was pulse-labeled with Lys8,
but allowed to grow in the absence of ampicillin (Figure 1B).
The control experiment demonstrated efficiency of the pulse-
labeling protocol, as judged from the average Lys8 incorporation
of 71.9% after 4h of labeling (Figure 1C). By contrast, Lys8
incorporation in the ampicillin-treated persister cells was clearly
reduced in all three biological replicates, with average values
ranging from 32.8 to 34.4% (Supplementary Figure 1). Since
reproducibility of Lys8 incorporation between replicates was
high (Pearson’s Rho > 0.95; Supplementary Figure 2), data were
combined in a single distribution plot displaying an overall
average Lys8 incorporation of 33.6% for 931 proteins quantified
in all biological replicates (Figure 1D). Notably, the variability of
Lys8 incorporation, as measured by the coefficient of variation
(CV), was considerably higher in persister cells (CV = 0.26) than
in the control (CV = 0.07), indicating an increased heterogeneity
in protein synthesis. The reduction of Lys8 incorporation of
>2-fold compared to the control shows that ampicillin-treated
persister cells are impaired in protein synthesis.

TisB-Dependent Persister Cells Mount an

Active Response to Ampicillin

We were especially interested in proteins that displayed a Lys8
incorporation significantly higher than the average, which was
indicative of enhanced synthesis and functional importance upon
ampicillin stress. For this purpose, Significance B analysis was
performed for each biological replicate (Cox and Mann, 2008).
A common group of 43 proteins with P < 0.01 emerged from
all ampicillin experiments (Figures 1E,F; for details see Table 1).
Only six of these proteins showed a significantly higher Lys8
incorporation in the control experiment, which applied to Cfa,
Dps, LpxC, ClpA, RaiA, and YibT. P-values were however lower
by several orders of magnitude in ampicillin experiments, with
YibT being the only exception (Table 1). Functional annotation
clustering using gene ontology (GO) terms, KEGG pathway
information, and InterPro protein domains (Huang et al., 2009)
failed to highlight any major functional category, except for a
small cluster formed by FtnA, Bfr, and Dps. Ferritin (FtnA)
and bacterioferritin (Bfr) are iron storage proteins, that bind
major proportions of iron under both normal and high-iron
conditions (Sevcenco et al, 2011). Dps is a multi-function
protein involved in iron sequestration, detoxification of reactive
oxygen species (ROS), and mechanical protection of DNA during
stationary phase (Zeth, 2012). Interestingly, the ROS detoxifying
enzyme KatE (catalase II) showed increased Lys8 incorporation
as well. Transcription of both dps and katE is triggered by RpoS,
the master regulator of the general stress response in E. coli.
Intriguingly, RpoS had the highest Lys8 incorporation (77.7%)
of all identified proteins (Table 1), indicating that the general
stress response is switched on in TisB-dependent persister cells.
Further proteins that are related to stationary phase were RaiA
and CspD. RaiA (or protein Y) is a modulator of ribosome
activity and associates with 70S ribosomes to inhibit translation
initiation during cold shock and stationary phase (Vila-Sanjurjo
et al.,, 2004). CspD is an inhibitor of DNA replication that is
implicated in persister formation (Kim and Wood, 2010). CspD
levels are high in stationary phase, but decline when growth
resumes due to degradation by Lon protease (Langklotz and
Narberhaus, 2011). Furthermore, the bifunctional protein PspA
was found to exhibit an increased Lys8 incorporation. PspA
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inhibits its own transcriptional activator PspF under normal
conditions. As soon as envelope stress occurs, PspA releases
PspF and associates with PspBC to preserve functions of the
inner membrane (Manganelli and Gennaro, 2017). Two other
identified proteins, Ivy and MIiC, are inhibitors of vertebrate
C-type lysozyme and protect peptidoglycan against hydrolyzing
attack. The above mentioned proteins are highlighted in a
scatter plot that illustrates the Significance B analysis for
one of the biological replicates (Figure 1F). The remaining
proteins (Table 1) represent, e.g., periplasmic chaperones (OsmY,
Spy), further RpoS-dependent proteins (cyclopropane-fatty-
acyl-phospholipid synthase Cfa, trehalose-6-phosphate synthase
OtsA, pyruvate dehydrogenase PoxB), proteins with functions
in sulfate and sulfonate utilization [sulfate transporter subunit
Sbp, sulfonate ABC transporter periplasmic binding protein
SsuA, NAD(P)H-dependent FMN reductase SsuE], and proteins
with a role in production of the capsular polysaccharide
colanic acid (GDP-mannose 4,6-dehydratase Gmd, UDP-glucose
6-dehydrogenase Ugd). As a conclusion, our pulsed-SILAC
approach identified 43 proteins with enhanced synthesis upon
ampicillin stress, representing 4.6% of all quantified proteins.
Many of these proteins serve stress-related and protective
functions, and likely represent an active response of persister
cells to ampicillin.

Proteome Analysis of Recovering

Persister Cells

In a follow-up experiment, the proteome of strain A1-41 AistR
was analyzed during the recovery phase. When liquid cultures
were treated with a high dose of ampicillin (200 pg ml~!)
during exponential phase (ODggp ~0.3) in LB medium, the
optical density clearly dropped within 2h to values below 0.1
due to lysis of non-persistent cells (Figure 2A). After ampicillin
treatment, persister cells were centrifuged and washed to remove
cell debris, and finally transferred to fresh medium without
antibiotics to enable recovery. After ~2h of recovery, a slight
increase of the optical density was visible, and from there cultures
resumed exponential growth to complete a persister cycle
(Figure 2A). Protein samples from persister cycle experiments
were analyzed by SDS-PAGE, revealing a distinctive change
in the protein pattern upon ampicillin treatment compared to
exponential phase (Figure 2B). The protein pattern remained
unchanged until 2 h of recovery, but reversed to the exponential
phase pattern after 3h of recovery (Figure2B). Samples for
proteome analysis by mass spectrometry were collected in
biological triplicates after 2h of ampicillin challenge (“amp”)
and at early time points during recovery (“recl” and “recl.5”;
Figures 2A,B). Protein samples were analyzed by LC-MS/MS
and quantified using a label-free approach (Cox et al,, 2014).
The retained “label-free quantification” (LFQ) values represent
normalized protein intensities and can be used as a proxy for
protein abundance. Reliability of the label-free normalization
approach was high, as judged from LFQ intensity distributions
(Supplementary Figure 3). LFQ intensities were subsequently
used to identify proteins with changed abundances between
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FIGURE 2 | Proteome analysis of persister cells during recovery from
ampicillin treatment. (A) Graphical illustration of a persister cycle experiment
with the highly persistent strain A1-41 AistR. Actively growing cells are blue,
persisters are orange, and cells in the process of recovery are purple.
Treatment with ampicillin (amp) during exponential growth phase leads to rapid
lysis of non-persistent cells. After transfer of surviving persisters into recovery
medium, cells eventually awake and resume growth. A representative growth
curve is shown and time points for mass spectrometry analysis are indicated.
(B) SDS-PAGE of protein samples from persister cycle experiments. Proteins
(total amount of 50 ng per sample) were separated on 12% polyacrylamide
gels and stained with colloidal Coomassie. A size marker (in kDa) is given on
the left hand side. (C,D) Volcano plots for the comparison between recovery
samples and ampicillin treatment. Data are derived from mass spectrometry
analysis. Proteins with a significant change in abundance after 1h (B) and 1.5h
(C) of recovery are in red (logp ratios >1 or < —1, P < 0.05). Pink dots: logy
ratios <1 or >-1, P < 0.05. Gray dots: logy ratios <1 or >-1, P > 0.05. Exp:
exponential phase; amp: 2 h ampicillin treatment; rec1: 1 h recovery; rec1.5:
1.5h recovery; rec2: 2 h recovery; rec3: 3 h recovery; rec4: 4 h recovery.
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TABLE 2 | Proteins with differential abundance during recovery.

Protein name Protein ratio (logy) P-value Description
reci/amp rec1.5/amp reci/amp rec1.5/amp
RpmH 3.1 4.59 0.0019 9.07E-05 50S ribosomal protein L34
RpmF 1.58 3.08 0.0025 1.82E-04 508 ribosomal protein L32
RpmG 1.41 2.39 0.0026 4.79E-04 508 ribosomal protein L33
IscA 1.18 2.07 0.0707 0.0048 Iron-binding protein IscA
PrfA 1.70 1.99 0.0284 0.0180 Peptide chain release factor 1
YbiQ 0.81 1.71 0.0594 0.0264 UPF0145 protein YbjQ
SmrA 0.97 1.63 0.2685 0.0186 Probable DNA endonuclease SmrA
RimJ 0.88 1.61 0.1092 0.0212 Ribosomal RNA large subunit methyltransferase J
QueD 1.05 1.61 0.1105 0.0276 6-carboxy-5,6,7,8-tetrahydropterin synthase
QueA 0.45 1.65 0.0302 0.0201 S-adenosylmethionine:tRNA
ribosyltransferase-isomerase
AhpF 0.68 1.42 0.0058 0.0027 Alkyl hydroperoxide reductase subunit F
RpsU 0.70 1.42 0.0138 0.0025 30S ribosomal protein S21
SrlA 0.51 1.38 0.4402 0.0277 Glucitol/sorbitol permease IIC component
CspA 0.53 1.35 0.0227 0.0037 Cold shock protein CspA
YniC 0.27 1.33 0.3309 0.0204 2-deoxyglucose-6-phosphate phosphatase
Nth 0.62 1.31 0.1636 0.0139 Endonuclease Il
YebC 0.54 1.23 0.0200 0.0020 Probable transcriptional regulatory protein YebC
RibB —0.09 1.20 0.7793 0.0148 3,4-dihydroxy-2-butanone 4-phosphate synthase
OmpF 0.97 117 0.0031 0.0030 Outer membrane protein F
PurM 0.12 1.18 0.8329 0.0361 Phosphoribosylformylglycinamidine cyclo-ligase
MurB 0.16 1.07 0.6072 0.0244 UDP-N-acetylenolpyruvoylglucosamine reductase
HscB 0.62 1.07 0.0517 0.0067 Co-chaperone protein HscB
MetJ 0.31 1.00 0.3302 0.0061 Met repressor
PtsN 0.61 1.00 0.1086 0.0462 Nitrogen regulatory protein
GInP -0.78 -1.01 0.0130 0.0125 Glutamine transport system permease protein GInP
YebF —1.02 —1.01 0.0024 0.0071 Protein YebF
Ivy -0.93 —1.03 6.78E-04 6.86E—04 Inhibitor of vertebrate lysozyme
SegA —1.28 —1.04 6.22E—05 0.0020 Negative modulator of initiation of replication
NuoK —0.13 —1.04 0.6921 0.0150 NADH-quinone oxidoreductase subunit K
Livd —0.64 —1.05 0.0745 0.0069 Leu/lle/Val-binding protein
RraA —0.43 —-1.12 0.1030 0.0042 Regulator of ribonuclease activity A
MalM —0.90 —1.13 0.0084 0.0055 Maltose operon periplasmic protein
RcnB —-0.57 —1.21 0.0516 0.0072 Nickel/cobalt homeostasis protein RenB
FxsA —-0.44 —1.62 0.0231 0.0423 UPFQ716 protein FxsA
YmgD - —1.64 - 0.0010 Uncharacterized protein YmgD
CsrD —0.88 —1.71 0.0392 0.0026 RNase E specificity factor CsrD

conditions (log, protein ratios >1 or <-1, P < 0.05). We
reasoned that proteins, which exhibit differential expression
during the early stages of recovery, are potentially aiding
the recovery process itself. Therefore, samples from the early
recovery phase (“recl” and “recl.5”) were compared to samples
taken during the ampicillin treatment (“amp”). The proteome
pattern after 1h of recovery was almost identical to the
pattern of ampicillin-treated cells, and only seven proteins
showed a significant change matching our criteria (Table 2 and
Figure 2C). However, after 1.5 h in recovery medium, 24 proteins
were significantly increased and 12 proteins were significantly
reduced in abundance (Table2 and Figure 2D). Importantly,

all 36 proteins showed the same direction of regulation
after 1h of recovery, albeit changes in abundance were less
pronounced (Supplementary Figure 4). LFQ intensities from all
samples were applied to principal component analysis (PCA)
to reduce complexity of the data for illustration in a two-
dimensional plot. The first dimension reveals the progressive
separation of recovery samples from ampicillin samples, while
the second dimension most likely reflects variation between
replicates (Supplementary Figure 5). We conclude that (i) the
TisB-dependent and ampicillin-challenged “persister proteome”
undergoes minor changes in a gradual manner within the first
1.5h of postantibiotic recovery, and that (ii) the small subset
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TABLE 3 | Doubling times of deletion strains in liquid medium.

Strain Doubling time [min] P-value
Mean + SD

AA 27.4+0.7

AAAhscB 32.5+0.1 1.86E-06

AAAISCA 32.7+0.9 1.35E-05

AAACSPA 27.0+0.2 0.2765

AAAahpF 27.6 +0.1 0.6727

AAAOMPF 27.4+0.3 0.9441

Doubling times were calculated from exponential growth phase in liquid LB medium
(Figure 3). Values represent the mean and standard deviation (SD) of at least three
independent biological replicates. Statistical testing using Student’s t-test (P-value) refers
to double deletion strain A1-41 AistR (AA).

of 36 proteins might represent functions important to the
recovery process.

Selection of Proteins From the Recovery

Phase for Further Analysis

We selected five candidates from the 24 proteins, which were
increased in abundance during recovery (Figure2D). The
pulsed-SILAC approach partly guided the selection process:
increased synthesis of catalase KatE during ampicillin treatment
(Figure 1F) was indicative of oxidative stress caused by hydrogen
peroxide, and increased synthesis of iron storage proteins FtnA,
Bfr, and Dps (Figure 1F) implied that excess intracellular iron
might have originated from decomposition of iron-sulfur clusters
(Fe/S). We therefore selected AhpF, a component of the alkyl
hydroperoxide reductase involved in peroxide detoxification,
and two proteins with functions in Fe/S assembly, HscB and
IscA. The transcriptional activator CspA was selected because
its mRNA levels are highest immediately before cell division
starts (Brandi et al., 2016), implying an important function for
growth resumption. Finally, the outer membrane porin OmpF
was selected because it plays a major role for influx of nutrients,
antibiotics, and other small compounds (Nikaido, 2003; Pages
et al., 2008).

AhpF and OmpF Specifically Affect the
Colony Appearance Time After

Antibiotic Treatment

We constructed gene deletions for hscB, iscA, cspA, ahpF,
and ompF in our highly persistent strain A1-41 AistR. The
resulting triple deletion strains were tested with regard to growth
and persistence. The doubling time of strain Al-41 AistR
was 27.4min during exponential phase in liquid LB medium.
Deletion of hscB and iscA resulted in significantly increased
doubling times of 32.5 and 32.7 min, respectively (Table 3 and
Figures 3A,B). In addition, the optical density after 6 h of growth
was lower in both strains (Figures 3A,B). We also determined
the fraction of surviving cells after 3h of ampicillin treatment
(200 pug ml~!) during exponential phase, to test whether persister
levels were affected in the triple deletion strains. The persister
level of strain A1-41 AistR was determined as 7.5%. Deletion

of hscB and iscA resulted in significantly decreased persister
levels of 1.5 and 0.9%, respectively (Figure4A). By contrast,
doubling times and persister levels for the remaining deletion
strains (cspA, ahpF, and ompF) were largely unaffected (Table 3
and Figures 3C-E, 4A). We next asked the question whether the
five genes have an effect on the time individual cells remain in
the persistent state after an antibiotic challenge. Liquid cultures
of the deletion strains were treated with ampicillin (200 g
ml™!) for 3h and subsequently plated on LB agar without
antibiotics to enable recovery of the surviving persister cells
and formation of colonies. Colony growth was analyzed by the
ScanLag method, which has been developed to simultaneously
measure the appearance and growth times of hundreds of
colonies on agar plates (Levin-Reisman et al., 2010, 2014). The
appearance time indicates the very first detection event of a
colony, which is represented by a colony size of 10 pixels in the
scanned images. The growth time reflects an increase in colony
size from 80 to 160 pixels (see section Materials and Methods). If
the growth time of a colony is largely unaffected, the appearance
time mainly depends on the time the colony-forming cell needs to
recover and, therefore, reflects the persistence time. The median
appearance time of strain Al-41 AistR ranged between 880
and 940 min and the median growth time was mostly 140 min
(Table 4). Deletion of hscB and iscA resulted in a significant shift
to later appearance and growth times, with colonies appearing
on average after more than 1,100 min with a growth time of
180 min (Table 4 and Figures 4B,C). These findings validated a
general growth defect for the hscB and iscA deletions, which was
apparent both on agar plates and in liquid medium (Tables 3, 4).
By contrast, and consistent with measurements in liquid LB
medium, deletions of cspA, ahpF, and ompF did not extend the
growth time of colonies (Figures 4D-F). The ahpF deletion even
had a reduced growth time of 120 min (Table 4). However, the
appearance time was shifted to later time points in all three
deletion strains, which was particularly evident for ahpF and
ompF deletions. Both strains lost a major fraction of colonies with
an early appearance time and gained colonies with an appearance
time later than 1,400 min (Figures 4E,F). Since growth time
was not affected, the later appearance time indicated a delay in
outgrowth of persister cells.

We repeated the experiment with the fluoroquinolone
antibiotic ciprofloxacin and treated exponentially growing
cultures with a high dose (10 jLg ml™") for 3 h. The cspA deletion
was not further investigated, since it has only caused a small effect
on the colony appearance time after treatment with ampicillin.
The persister level of strain Al-41 AistR was determined
as 3.2% for ciprofloxacin, and a significant decrease to 0.4%
was only observed for the hscB deletion (Figure 5A). After
ciprofloxacin treatment, all strains had a median growth time on
LB agar which was comparable to growth times obtained after
ampicillin treatment. However, the appearance time distributions
after ciprofloxacin treatment were overall shifted to later time
points, when individual strains were compared to the respective
ampicillin experiment (Table 4; compare Figures 4, 5). In case
of ciprofloxacin, deletion of hscB and iscA caused a shift
of >140min for the median appearance time and >60 min
for the median growth time in comparison to strain Al-41
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FIGURE 3 | Growth in liquid medium is impaired by hscB and iscA deletions. Growth curves of double deletion strain A1-41 AistR (AA) and corresponding triple
deletion strains in liquid LB medium. The ODggg was initially adjusted to 0.02 from over-night cultures and measured over 6 h. Doubling times (ty) during exponential
phase are given for the corresponding strains in each graph. (A) AA vs. AAAhscB, (B) AA vs. AAAiscA, (C) AA vs. AAAahpF, (D) AA vs. AAAompF, and (E)
AA vs. AAAcspA. Data represent the mean of at least three independent biological replicates. Error bars depict standard deviations.

AistR (Table 4 and Figures 5B,C). By contrast, ahpF and ompF
deletions caused a delay in colony appearance (70-min shift of the
median appearance time), without severely affecting the growth
time (Table 4 and Figures 5D,E).

As a conclusion, the growth phenotypes obtained for the hscB,
iscA, ahpF, and ompF deletions were not specific to a distinct
antibiotic, but instead applied to at least two different classes
of antibiotics (B-lactams and fluoroquinolones). Furthermore,
deletion of ahpF and ompF specifically affected the colony
appearance time after antibiotic treatment in strain A1-41 AistR,
possibly due to impairment of the recovery process.

Functions of AhpF and OmpF During
Recovery Are Specific to TisB-Dependent
Persister Cells

We were curious whether our findings were influenced by the
genetic background of strain A1-41 AistR. To answer this
question, hscB, iscA, ahpF, and ompF deletions were constructed
in the MG1655 wild-type background. Strains were treated with
ampicillin (200 ug ml~!) for 3h during exponential phase, as

before, and analyzed by ScanLag. Interestingly, none of the
deletions caused a reduction in persister levels (Figure 6A).
While hscB and iscA deletions caused a shift to later appearance
and growth times compared to wild type MG1655 (Table 4 and
Figures 6B,C), growth parameters of ahpF and ompF deletion
strains were almost identical to those obtained for the wild type
(Table 4 and Figures 6D,E). The influence of ahpF and ompF
on the colony appearance time (after ampicillin treatment) was
therefore no general feature and appeared to be specific for
TisB-dependent persister cells.

To further corroborate our findings, ahpF and ompF deletions
were constructed in a AtisB background and analyzed as
before. Deletion of ahpF did not affect the persistence time,
while deletion of ompF even caused an earlier appearance
of colonies (Table4 and Figure7A). In a next experiment,
wild-type ahpF and ompF deletion strains were treated with
ciprofloxacin (10 pg ml™!) during stationary phase for 5h.
ScanLag analysis revealed that the colony appearance time of
stationary phase persisters was neither affected by ahpF nor
ompF deletions (Table4 and Figure 7B). These experiments
confirmed that AhpF and OmpF specifically affect recovery of
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FIGURE 4 | Influence of candidate proteins on survival and recovery of TisB-dependent persister cells after ampicillin treatment. Exponential cultures of double
deletion strain A1-41 AistR (AA) and corresponding triple deletion strains were treated for 3 h with ampicillin (+amp; 200 pg mI*‘) in liquid LB medium and
subsequently plated on LB agar without antibiotics. (A) CFU counts before and after ampicillin treatment were used to calculate survival. Data represent the mean of
at least three independent biological replicates. Error bars depict standard deviations. P-values were calculated using Student’s ¢-test (**P < 0.01). (B-F) The ScanlLag
method (Levin-Reisman et al., 2010, 2014) was applied to monitor appearance and growth times of individual colonies after ampicillin treatment. Left and right panels
show boxplots for appearance and growth times, respectively, for (B) AA (n = 294) vs. AAAhscB (n = 139), (C) AA (n = 191) vs. AAAISCA (n = 102), (D) AA
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TABLE 4 | Growth parameters of deletion strains on solid medium after antibiotic treatment.

Condition Appearance time [min] Growth time [min]
Control strain Median Deletion strain  Median P-value Control strain Median Deletion strain Median P-value
Exponential +amp AA 880 AAAhscB 1,240 <2.2E-16 AA 140 AAAhscB 180 3.01E-10
AA 900 AAAISCA 1,110 <2.2E-16 AA 120 AAAISCA 180 <2.2E-16
AA 920 AAACSPA 940 0.0363 AA 140 AAACSPA 140 0.4227
AA 920 AAAahpF 980 2.37E-06 AA 140 AAAahpF 120 8.01E-05
AA 940 AAANOMPF 1,000 5.75E-10 AA 140 AAANOmMpPF 140 0.3795
Exponential +CF AA 1,480 AAAhscB 1,650 4.77E-07 AA 140 AAAhscB 200 <2.2E-16
AA 1,480  AAAIscA 1,620 0.0026 AA 140 AAAISCA 220 <2.2E-16
AA 1,290  AAAahpF 1,360 0.0294 AA 120 AAAahpF 120 0.2841
AA 1,290  AAAompF 1,360 0.0355 AA 120 AAAOMPF 140 0.0039
Exponential +amp wt 760 AhscB 900 <2.2E-16 wt 140 AhscB 200 <2.2E-16
wt 760 AiscA 960 <2.2E-16 wt 140 AISCA 220 <2.2E-16
wt 820 AahpF 820 0.5294 wt 140 AahpF 140 0.1106
wt 760 AompF 760 0.1024 wt 140 AompF 140 0.6671
Exponential +amp AtisB 820 AtisB AahpF 820 0.2650 AtisB 160 AtisB AahpF 120 <2.2E-16
AtisB 820 AtisB AompF 780 5.25E-13 AtisB 160 AtisB AompF 140 2.89E-05
Stationary +CF wt 1,080  AahpF 1,080 0.6382 wt 140 AahpF 140 0.7855
wt 1,080  AompF 1,030 0.1983 wt 140 AompF 120 1.41E-05
Exponential +amp AA 960 AAAahpF 1,140 8.24E-13 AA 140 AAAahpF 140 0.0017
AA 960 AAAahpF 1,000 0.0004 AA 140 AAAahpF 120 <2.2E-16
AompF AompF

Appearance and growth times represent median values of ScanlLag experiments (Figures 4-7). Statistical testing using Mann-Whitney-Wilcoxon test (P-value) refers to the corresponding
control strain from the same experimental run.
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(D) AA (n =118) vs. AAAahpF (n = 104), and (E) AA (n = 118) vs. AAAompF (n = 75). P-values were calculated using Mann-Whitney-Wilcoxon test (P < 0.01;
*P < 0.05; n.s., not significant).
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FIGURE 6 | Influence of candidate proteins on survival and recovery of wild-type persister cells after ampicillin treatment. Exponential cultures of wild type MG1655
(wt) and corresponding deletion strains were treated for 3 h with ampicillin (+amp; 200 pg ml’*) in liquid LB medium and subsequently plated on LB agar without
antibiotics. (A) CFU counts before and after ampicillin treatment were used to calculate survival. Data represent the mean of at least three independent biological
replicates. Error bars depict standard deviations. P-values were calculated using Student’s t-test (P < 0.05). (B-E) The ScanLag method (Levin-Reisman et al., 2010,
2014) was applied to monitor appearance and growth times of individual colonies after ampicillin treatment. Left and right panels show boxplots for appearance and
growth times, respectively, for (B) wt (n = 80) vs. AhscB (n = 84), (C) wt (n = 80) vs. AiscA (n = 144), (D) wt (n = 224) vs. AahpF (n = 219), and (E) wt (n = 276) vs.
AompF (n = 391). P-values were calculated using Mann-Whitney-Wilcoxon test (P < 0.01; n.s., not significant).
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FIGURE 7 | The role of AhpF and OmpF in TisB-independent persisters and synergistic effects. Deletions of ahpF and ompF were constructed in a tisB deletion
(AtisB), wild-type (wt), or A1-41 AistR (AA) background. Resulting strains were analyzed by ScanlLag. (A) Cultures were treated with ampicillin (+amp; 200 ng mI")
for 3 h during exponential phase. Boxplots reflect appearance time distributions for AtisB (n = 394), AtisB AahpF (n = 204), and AtisB AompF (n = 272).

(B) Cultures were treated with ciprofloxacin (+CF; 10 g mi~— ") for 5h during stationary phase. Boxplots reflect appearance time distributions for wt (n = 113), AahpF
(n = 147), and AompF (n = 58). (C) Cultures were treated with ampicillin (+amp; 200 g mi~") for 3h during exponential phase. Boxplots reflect appearance time
distributions for AA (n = 325), AAAahpF (n = 233), and AAAahpF AompF (n = 142). P-values were calculated using Mann-Whitney-Wilcoxon test (**P < 0.01;
n.s., not significant).

TisB-dependent persister cells, but excluded a more general  guide development of therapeutic strategies. Several studies have
role in recovery of persister cells that have formed through  assessed the persister transcriptome by microarray or RNA-seq
other mechanisms. analysis after enrichment of persister fractions by either lysis of

non-persistent cells (Keren et al., 2004, 2011; Pu et al., 2016),
Simultaneous Deletion of ahpF and ompF or fluorescence-activated cell sorting (FACS) of reporter strains

Does not Cause a Synergistic Effect (Shah et al., 2006). While each of these enrichment methods has
Since ScanLag experiments with ahpF and ompF single deletions its limitations in terms of purity of the enriched persister fractions
in strain Al-41 AistR indicated that both genes support the ((,anastuarte et al, 20,14; Henry ar.ld ].31‘}7.1]11(156.11, 2016)’, the
recovery process of TisB-dependent persister cells (Figures 4, 5), transcriptome data provided conclusive insights into persister

we asked the question whether simultaneous deletion of both physiology ) .For example, pioneering Work fromithe L.ewis
genes would cause a severe delay in colony appearance. To this ~ 8°"P highlighted the prevalence of toxin mRNAs in persister

end, a marker-less variant of strain A1-41 AistR was constructed fractions and emphasized the importance of chromosomally

by FLP-mediated recombination. Subsequent deletion of ahpF, encoded TA systems for bacterial persistence (Keren et al., 2004;
resulting in a triple deletion strain, caused a prolonged Shah et al., 2006). However, alterations on transcript level do

. . I X not necessarily affect the amount of a given protein due to
appearance time of colonies after ampicillin treatment during o .
exponential phase (Figure7C), which confirmed our former posttranscriptional and posttranslational regulatory events. To
findings (Figure 4E). Additional deletion of ompF produced .compl.emént the picture of persister physiology, high-throughput
a quadruple deletion strain, which was still highly persistent investigations of the proteome are needed, but have rarely

. been addressed.

(Supplementary Figure 6). However, the colony appearance
time in the quadruple deletion strain was not further increased

in comparison to the triple deletion strain (Figure 7C). On the = Pulsed-SILAC Reveals Persister

conFrary, the mefiian appearance time of thé <.11.1adrupl'e deletion Physiology on the Translational Level
strain was even intermediate between the initial strain (A1-41 lsed-SILAC is a powerful tool to elobally assess active protein
AistR) and the triple deletion strain. Pulse . pow & v ve P .
translation (Schwanhdusser et al., 2009), but even though it
has been successfully applied to study, e.g., protein synthesis
DISCUSSION in colistin-tolerant subpopulations of Pseudomonas aeruginosa
biofilms (Chua et al, 2016), it has not yet been applied to
Antibiotic-tolerant persister cells increase the risk for relapsing  planktonic persister cells during an antibiotic challenge. Here, a
infections, a threat especially prevalent in combination with  pulsed-SILAC approach was used to quantify protein synthesis
bacterial biofilms (Lewis, 2007, 2010; Michiels et al., 2016).  in TisB-dependent persister cells after an ampicillin challenge
Assessing persister physiology is key to understanding the  during exponential phase (Figure 1B). The enriched persister
processes that drive bacterial persistence, which will ultimately  fraction exhibited a >2-fold reduction in protein synthesis
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compared to the exponentially growing control, as judged from
the average Lys8 incorporation of 33.6 and 71.9%, respectively
(Figures 1C,D). These findings are in line with the general
notion that the likelihood of persister formation inversely
correlates with the translational activity (Balaban et al., 2004;
Shah et al., 2006; Orman and Brynildsen, 2013; Henry and
Brynildsen, 2016). Additionally, Lys8 incorporation might be
compromised in TisB-dependent persisters, since depolarization
by TisB and subsequent ATP depletion (Unoson and Wagner,
2008; Gurnev et al., 2012) is expected to impede lysine uptake by
ABC transporters. Even though protein synthesis is diminished
on average, there is high variability in protein synthesis with
43 proteins exhibiting elevated levels of Lys8 incorporation
(~45-80%; Figures 1E,F). These proteins likely represent an
active stress response in TisB-dependent persister cells. In an
alternative and toxin-independent model of persistence, high
levels of persister cells are formed after nutrient shifts, e.g.,
from glucose to fumarate. Quantitative proteomics revealed
activation of a distinct stress response, mainly controlled by
the sigma factor RpoS (Radzikowski et al., 2016). Interestingly,
TisB-dependent persister cells strongly synthesize RpoS (Lys8
incorporation of 77.7%) and the RpoS-dependent proteins Dps,
KatE, Cfa, OsmY, OtsA, and PoxB (Figure 1F), most of which
serve protective functions. For some of them, enrichment in
persister fractions has already been shown on the mRNA level
by transcriptome analysis (Keren et al, 2004; Shah et al,
2006), which applies to KatE (catalase II), OsmY (periplasmic
chaperone), OtsA (trehalose-6-phosphate synthase), and to the
dual-function effector of the envelope stress response PspA.
These proteins might represent a general hallmark of persister
proteomes and serve as suitable biomarkers for persister
cells in future studies. Other proteins found by our pulsed-
SILAC approach might influence persistence directly through
inhibition of replication (CspD) (Kim and Wood, 2010) or
inhibition of translation (RaiA). In summary, we conclude
that TisB-dependent persister cells mount an active response
on the translational level, which has the potential to (i)
actively protect persister cells from severe damage and (ii)
induce or stabilize the persistent state. The question to which
extent the proteins identified here contribute to TisB-dependent
persistence—or persistence in general—needs to be addressed in
future studies.

Assuming that the particular response to a stress factor
(e.g., antibiotics or nutrient deprivation) depends on the
molecular status (e.g., expression of TA systems or metabolic
state) of a persister cell, it seems reasonable that the same
stress would elicit different responses in different persister
types. For example, stationary phase persisters might react in
a different way to ciprofloxacin than depolarized persisters
generated during exponential phase. Systematic investigations
of the persister proteome from a set of defined persister
populations might help to unravel shared and specialized
features of stress responses in different persister types.
Our pulsed-SILAC approach represents a first step toward
this direction.

Postantibiotic Recovery of

TisB-Dependent Persister Cells

Mechanisms that lead to persister formation are diverse but
in many instances quite well-understood. Mechanisms that
help bacteria to recover from the persistent state, however,
are only beginning to be discovered, and can be classified
as follows: (i) rescuing of targets, that have been corrupted
by toxins, to enable awakening (De Jonge et al, 2009
Cheverton et al., 2016), (ii) intrinsic regulatory features of
TA operons by a process called “conditional cooperativity”
to regain inhibition of toxins by their cognate antitoxins
(Page and Peti, 2016), and (iii) repair of antibiotic-induced
damages during the postantibiotic recovery phase to maintain
survival (Volzing and Brynildsen, 2015; Mok and Brynildsen,
2018). Here, we applied label-free quantitative MS to identify
differentially expressed proteins in TisB-dependent persisters
during recovery from ampicillin. Importantly, our sampling
time points precede bulk growth resumption (Figures2A,B),
which is also reflected by the small proportion of proteins
with decreased (12 proteins) or enhanced abundance (24
proteins) after 1.5h of recovery (Figure2D). At this time
point, TisB persisters have obviously just started to remodel
their proteome, and are—from a physiological point of view—
still engaged in an intermediate state between persistence and
growth resumption.

The proteomics snapshot identified proteins harboring
interesting functions with respect to what we have learned
from the pulsed-SILAC approach. Increased synthesis of catalase
KatE during ampicillin treatment of strain Al-41 AistR
(Figure 1F) indicates that TisB persisters need to detoxify
hydrogen peroxide. Alternatively, increased KatG synthesis
might be an inevitable consequence of activation of the general
stress response by RpoS (Figure 1F) without increased ROS
production. However, generation of ROS by antibiotics is a
documented, albeit controversial, phenomenon (Kohanski et al.,
2007; Dwyer et al., 2014), and we have reason to believe
that TisB, and other depolarizing toxins, further enhance ROS
production (our unpublished data). It is, therefore, feasible
to assume that TisB persisters accumulate oxidative damage
that needs to be repaired during postantibiotic recovery. In
this regard, TisB-dependent persisters might be reminiscent of
viable but non-culturable (VBNC) E. coli cells, that exhibit
signatures of oxidative protein damage and have activated RpoS-
dependent genes like katE (Desnues et al., 2003). But unlike
VBNC cells, TisB persisters are able to produce colonies in a
timely fashion, even though their appearance time is delayed
due to high TisB levels (compare wt and AA in Table4)
(Berghoff et al., 2017). We observed increasing protein levels
of AhpE, a component of alkyl hydroperoxide reductase Ahp,
during recovery of strain Al-41 AistR (Figure 2D). Ahp is
the primary scavenger of hydrogen peroxide under standard
growth conditions (Imlay, 2013). Furthermore, Ahp has the
potential to reduce a variety of alkyl hydroperoxides (Jacobson
et al, 1989; Storz et al, 1989), and might be involved in
repairing damaged molecules in TisB-dependent persister cells
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during postantibiotic recovery. In line with this hypothesis,
the colony appearance time after antibiotic treatment was
prolonged in strain Al-41 AistR when ahpF was deleted
(Figures 4E, 5D). Since persister levels were not affected
(Figures 4A, 5A), the amount of oxidative damage in TisB
persisters appears to be sublethal, maybe due to hydrogen
peroxide detoxification by catalase KatE already during the
persistent state. Interestingly, the effect of an ahpF deletion on
the appearance time was not observed in a wild-type or AtisB
background (Figures 6D, 7A). Furthermore, an ahpF deletion
did not extend the lag phase after diluting cells from stationary
phase into fresh LB medium (Figure 3C). Together these data
demonstrate that AhpF does not represent a crucial factor
during outgrowth of E. coli in general. The specific importance
of AhpF for recovery of TisB persisters rather supports the
assumption that oxidative stress represents a particular threat for
depolarized cells.

The pulsed-SILAC approach also demonstrated increased
synthesis of iron storage proteins FtnA, Bfr, and Dps (Figure 1F),
which was indicative of excess free iron within TisB persisters.
Free iron might originate from decomposition of Fe/S by
ROS (Imlay, 2006, 2008), and iron sequestration is, therefore,
needed to avoid subsequent generation of genotoxic hydroxyl
radicals through Fenton chemistry. In line with the proposed
Fe/S decomposition, proteins with a function in Fe/S assembly
were upregulated during recovery, which applies to the A-
type Fe/S carrier protein IscA and chaperone HscB, which
is involved in release of Fe/S from scaffold proteins (Roche
et al., 2013). Growth defects have been reported for both
hscB and iscA deletion strains (Tokumoto and Takahashi, 2001;
Lu et al, 2008), which was also observed here in the Al-
41 AistR background (Table3) and for wild type MG1655
(data not shown). The general growth defect likely causes
the strongly delayed appearance time of colonies in ScanLag
experiments (Figures 4-6), and it is, therefore, difficult to
draw conclusions about duration of the persistent state from
these colony-based experiments. However, upon ampicillin
treatment persister levels of strain A1-41 AistR were reduced
by ~5- and 8-fold due to hscB and iscA deletions, respectively
(Figure 4A), which was not observed in a wild-type background
(Figure 6A). We speculated that the reduced survival was caused
by generation of hydroxyl radicals, which could not be confirmed
in experiments with the hydroxyl radical scavenger thiourea
(data not shown). We conclude that Fe/S assembly specifically
supports the postantibiotic recovery process of TisB persisters
to maintain survival, but cannot exclude an additional role in
persister generation.

The Ability of OmpF to Influence Recovery

Depends on the Physiological Condition

The intracellular concentration of an antibiotic is determined
by two processes: influx and efflux. Efflux of antibiotics by
bacterial pumps is mainly considered an important determinant
for antibiotic resistance. It was only recently shown that E.
coli persister cells extrude p-lactams by TolC-dependent pumps
as an active defense and survival strategy (Pu et al, 2016).
However, the parallel induction of ompF, as monitored on
RNA level, was considered a paradox, since OmpF is a major

entry gate for B-lactams and other antibiotics (Nikaido, 2003;
Pages et al., 2008). These results were interpreted as lack of
cooperation between efflux and influx systems (Pu et al., 2016).
Our data might provide a solution to this problem. One has
to consider that OmpF and other porins do not only allow
antibiotics to enter the periplasm, but also provide the nutrient
supply that is needed for cell growth. If ompF is deleted
in a AtisB background, cells recover more quickly after an
ampicillin challenge (Figure 7A), likely because intracellular
ampicillin accumulation is reduced. The situation reverses in
TisB persisters: deleting ompF in the A1-41 AistR background
causes a prolonged persistence time (Figures 4F, 5E), indicating
that OmpF is an important factor for recovery. Some nutrients,
like sugars and other metabolites, have the potential to repolarize
the inner membrane and reverse toxin-dependent depolarization
(Allison et al., 2011; Verstraeten et al, 2015). Increased
nutrient supply by OmpF upregulation might support this
process. We conclude that high levels of OmpF are either
detrimental or beneficial for persister cells, depending on the
particular persistence mechanism and physiological condition.
The surprising lack of synergistic effects in the quadruple
deletion strain (A1-41 AistR AahpF AompF, Figure 7C) can
be explained along the same lines. If AhpF is not present in
TisB persisters, the physiological condition has changed. Now,
an ompF deletion turns out to be beneficial for the recovery
process. In summary, the functional importance of a particular
protein during postantibiotic recovery of persister cells strongly
depends on the physiological condition and is expected to
show high variations on the single cell level among mixed
persister populations.

CONCLUSIONS

Proteome analysis by state-of-the-art MS is a powerful tool
to assess persister physiology, and was applied here to
learn more about proteins with potential functions during
postantibiotic ~recovery. TisB-dependent persisters were
chosen as a model system for “persistence by depolarization.”
The investigated proteins with increased abundance during
recovery fall into three classes: (i) proteins with no major
impact, neither on persister level nor persistence time (CspA),
(ii) proteins important for growth in general and persister
survival in particular (HscB and IscA), and (iii) proteins with
specific functions during recovery of TisB persisters (AhpF
and OmpF). How expression of these proteins is regulated
during the recovery phase remains an exciting question for
future studies.
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