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Zusammenfassung

In dieser Doktorarbeit wird die Entstehung von kollektiven Effekten in ionisierten Gasen mit einge-

betteten Mikroteilchen, sogenannten komplexen Plasmen, untersucht. Diese werden häufig als Mo-

dellsysteme zur Untersuchung einer Vielzahl von emergenten Phänomenen verwendet, da die Teilchen

groß genug sind, um direkt abgebildet zu werden.

Basierend auf kürzlich durchgeführten Experimenten in schwerelosen komplexen Plasmen, prä-

sentiere Ich ein theoretisches Modell der Selbstbildung von Tröpfchen, welches den Ausgleich der

Ionenwiderstandskraft mit elektrostatischer Abstoßung nutzt um die Bildung stabiler Tröpfchen in

komplexen Plasmen zu erklären. Es liefert quantitative Ergebnisse für die Vorhersage der Größe

eines stabilen Tröpfchens, die mit den experimentellen Beobachtungen übereinstimmen. Dieses Mod-

ell ermöglicht es erstmalig, anhand von Parametern komplexer Plasmen die Struktur und Größe von

selbstformenden Tröpfchen vorherzusagen und umgekehrt aus der Größe eines Tröpfchens die Pa-

rameter des Plasmas, insbesondere die Elektronentemperatur, abzuleiten. Dies ermöglicht es, die

Beobachtung von Tröpfchen als Diagnoseinstrument zur Bestimmung der Plasmaparameter in Expe-

rimenten einzusetzen.

Darüber hinaus untersuche ich in dieser Arbeit mit Hilfe von Simulationen komplexer Plas-

maströmungen um ein kugelförmigen Hindernis weitere kollektive Flüssigkeitseffekte wie Stoßwellen

und Turbulenz. Diese Doktorarbeit ist eine der ersten systematischen teilchenaufgelösten Unter-

suchungen der Turbulenz. In dieser zeige ich, dass die Bildung von Stoßwellen für das Einsetzen von

Turbulenz in gedämpften Systemen notwendig ist. Durch die Simulation einer Überschallströmung

können Stoßwellen wie Mach-Kegel und Bugschocks vor und hinter dem Hindernis wiederholbar

erzeugt werden. Erstmalig demonstriere ich in dieser Arbeit die Entstehung doppelter Bugschocks,

ähnlich wie sie in astrophysikalischen Plasmen beobachtet werden, in Simulationen von komplexen

Plasmen. In Bereichen, in denen Partikel direkt in eine Schockfront hinein strömen, löst unter be-

stimmten Bedingungen die erhöhte Teilchenanzahldichte - und damit die größere Stärke der Wech-

selwirkungen - das Einsetzen von Turbulenz aus. Ich zeige, dass das Einsetzen von Turbulenz in den

Simulationen von Parametern wie der Partikelladung und der Strömungsgeschwindigkeit abhängt.

Durch Änderung eines dieser beiden Parameter konnte ich in zunächst laminaren Simulationen Tur-

bulenz wiederholbar induzieren. Beide Parameter können experimentell kontrolliert werden, so dass

die Simulationen das Auftreten von Turbulenz in komplexen Plasmen selbst unter dem Einfluss von

Dämpfung vorhersagen und kontrollieren können.

Schließlich untersuche ich das Auftreten von elektrorheologischen Effekten durch die Bildung von

,,string-like clusters” (SLCs). Ich reproduziere mit Hilfe von Molekulardynamiksimulationen qualita-

tiv Ergebnisse aus Mikrogravitationsexperimenten, die die Bildung, Zerstörung und Rekristallisation

von Mikropartikel-SLCs zeigten. Ich verwende die Simulationen, um zu zeigen, dass keine effektive

langreichweitige Anziehungskraft zwischen den Teilchen erforderlich ist, um SLCs zu bilden. Die

ausgezeichnete qualitative Übereinstimmung zwischen Experiment und Simulation belegt, dass ef-

fektive langreichweitige Anziehung zwischen Teilchen keine Voraussetzung für elektrorheologische

Effekte in komplexen Plasmen ist.

Insgesamt erweitert diese Arbeit das Wissen darüber, wie kollektive Effekte in komplexen Plas-

men unter einer Vielzahl von Bedingungen entstehen.
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Abstract

This work is dedicated to studying the emergence of collective effects in ionised gases with microme-

tre sized particles immersed in them, also known as complex plasmas. These are often used as model

systems to study a variety of emergent phenomena since the particles are large enough to be imaged

directly.

I present a theoretical model of the self-formation of droplets based on recent experiments per-

formed in weightless complex plasmas. The model is based on balancing the ion drag force with

electrostatic repulsion to explain the formation of stable droplets. It produces quantitative results that

predict the size of a droplet as a function of the plasma parameters in agreement with the experimental

observations. For the first time, this model causally connects the size of the droplet to plasma parame-

ters (such as the electron temperature). Not only can the model predict what size and shape of droplets

may form in the experiment given the parameters, but it can also determine the parameters from the

size of the observed droplet. This allows the observation of droplets to be used as a diagnostic tool to

determine plasma parameters in complex plasma experiments.

Beyond this, I investigate additional collective fluid effects such as the formation of shocks and

the onset of turbulence by simulating a flow of microparticles past a spherical obstacle in a complex

plasma. This work is one of the first systematic particle-resolved investigations of turbulence, in

which I demonstrate that the formation of shocks is important for the onset of turbulence in damped

systems. By simulating a supersonic flow, I can reliably generate Mach cones and bow shocks both

up- and downstream of the obstacle. I report the observation of double bow shocks in these simula-

tions for the first time in complex plasmas, showing a similar structure as observed in astrophysical

plasmas. In regions where particles flow directly into a shock, the increased microparticle density

- and hence, strength of interactions - triggers the onset of turbulence. This link between increased

microparticle density and the onset of turbulence in damped fluids is in agreement with previous

complex plasma experiments. I report that the onset of turbulence in the simulations depends on pa-

rameters such as particle charge and flow speed. A non-turbulent simulation can be made turbulent

by changing one of these two parameters. Both of these parameters can be controlled in experiments,

allowing the simulations to predict and control the onset of turbulence in complex plasma experiments

even under the influence of damping, opening the pathway towards detailed studies of the onset and

control of turbulence at the level of individual particles.

Finally, I study the onset of electrorheological effects through the formation of string-like clusters

(SLCs) based on microgravity experiments. This process is led by the deformation of the ion shielding

cloud around the particles due to an alternating ion flow. I mimic this in the simulations by placing a

positive wake charge in-front of and behind the particle to modify the interparticle potential. By doing

so, I can reproduce the formation, destruction, and recrystallisation of SLCs as seen in the experiments

with qualitatively similar results. I test whether an effective long-range interparticle attraction is

required to produce SLCs, and report that this is not the case. The excellent qualitative agreement

between experiment and simulation is definitive proof that effective long-range interparticle attraction

is not a necessity for electrorheological effects in complex plasmas.

Overall, this thesis advances the knowledge of emergent phenomena in complex plasmas in a

variety of conditions. As complex plasma experiments can resolve individual particle dynamics, this

work can be used to inform future investigations of collective effects at the particle-resolved level.
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Chapter 1

Introduction

“Plasma seems to have the kinds of
properties one would like for life. It’s
somewhat like liquid water - unpredictable
and thus able to behave in an enormously
complex fashion. It could probably carry as
much information as DNA does. It has at
least the potential for organizing itself in
interesting ways.”

Freeman Dyson (1986) [1]

1.1 Complex plasmas

A plasma is the stuff that stars are made of. Lightning striking a tree is made of plasma. The flame of a

hot fire, and a neon sign above a restaurant both contain plasmas. A plasma is simply a state of matter

where an electron gets separated from a gas particle, resulting in a mix of free electrons and gas ions.

This ionisation process results in a plasma that is overall electrically neutral as it has the same number

of negatively charged electrons as it does positively charged ions. Despite this, due to the long-range

interactions between electrons and ions, a plasma can be affected by electric and magnetic fields [2].

A gas can be ionised into a plasma at relatively low temperatures and pressures by applying an electric

field, and this allows for applications in various fields of medicine and technology. Plasmas can be

used not just in fusion reactors, but also in various medical treatments from sterilising wounds to

tissue regeneration [3, 4], to enhance food quality and safety [5, 6], treatment of hazardous waste [7],

and development of materials for solar cells and circuitry [8, 9].

A recurring problem across all uses of plasma technology is the problem of contamination by

‘dust’. Any unwanted solid grains of matter that enter the system are referred to as ‘dust’, and can

disturb or damage the system and render its application useless. Dust particles may cause damage

to intricate integrated circuits or threaten the safety of a fusion reactor [10]. Particles in a reactor

can often join together to form large agglomerates, which poses multiple safety hazards including the

risk of triggering an explosion [11]. As dust particles increase in size, they collect a large quantity of

electrons on their surfaces, which can strongly affect the performance of a fusion reactor by depleting

electrons from the plasma. Furthermore, as the particles become highly negatively charged, they

generate additional electric fields within the plasma and interfere with the plasma dynamics [12, 13].

The presence of dust in plasmas is thus a serious problem for fusion reactors. However, the

properties that makes dust particles dangerous inside a fusion reactor also make them incredibly

useful and interesting outside of it. In a protoplanetary disk, agglomeration processes that would

1



1.1. COMPLEX PLASMAS

be a safety hazard in a fusion reactor can instead lead to planet formation [14, 15]. Plasmas with

dust immersed in them, also known as dusty plasmas, are prevalent across the universe. They can be

found in interstellar clouds (Fig. 1.1a) [16], comets [17], accretion disks [18], and even in the rings

of Saturn [19] (Fig. 1.1b). Understanding the dynamics of dusty plasmas can not only help us solve

the problems posed by dust in industrial applications, but also help us understand how planets and

galaxies form.

Figure 1.1: Dusty plasmas as seen in a) the Lagoon nebula, pictured by the Hubble Space Tele-

scope [20] (Courtesy: NASA, ESA, and STScI), and b) spokes in Saturn’s rings as seen by the

Cassini-Huygens mission [19] (Courtesy: NASA/JPL/Space Science Institute).

The dynamics of dust in plasmas are made more interesting as the subsystem of particles can

become strongly coupled due to their high negative charges. This can lead to fascinating collective

behaviour as the dust particles form a complex system1. This can then be used to model and perform

studies of condensed matter phenomena and complex collective behaviour. In laboratory conditions

where properties of the dust particles such as shape, size, material, number density, and mass can be

controlled, the plasmas are referred to as complex plasmas. The dust particles here are also known as

microparticles as they are a few micrometres in diameter. These particles are big enough to be cap-

tured directly on camera as shown in Fig. 1.2. The ability to resolve each individual particle provides

a unique advantage for studying various emergent behaviours and condensed matter phenomena. As it

allows us to study such phenomena at the microcanonical level, we can investigate unsolved problems

in physics, such as turbulence, at the level of individual particles with great detail.

1The use of the word ‘complex’ here does not mean ‘complicated’. Instead, it indicates that the system is composed
of multiple individual parts with nonlinear interactions that can self-organise and display collective behaviour.

2



CHAPTER 1. INTRODUCTION

Figure 1.2: Picture of microparticles in the PK-4 chamber involving complex plasmas with argon gas

at a pressure of 32 Pa with a particle diameter of 3.4 μm. Each individual particle can be resolved

by the camera as it reflects the light from the illumination laser. It should be noted that due to light

scattering the size of the dots is larger than the particle diameter. From [21].

The field of complex plasmas combines plasma physics, condensed matter physics, and com-

plexity science to understand how interactions between individual microparticles lead to larger scale

emergent phenomena. The system of microparticles embedded in a low-temperature plasma is greater

than the sum of its parts. The complexity in these systems is a result of many interparticle interactions,

and the heart of the research lies in understanding how complexity in pattern and structure can emerge

from simplicity in individual interactions. The collective behaviour of a flock of birds is exemplary

of how simple rules governing individual birds can lead to surprising effects for the entire flock [22].

In the most basic model, each bird only follows two rules: 1. don’t fly too far from your neighbours,

and 2. don’t fly too close to your neighbours2. The first rule ensures they don’t get separated from the

flock, and the second rule ensures they avoid collisions. Together, they form the rules determining the

interaction between individual birds. Over many individual interactions, large-scale patterns emerge

in the behaviour of the flock. Such a flock consisting of hundreds to thousands of birds is called

a murmuration and looks like a shape-shifting entity that bends and turns and twists and swirls into

many shapes as though it’s alive. An exemplary photograph is presented in Fig. 1.3 showing emergent

phenomena as the flock of birds behaves like a collective.

2Often, the simplest models also include a third rule which says that the birds must fly as close to the mean velocity
of the flock as possible.
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1.2. COLLECTIVE EFFECTS

Figure 1.3: A murmuration of starlings displaying collective behaviour. From [23].

Just like individual birds in a flock, individual dust particles follow a simple rule that governs how

they interact with each other. This rule is presented as an equation for the interaction potential of

these particles, and it leads to fascinating collective behaviour over a multitude of interactions. This

work is dedicated to understanding how surprising collective behaviour in complex plasmas emerges

from the simple rule of interparticle interaction.

1.2 Collective effects
Collective effects in complex plasmas arise from the interparticle interactions of many charged mi-

croparticles within the plasma. These effects manifest themselves through the emergence of self-

organised structure formation, as well as emergent behaviour and excitations. The microparticle

suspensions in complex plasmas are optically thin and transparent, which gives them the great advan-

tage that the processes can be observed at the kinetic (particle) level via non-disruptive methods. This

makes complex plasmas excellent model systems for studying a variety of phenomena such as phase

transitions, particle transport, and waves with a difficult to match level of detail and precision.

In this chapter, I present some examples of the collective behaviour of microparticles leading

to emergent phenomena in complex plasmas. Furthermore, I will briefly outline the phenomena

investigated in this work.
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CHAPTER 1. INTRODUCTION

1.2.1 Model systems for conventional fluids

Droplets

Droplets form in conventional fluids such as water as a result of balancing interparticle forces. Water

molecules weakly attract each other due to hydrogen bonding and the van der Waals force. Inside

the drop of water, each water molecule is pulled in all directions equally as it is surrounded entirely

by other water molecules, resulting in a net zero pull. However, water molecules on the surface are

not surrounded by other water molecules on every side. This results in surface tension and a net

force inwards. This inwards pressure from the surface molecules compresses the droplet. However,

the Brownian motion of the water molecules inside the droplet creates an outwards pressure that

counteracts the cohesive force due to surface tension. The two forces balance each other out and

result in a stable droplet.

The traditional view of droplet formation as described above only works because each water

molecule attracts the other water molecules to itself. This traditional view therefore does not ap-

ply to droplet formation in complex plasmas, as the microparticles repel each other. This means that

typically there should not be a surface tension-like force pulling the particles together. Despite this,

surface tension effects have been observed in complex plasmas, with one example being the self-

ordering of microparticles into a droplet. While observations of droplets in complex plasmas have

been a relatively recent development, multiple experiments have noted the condensation of micropar-

ticles into spheres in different experimental conditions [24–27], even in cryogenic plasmas [28, 29].

These droplets can be as small as a few hundreds of microns or as big as a few millimetres in size.

So far there has been little investigation into what makes it possible for a droplet to form and remain

stable in a complex plasma. Experimental observations and our theoretical model of the formation of

these droplets can be found in Chapter 4.

Shock waves

In both complex plasmas and conventional fluids, a supersonic flow past an obstacle generates pres-

sure waves. If a wavefront travels faster than the speed of sound in the system, it is known as a shock

wave. These shock waves can form both in front of and behind the obstacle in the form of hemi-

spherical bow shocks and cone-shaped Mach cones respectively. Examples of these shock waves

can be seen in Fig. 1.4. The pressure waves generated due to a supersonic bullet are visualised in

a shadowgraph image shown in Fig. 1.4a, showing a bow shock in front of the bullet3. A defining

characteristic of shock fronts is that they mark the boundary where the flow speed changes from su-

personic to subsonic. The fluid velocity, temperature, and pressure all rapidly decrease once the flow

passes the shock front. This can be seen in Fig. 1.4b, as the Mach cones behind the aircraft are made

visible due to the condensation of water in the air as temperature, pressure, and velocity of the air

rapidly drops past the shock front. Complex plasmas can be used to study the formation of shock

fronts at the level of individual particles, and in turn, shock fronts in complex plasmas can be used to

determine certain plasma parameters. A theoretical discussion of shock fronts in complex plasmas is

presented in Section 2.6, and simulation results in Chapter 5.

Turbulence

Turbulence is one of the oldest unsolved problems in physics. The first known use of this term in

its modern form was by Leonardo da Vinci in the 1500s, who studied how water flowing into a

pool generated eddies and vortices, and called the phenomenon ‘turbolenza’. This is documented in

his famous illustration shown in Fig. 1.5a. Since then, turbulence has held a special place in both

3A bow shock is a three-dimensional hemispherical structure, however it looks like an arc in the image as a shadow-
graph is a 2D flow visualisation method.
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a) b)

Figure 1.4: a) A shadowgraph image of a supersonic bullet showing an arc-like bow shock in front

of it. From [30] (Image courtesy of Andrew Davidhazy/Rochester Institute of Technology). b) Mach

cones behind the F/A-18C Hornet visible due to condensation as air pressure, temperature, and veloc-

ity rapidly decrease after passing the boundary of the shock wave. From [31] (U.S. Navy).

a) b)

Figure 1.5: a) Leondaro da Vinci’s studies on turbulence in water in 1510. From [32] (RCIN 912660

The Windsor Collection. Royal Collection Trust Copyright Her Majesty Queen Elizabeth II 2021).

b) The starry night, beautifully painted by Vincent van Gogh in 1889, vividly portrays the essence of

turbulence in the swirls and vortices painted in the sky. From [33].
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CHAPTER 1. INTRODUCTION

scientific and artistic endeavours. It is the main focus of one of the most famous and recognisable

paintings in the world, The Starry Night, shown in Fig. 1.5b. It is not simply an intellectual problem,

but a ubiquitous phenomenon present in the flow of water [34, 35], in the motion of atmospheric

currents [36], and even in the shifting electromagnetic fields on the Sun [37].

As it is so widespread in nature, the study of turbulence spans a wide range of scientific disciplines

including fluid dynamics, meteorology, astrophysics, engineering, and biophysics. Understanding

turbulence is not only a scientific pursuit but also a practical necessity for optimising designs, im-

proving efficiency, and ensuring safety in various applications. It represents a state of fluid motion

characterised by chaotic, irregular, and highly unpredictable behaviour, in stark contrast with the or-

dered and smooth motion observed in laminar flow regimes. Turbulence manifests itself as a complex

phenomenon with vortices, eddies, and chaotic fluctuations in flow properties such as velocity and

pressure. Despite being one of the oldest investigated problems in physics, a complete description of

turbulence as well as the ability to predict its onset well is missing to this day.

The problem of studying turbulence is further exacerbated by the lack of a clear definition for it.

There are only signatures and hallmarks which can be used to recognise that the flow is turbulent. One

of the main signatures is that turbulence has swirls and vorticies in it, as seen in Fig. 1.5. Another

signature of 3D isotropic turbulence is that kinetic energy is carried by vortices from larger to smaller

spatial scales until it is consumed by the viscous forces between particles. The many vortices are

often visualised in conventional fluids with the help of dyes or tracer particles, which only provide

information about the averaged flow properties.

In recent decades, significant progress has been made in understanding turbulence through exper-

imental observations, theoretical analyses, and advanced computational simulations. Turbulence has

been observed many times in complex plasmas [38–43], which are ideal systems for investigating the

onset of turbulence as each individual particle can be imaged directly. These microparticles in a com-

plex plasma do not behave as passive tracers to provide information about the average flow behaviour.

Instead, the flow of the microparticles themselves becomes turbulent, which means they can be used

to study turbulence at the kinetic level of the individual carriers of turbulent interactions. This allows

for a more comprehensive understanding of the underlying physics of the onset of turbulence, which

will be the main focus of Section 5.2.

1.2.2 Model systems for electrorheological fluids

Under the right conditions, microparticles in a complex plasma can arrange themselves in string-like

clusters (SLCs), as seen in Fig. 1.2. This behaviour was first observed in 2008 by Ivlev et al. [44].

Since then, many similar observations have been reported [45–48]. Upon the application of an electric

field to the plasma, the microparticles form SLCs along the direction of the electric field.

This is an example of electrorheology. The term “electrorheology” is derived from the words

“electro” (related to electricity) and “rheology” (the study of the flow and deformation of materi-

als). Thus, the study of electrorheology focuses on how the rheological properties of a fluid, such

as its viscosity and dynamic modulus, can be changed by applying an electric field. A conventional

electrorheological (ER) fluid is an electrically insulating fluid with polarisable particles immersed in

it [49–51]. Upon the application of an electric field, the surface of the particles becomes polarised

resulting in a dipole, thereby causing both interparticle attraction and repulsion. This can drastically

affect the properties of the fluid as the particles within the fluid restructure and rearrange themselves

according to the electric field.

The changes to the rheological properties of the fluid are rapid and reversible, which is a unique

characteristic of ER fluids. Their sensitivity to changes in strength and frequency of the electric field

gives rise to a wide variety of applications [52]. The properties of an ER fluid depend on multiple

factors, such as the number density, size, and charge of the particles, as well as the the strength,

frequency, and direction of the electric field, and the characteristics of the electrically insulating
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medium. All of these parameters can be easily controlled in experiments. This enables manipula-

tion of the rheological properties of the fluid and guide the phase transitions of the system depending

on the desired outcome. Since the response time of the fluid to changes in the electric field is near

instantaneous, ER fluids are ideal for use in manufacturing products that require speed and precision

control, such as smart materials and electronics. Some applications of ER fluids include dampers

and shock-absorbers for vehicles [53], adaptive vibration control systems [54], robotic grippers [55],

haptic devices for minimally invasive surgery [56, 57], and smart fluids for energy dissipation and

impact mitigation [58].

In conventional ER fluids, the SLCs form due to attraction between the particles once they be-

come polarised by the electric field. Till now, it was unclear whether this is also the case in complex

plasmas as the microparticles are like-charged and tend to repel each other. It was suspected that

focusing of ions behind the microparticles by the external electric field may result in effective inter-

particle attraction. However, past simulations of such an attractive force between the particles became

unstable due to high particle acceleration [59, 60]. In this work, I study the cause of SLC formation

in complex plasmas by using experimental data to develop simulations in order to investigate whether

such an effective attraction between the particles is necessary. The details and results of this study are

discussed in Chapter 6.

1.3 Complex plasmas in experiments

Condensation into droplets, ordering into strings, and the onset of turbulence are all examples of

collective behaviour observed in complex plasma experiments. There are various different types of

complex plasma experiments being conducted in a variety of conditions. The main factor to consider

is the effect of gravity on the structure of the microparticle collection.

The experiments discussed in this work use melamine formaldehyde (MF) particles with a mass

density of 1510 kg/m3
. The particle size is of the order of a few micrometres4 (usually between

1− 8 μm), which is why they are also called microparticles. They have a uniform mass density, and

so the larger the particles the heavier they are.

1.3.1 Ground-based experiments
Complex plasma experiments in ground-based laboratories are strongly influenced by gravity. Mi-

croparticles are much heavier than electrons and ions. As such, they sediment in the plasma making

it difficult to perform 3D studies of the system. The particles thus need to be levitated in the plane of

the illumination laser so that they can be observed. This can be done by using strong electric fields,

which limits them to a small region above the lower electrode of the experimental setup and leads

to a vertical gradient in the interparticle distance. A setup like this allows for the study of particle

dynamics in 2D, with limited usability in 3D as the height is restricted only to a few layers.

Particles can be levitated against gravity using multiple other techniques to allow for a 3D inves-

tigation of the system. One method is to provide a temperature gradient within the chamber causing

a net upwards force on the particles in the direction opposite to the gradient [61]. Another method is

to optically trap the particles in a laser beam, similar to the optical tweezers used in colloidal suspen-

sions [62]. Even magnetic fields could be used for particle levitation [63] (given that the particles are

magnetisable5).

A better way of mitigating the effects of gravity is to conduct the experiment in an environment

with as little gravitational force as physically possible - i.e., free-fall. In this case, even weak electric

fields used to confine the microparticle cloud are enough and the system is isotropic in full 3D. The

4The particles in an experiment are usually monodisperse, i.e., they are all the same size within a few percent.
5This can be achieved by using plastic microparticles with a magnetic filler.
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condition where gravity is reduced until its effects are negligible is known as microgravity. It allows

for long-term suspension of microparticles within the plasma, enabling the study of microparticle

dynamics without sedimentation. Conducting the experiment under microgravity conditions allows

for the study of intrinsic complex plasma dynamics, without the interference of convective forces and

instabilities that can be caused by levitation techniques. There are multiple ways to achieve this.

Drop towers

On Earth, the simplest way to balance the force of gravity on an object is to induce free-fall. Drop

towers are tall structures specifically designed to facilitate free-fall experiments. One such drop tower

is located at the University of Bremen6. It consists of an approximately 150 m vertical tower with

a 120 m drop tube inside. The experimental setup is placed at the top of the tower, and allowed to

fall freely through the drop tube. The primary objective of drop tower complex plasma experiments

is to create a microgravity environment, which typically lasts only for about 5 s. Drop towers are

particularly useful as they are cost effective, easy to operate, and can in principle conduct thousands

of tests per day.

Parabolic flights

Another route to free-fall on Earth is through a parabolic flight7, so called due to the parabolic tra-

jectory of the plane. These flight campaigns typically involve multiple parabolic manoeuvres8 over a

single flight, allowing researchers to conduct multiple trials of experiments with 22 s of consecutive

microgravity. During parabolic flights, the aircraft follows a trajectory that includes an ascend, the

parabola, and a descend. In the ascending and descending phase, the aircraft experiences hypergravity
conditions at 1.8 g, much higher than Earth’s gravity. The most important phase for complex plasma

experiments, however, is the microgravity phase during the parabolic arc. During this period, the

aircraft enters free fall to mimic a lunar (0.2 g) or martian (0.4 g) gravitational environment or even

go as low as 10−2 g depending on the parabola.

1.3.2 Experiments on the ISS: history and future
An even better method to mitigate gravity would be to place the laboratory such that it is in constant

free-fall - for instance, on the International Space Station (ISS). The microgravity experimental con-

ditions at 10−6 g (which can be sustained for years) provided by the ISS are unmatched by anything

on Earth. The Plasmakristall (PK) program was launched in 2001 to study microparticles in plasmas

in microgravity conditions on the ISS. These were not dedicated experiments, but laboratories where

various experiments could be performed. The previous generation of experiments within this research

program, such as those performed using the PKE-Nefedov (2001 - 2005), enabled us to study the dy-

namics of particle interactions without the sedimentation or agglomeration that occurs under normal

gravity [64]. Since then, further sophistications in technology have enabled microgravity experiments

to significantly advance our understanding of complex plasma physics. The second generation of

microgravity experiments using the PK-3 Plus laboratory (2005 - 2013) allowed us to study a ho-

mogeneous and isotropic distribution of complex plasmas, which was not possible earlier [65]. The

current generation of experiments using the PK-4 facility (2014 - Present) equip us to study flow-

ing complex plasmas and how the flow behaves when perturbed [66]. Now, the next generation of

6More information on the drop tower at the University of Bremen is available at https://www.zarm.
uni-bremen.de/en/drop-tower

7The parabolic flights in Europe are performed using the Airbus A310. More information about these flight campaigns
can be found at: https://www.airzerog.com.

8For the experiments done on the Airbus A310, a total of 31 parabolic manoeuvres are performed in a one flight, with
each manoeuvre providing 22 s of microgravity. In total, a single flight can provide more than 10 minutes of microgravity.
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complex plasma experiments are being planned with the as-yet unlaunched COMPACT facility for

more precise and systematic measurements of transport properties, phase transitions, nonlinear and

non-equilibrium phenomena [67, 68].

PK-3 Plus was the second generation of complex plasma microgravity experiments on the ISS.

Compared to PKE-Nefedov, the PK-3 Plus facility had an updated hardware, software, and diagnostics

which allowed for major advances in research [65]. The lab was launched in December 2005 and first

used in January 2006. After a total of 21 missions, the facility was de-orbited in 2013 [69]. With a

diameter of 6 cm, it had larger electrodes than the 4.2 cm ones in PKE-Nefedov. These (as well as

other metallic parts) were made out of aluminium to avoid propagating magnetic disturbances and to

prevent the formation of temperature gradients. The new thermal improvements to the facility reduced

the buildup of thermophoretic effects that may have otherwise ruined the microgravity conditions.

Amongst the many improvements was the ability to use two types of working gases, namely argon

and neon. PK-3 Plus also had an increased number of microparticle dispensers compared to PKE-

Nefedov (6 instead of 2), as well as a higher number of cameras (4 instead of 2) with double the frame

rate (50 FPS instead of 25 FPS) [65].

Building upon the success of the previous labs, the PK-4 facility was launched in 2014 as a con-

tinuation of the investigation into complex plasmas on the ISS. It explores the dynamic behaviour of

microparticles in flowing complex plasmas and primarily focuses on the evolution and manipulation

of the complex plasma flow. Its experimental geometry sets it apart from its predecessors, which

were designed to study static complex plasmas. The PK-4 lab has six microparticle dispensers, the

same number as in PK-3 Plus. The number of cameras is reduced from 4 to 2, but they are capable of

providing a much higher frame rate in the range of 35−210 FPS, with 70 FPS being more practically

used [70].

The next generation of the complex plasma experiments in microgravity are being planned using

the complex plasma facility, COMPACT. This is intended to be a multipurpose experimental facility

accessible to the wider international scientific community [67, 68, 71]. A core part of this new fa-

cility is the ‘Zyflex’ chamber (“zylindrisch” and “flexibel” in German). This is a cylindrical plasma

chamber with the capability to flexibly change its inner volume to allow for a variety of different

plasma conditions as well as discharge aspect ratios. The unique multiple electrode setup enables a

better control of the plasma geometry and the electric fields. The updated technology is equipped

to handle much lower gas pressures than ever before, further reducing the damping of microparticle

motion. This design is highly versatile and adaptable to a wide variety of complex plasma exper-

iments in microgravity, opening up new research avenues as well as allowing for higher precision

measurements.

This plasma chamber builds on and advances the previously existing technology in microgravity

experiments. For comparison, at a diameter of 12 cm, the electrodes in the Zyflex chamber are

much larger than those in the PK-3 Plus chamber which were only 6 cm across [68]. Moreover,

these electrodes are segmented with each segment being electrically insulated and independently

operational, allowing for more precise control of the plasma parameters. Additionally, the distance

between the top and bottom electrodes can now be varied from 25 mm to 75 mm [68], which was not

possible in the PK-3 Plus chamber.

The Zyflex plasma chamber (as a part of COMPACT) marks the beginning of the next generation

of microgravity experiments by bringing together innovative technological capabilities and advance-

ments that significantly enhance the range of parameters accessible for complex plasma research

in microgravity. The chamber allows for studying larger microparticle suspensions in precision-

controlled plasma environments with reduced damping and a variety of manipulation techniques.

The COMPACT facility is yet to be launched.

10



CHAPTER 1. INTRODUCTION

1.4 Contribution of this thesis
The aim of this thesis is to understand the various emergent phenomena that occur in complex plasmas

in the context of individual interparticle interactions that lead to collective behaviour. In this work,

I focus on simulations and theoretical models of microparticles that were informed by experimental

observations. These simulations have served to complement experiments, offering insights and aiding

the interpretation of the underlying physics. Moreover, the findings from the simulations will guide

and inform future experiments in the field of complex plasma research.

The emergent phenomena covered in this work are as follows. Firstly, I discuss experimental

observations of microparticle condensation into droplets in both the ground-based modified PK-3

Plus chamber and the Zyflex chamber during a parabolic flight. These observations help construct a

theoretical picture to understand the self-formation of a stable droplet without interparticle attraction

leading to a surface tension force. By connecting the observed droplet radius with plasma parameters,

this work allows droplets to be used as a diagnostic tool to estimate plasma parameters in experiments

for the first time.

Secondly, I simulated complex plasmas flowing past an obstacle in 3D. This led to the formation

of structures such as shock waves (Mach cones and bow shocks) as well as the onset of turbulence.

Studying turbulence with complex plasmas provides the unique advantage of being able to resolve

each particle individually and track changes to its flow profile. In this work, I investigated how

the parameters such as flow speed, particle charge, and gas pressure affected the formation of these

shock fronts and the ability for the flow to become turbulent. I was able to reliably trigger the onset

of turbulence by changing one of these parameters, and studied the transition of flow from laminar

to turbulent. The parameter regime used can be reproduced in most experimental setups designed to

study flowing complex plasmas. This work can thus be used to inform future experiments and open up

new research avenues for detailed particle-resolved studies of the onset of turbulence using complex

plasmas.

Finally, I discuss the recent experimental observations of particles crystallising into SLCs in the

PK-4 lab experiment, and compare them with my computer simulations. Together with the PK-4 team,

I investigated whether the focusing of ions behind the particles leads to effective long-range attraction,

and in turn the formation of SLCs. We found an excellent qualitative agreement between experiments

and simulation, which surprisingly showed that there is no effective long-range attraction between the

microparticles. We found that - in agreement with previous simulations [59, 60] - effective long-range

attraction leads to simulations becoming unstable and deviating from experimental observations. We

show in this work that the the ion focusing leads to a reduction in repulsion instead of an effective

attraction. We conclusively demonstrate that in order to form SLCs, the interparticle potential only

needs to be slightly less repulsive, and that interparticle attraction is not necessary.

I will first lay the theoretical groundwork as well as give details on the simulation and discuss

the relevant experimental setups. Then, I will focus on the results from each of the aforementioned

emergent phenomena in detail.
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Chapter 2

Theory

“Except near the electrodes, where there
are sheaths containing very few electrons,
the ionized gas contains ions and electrons
in about equal numbers so that the resultant
space charge is very small. We shall use the
name plasma to describe this region
containing balanced charges of ions and
electrons.”

Irving Langmuir (1928) [72]

2.1 Plasma conditions

The plasma ionisation process via collisions with a high-energy electron is as follows:

e− + A −→ 2e− + A+, (2.1)

where A refers to the atoms of the gas being ionised into a plasma. The plasma is therefore a gas

made of two charged species: the electrons e−, and the ions A+, as well as the neutral unionised gas

atoms, A. Complex plasmas are a special case which contain a third charged species, the negatively

charged ‘dust’ or microparticles. The fraction of gas atoms converted into ions is measured by the

ionisation fraction of the plasma, given by

α =
ni

ni + nn

, (2.2)

where nn and ni are the neutral gas atom number density and the gas ion number density respec-

tively. For fully ionised plasma, α = 1. The plasma used in complex plasma experiments is weakly
ionised, which means that the ionisation fraction is very low, α � 1. As a result of this, the collisions

between the neutral gas atoms and the ions dominate over the ion-ion collisions. The ions in the

plasma then enter thermal equilibrium with the gas, Ti = Tn, where Ti and Tn are the temperatures

of the ions and the neutral atoms respectively. This is why these plasmas are also referred to as low
temperature plasmas. The electrons, in comparison, are much hotter than the ions despite having the

same charge as they are smaller and lighter. They get accelerated easily, and as a result, heat up.

This results in a non-equilibrium plasma in experiments, where the electron temperature Te � Ti, in

contrast with isothermal plasmas like the solar wind where Te = Ti.
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2.1.1 Shielding
As the plasma contains both positive and negative charges, the electric fields of any charged particles

introduced in the system will be strongly shielded. Consider a test charge, q, introduced in the plasma.

It attracts unlike-charges and repels like-charges, bending their trajectories around itself as well as

collecting them on its surface. The bent trajectories of charges around the test charge create a reduced

space charge in its vicinity, thus reducing and weakening its electric field. The colder (and hence

slower) the ions and electrons are, the more their trajectories bend around the test charge, leading to

a stronger shielding effect. If the ions are streaming very fast, the shielding is primarily due to the

slower electrons and vice versa.

The effect on the electron and ion densities due to the test charge can be written as

ne(r) = ne,0 exp

(
+
eφ(r)
kBTe

)
≈ ne,0

(
1 +

eφ(r)
kBTe

)
, (2.3)

ni(r) = ni,0 exp

(
−eφ(r)

kBTi

)
≈ ni,0

(
1− eφ(r)

kBTi

)
. (2.4)

Here, φ(r) is the potential due to the test charge at position r, and ne,0 and ni,0 are the electron and

ion number densities at equilibrium. The approximation is a result of assuming that the disturbances to

the potential energy due to the test charge are small compared to the thermal energies of the electrons

and ions. The electric potential, φ, of the test charge can be obtained by using Equations 2.3 and 2.4

to solve Poisson’s equation, given by

∇2φ = − e

ε0
(ni − ne). (2.5)

A well-known solution of this is the shielded Coulomb or Yukawa potential:

φ(r) =
q

4πε0r
e−r/λD . (2.6)

The contribution to the electric shielding by ions and electrons is given by

λ2
Dx =

ε0kBTx

nx,0e2
, where x ∈ {i, e}. (2.7)

Here, λDx and nx,0 refer to the Debye length and equilibrium number densities of ions, i, and

electrons, e, given by the subscript x. The combined or linearised Debye length, λD, is then just

λ−2
D = λ−2

De + λ−2
Di . (2.8)

In a complex plasma, the negatively charged microparticle is surrounded by positive ions in a

sphere of radius λD around it, known as the Debye sphere or the ion shielding cloud. All micropar-

ticles in the plasma within a few Debye lengths interact with each other. Beyond this distance, the

interparticle force is low enough to be negligible.

Sheath

Near the walls of the experimental chamber, electrons are lost to the wall faster than the ions. The

wall charges up negatively and provides a confinement potential to the electrons in the bulk of the

plasma. This repels the electrons and so acts as a ‘barrier’ around the plasma. This boundary layer is

known as the sheath.

Microparticles in complex plasma experiments are often levitated in the sheath region by elec-

tric forces to perform quasi-2D experiments in ground laboratories, where their electric potential is

screened mainly by the electrons. In an (over-)simplified view, this is because the ions stream much
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faster in the sheath region than the electrons, and so the contribution of the ions to the screening is

negligible. Bohm [73] showed in 1949 that ions enter the sheath at a velocity greater or equal to the

ion speed of sound (also known as the Bohm velocity), vBohm =
√

kBTe/mi. This condition fulfils

energy conservation as well as ion continuity conditions. The Debye length can thus be approximated

by the electron Debye length, λD ≈ λDe in the sheath. Conversely, the bulk of the plasma contains

slow subthermal ions. Here, the electron temperature is much higher than the ion temperature re-

sulting in λ−2
De � λ−2

Di . Hence, in the plasma bulk the Debye length is approximated well by the ion

Debye length λD ≈ λDi instead.

In a more realistic view, the suprathermal (directed) ion flow in the sheath region creates an

anisotropy in the ion shielding cloud. The general expression of the shielding length is given by

Khrapak et al. [74] as:

λD = λDe
1√

1 + f(χ)τ
, (2.9)

where

f(χ) =
1

1 + 2χ2
and χ = Mi

√
τ/2. (2.10)

The parameter χ is a measure of the ion streaming velocity, expressed in terms of the ion Mach

number, and τ = Te/Ti is the ratio of the electron to ion temperature. For an isotropic case with

low ion streaming velocities (such as in the bulk of the plasma), χ = 0, and the expression simplifies

to λD = λDi. For an anisotropic case with fast streaming ions (such as in the sheath), f(χ)τ → 0,

and the expression simplifies to λD = λDe. For intermediate ion streaming velocities, the expression

provides a smooth transition by interpolating the screening length between these two regimes.

2.1.2 Quasineutrality
Except for the sheath region, the number densities of positive and negative charges in the plasma are

equal at equilibrium. This is known as the quasineutrality condition:

ni = ne + Zdnd, (2.11)

where Zd is the average number of electrons collected by a microparticle on its surface.

Due to the shielding in the plasma, any electric perturbation decays exponentially for distances

larger than the Debye length. For values of r � λD, the electron and ion number densities return to

their equilibrium value as seen from Equations 2.3 and 2.4. An analogous calculation shows that the

microparticle number density similarly returns to equilibrium. This means that the plasma is overall

electrically neutral on length scales r � λD. Correspondingly, the charge densities in a plasma

(when disturbed) fluctuate at the plasma frequency, ωx, with the subscript x ∈ {i, e, d} referring to

the ions, i, electrons, e, or dust, d. This means that it takes the charges τx = 1/ωx to reach a new

equilibrium number density. As the frequency depends inversely on the mass of the charged species,

τe � τi � τd, lighter species have a higher plasma frequency and return to equilibrium faster.

The plasma is thus quasineutral for length scales r � λD and time scales t � τd [2].

2.2 Particle charging

There are multiple ways in which particles immersed in a plasma can collect charge. The particles can

be charged through high-velocity ballistic collisions, UV radiation, heating (thermionic emission), or

via secondary electron/ion emission. Most of these charging mechanisms are not relevant for complex

plasmas, and so will not be covered here.
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The particles themselves may or may not be electrically neutral when they are dispensed into the

plasma. It is common for particles to charge each other through a process called triboelectric charg-
ing [75]. Similar to how a balloon accumulates static charge on its surface, the microparticles become

positively or negatively charged by exchanging electrons with each other. Once in the plasma, the

particles experience a large flux of electrons on their surfaces and become highly negatively charged.

The particle charge is thus a function of parameters such as electron density and temperature1. As

electrons have a significantly lower mass than ions, they have a significantly higher thermal velocity

Te � Ti. The resulting electron flux onto the microparticles is much greater than the ion flux, causing

them to be highly negatively charged. The charging of microparticles therefore depends on a lot of

parameters such as the size of the particle, electron and ion number densities, temperatures, etc. All

of these parameters affect the microparticles, and vice versa. This makes calculating the charge on

the microparticles a very complicated task. Here, I will ignore the effects of the microparticles on the

plasma, and provide an idealised case [76].

Consider a single microparticle when it is first dispensed into the plasma. The particle is electri-

cally neutral, and much larger than the electrons and ions present in the plasma. As it is a big target

which doesn’t repel the electrons and ions, it will collide with many of them. Multiple electrons or

ions moving towards the particle and colliding with it can be thought of as an electric current, Ie or

an ion current, Ii. Once the particle has accumulated a certain charge on its surface, this charge also

starts influencing the currents. Eventually, the microparticle charge reaches a stable value (neglecting

charge fluctuations) as all the currents flowing to the microparticle sum to a net zero. The potential

reached by the microparticle at this point is known as the floating potential, φfl. The floating potential

is defined by

ΣxIx(φfl) =
dqd
dt

= 0, where x ∈ {i, e}. (2.12)

Determining the floating potential is the first step to calculating the particle charge at equilibrium.

This is done by calculating and then equating the electron and ion currents, Ie = Ii.
The most common way to calculate the electron and ion currents flowing to the particle is to use

Orbital Motion Limited (OML) theory. The name of the theory stems from the fact that the model is

equivalent to the Keplerian model of planetary motion. The OML model assumes that electrons and

ions move towards the dust particle from infinity without any obstacles or collisions along the way.

The only interactions they have are the electrostatic interactions with the dust particle.

For a charged species like an ion moving towards the particle, the impact parameter, b, is a measure

of its displacement from the particle in the direction perpendicular to its motion. At the critical value

of the parameter, bc, the ion just grazes the particle. This means that for all b ≤ bc the ion will impact

the particle and contribute to its charging, and for all b > bc the ion will simply be deflected by the

particle.

The critical parameter, bc can be found by considering the conservation of energy and angular

momentum as it passes by the particle. The conservation equations are:

L = mivi,0bc = mivia, (2.13)

1

2
miv2i,0 =

1

2
miv2i + eφp, (2.14)

where a is the microparticle radius, vi,0 is the initial ion velocity at infinity, and φp is the potential

of the microparticle.

This results in the following expression for the critical parameter:

b2c,i = a2
(
1− 2eφp

miv2i,0

)
. (2.15)

1In the experiments, the particle charge can also be a function of spatial coordinates via the local plasma parameters.
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The cross section of the collisions of ions with the particle is then just σi = πb2c,i. The analogous

calculation for electrons leads to the expression

b2c,e = a2
(
1 +

2eφp

mev2e,0

)
, (2.16)

with the electron-particle collision cross section as σe = πb2c,e. Note the change of sign between

the equations 2.15 and 2.16. The potential on the particle is negative, φp < 0, and so the impact

parameter for electrons is smaller than that for ions. This difference arises due to the electrons be-

ing repelled from the microparticle as it charges up negatively, thus reducing the cross-section of

collisions.

Using the critical parameter to calculate the cross sections, the electron and ion currents to the

particle can then be calculated to be:

Ii = πa2nie

√
8kBTi

πmi

(
1− eφp

kBTi

,

)
(2.17)

Ie = −πa2nee

√
8kBTe

πme

exp
eφp

kBTe

. (2.18)

Setting Ii = Ie results in the floating potential

1− eφfl

kBTi

=

√
miTe

meTi

ne

ni

exp
eφfl

kBTe

. (2.19)

The charge of the microparticle can finally be calculated by assuming it is a spherical capacitor as

qd = Cφfl, where the capacitance, C in a plasma with shielding is C = 4πε0a
(
1 + a

λD

)
. Typically,

the radius of the particle is much smaller than the Debye length, a � λD, and so the capacitance

reduces to C = 4πε0a.

The OML model of particle charging only works well if the mean free path of the ion-neutral

collisions is much larger than the Debye length, li−n � λD. In the event that li−n ∼ λD, the ions

no longer have a collisionless path to the particles, and the theory overestimates the particle charge.

The reason for this is because if ions lose energy to ion-neutral collisions, they are more likely to get

collected by the microparticle, and thus reduce the particle charge.

Another model of particle charging is provided by the Drift Motion Limited (DML) theory, which

takes into account the effect of ion-neutral collisions [77]. This theory modifies the ion current on the

particle depending on the ion mean free path and the particle radius by defining a new parameter ξ as:

Ii = πa2nie

√
8kBTi

πmi

(
1− ξ

eφp

kBTi

,

)
. (2.20)

In the collisionless case, ξ = 1, and the ion current from OML theory is recovered. In the

collisional case, for values of li−n < λD/3, the parameter is given by

ξ =

√
2π

3

li−n

a
. (2.21)

For values of li−n > 0.1 λD, where OML theory is known to overestimate particle charge, the

following fit works well by replacing the particle radius in Equation 2.21 with:

a → a+

√
2π

3

l2i−n

3λD + li−n

. (2.22)
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2.3 Forces acting on the particles

2.3.1 Electric force
As microparticles in complex plasmas are highly negatively charged, they are affected by various

electric fields in the plasma. These are often used for confinement, levitation, or manipulation of the

particles during an experiment to induce changes in the system. The particles are affected by these

external fields and at the same time are repelled by each other.

The electrical potential between two charged particles in a vacuum is given by the Coulomb

potential,

ΦC =
q2

4πε0r
, (2.23)

where q is the particle charge, r is the interparticle distance, and ε0 is the free space permittivity.

The same is true for microparticles immersed in a plasma, except that their interparticle potential is

screened at large distances due to the presence of electrons and ions in the plasma. The interparticle

potential of microparticles in a complex plasma is therefore given by the Yukawa potential, which is

simply a Coulomb potential with an exponential decay term from the plasma shielding:

ΦY = ΦC exp

(
− r

λD

)
, (2.24)

where the parameter λD, known as the Debye length, quantifies the effect of the screening. This

length measures the distance at which the magnitude of the interparticle potential is reduced by e−1.

The total electric force acting on the particles, Fe, is then simply the sum,

Fe = FY + FEx =
−d

dr
ΦY + qEEx, (2.25)

of the force due to the Yukawa interparticle interactions, FY , and the force due to an external

electric field, FEx.

The interparticle force decays with increasing interparticle distances as r−2e−r/λD . This means

that every particle is interacting with all other particles within several Debye lengths from it. As the

interparticle force decays exponentially, the interparticle interactions become very weak further away.

2.3.2 Gravity
The electric force of the sheath is often used for levitation in ground-based experiments to counteract

the force of gravity on the microparticles, as they would otherwise fall to the bottom of the chamber.

The gravitational force is given by the simple equation

Fg =
4

3
ρdπa

3g. (2.26)

where ρd = 1510 kg/m3
is the mass density of the MF particles often used in experiments. The

larger the microparticles, the more massive they are, and hence the stronger the force of gravity pulling

them down.

2.3.3 Thermal forces
Another way to counteract gravity in ground-based experiments is through the use of external thermal

forces, applied on the microparticles by using a temperature gradient in the background gas. This was

first done in 1991 by Jellum et al. [78] by heating up an electrode in the experimental setup. It was
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later shown in 2002 by Rothermel et al. [61] that this thermophoretic force can be used to mitigate the

effects of gravity in complex plasma experiments. Due to this temperature gradient, the neutral gas

atoms on the side closer to the hot electrode transfer a larger momentum to the microparticles than

those on the side closer to the cold electrode. This results in a net force on the microparticles in the

direction opposite to the temperature gradient. A levitation force acting against gravity can therefore

be applied by heating the bottom electrode in the experimental chamber. Using the kinetic theory of

gases, the thermophoretic force can be calculated to be [79]:

Fth = −32

15

a2kn
vth,n

∇Tn, (2.27)

where kn and ∇Tn are the thermal conductivity and temperature gradient of the gas. The mag-

nitude of the thermophoretic force scales as Fth ∝ a2, which means that given the right parameters,

it is possible to mitigate the effect of gravity to a certain extent by using a temperature gradient, but

doing so causes the particles to be sorted by size if no monodisperse particles are used (which is also

the case for levitation by electric fields in the sheath).

2.3.4 Ion drag force
Similar to the neutral atoms, the motion of ions and electrons in the plasma also has an effect on the

microparticles. The motion of the ions relative to the microparticles results in a transfer of momentum

from the ions to the particles in the form of an ion drag force, Fid. In comparison, the electron drag

force is many orders of magnitude smaller and therefore often neglected as the electrons are much

lighter than the ions and thus impart a negligible amount of momentum to the particles.

The total ion drag force has two main components. The first is the force exerted via direct col-

lisions between the ions and the particle, F dir
id , as the ions are collected on the particle surface. The

second is due to the Coulomb scattering of the ions around the microparticle, FCoul
id . The total magni-

tude of the ion drag force directed along the ion motion is then Fid = F dir
id + FCoul

id . The deformation

of the ion cloud around the microparticle by the ion flow is ignored as the effect is too small in

comparison.

Barnes model

The following is a model of the ion drag force developed by Barnes et al. [80]. It follows the particle

charging calculation from OML theory.

The direct charging component and the Coulomb collisional component of the ion drag force are

given by the general expression:

Fx
id = σxmiv̄inivi,drift. (2.28)

Here, the index x refers to whether the force is due to direct collisions or Coulomb collisions, and

σx is the relevant collision cross section. The momentum transferred to the particles is miv̄i, where v̄i
is the mean ion velocity defined as v̄i

2 = v2i,drift + v2i,thermal, and ni is the ion number density.

The ions collected on the particle surface during the microparticle motion result in the F dir
id com-

ponent of the ion drag force. As a result, the associated cross section is

σdir = πb2c , (2.29)

where bc is the charge collection parameter.

For Coulomb collisions, the cross section is given by

σCoul = 4πb2π/2 ln Λ, (2.30)
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where bπ/2 is the impact parameter where the ions get deflected by 90◦. The Coulomb logarithm,

given by ln Λ, accounts for the screening of Coulomb collisions in the plasma. This means that only

the Coulomb collisions within one Debye length, λD, are considered in the calculation.

The total ion drag force in the Barnes model is then just

Fid = miv̄inivi,drift(σdir + σCoul) (2.31)

directed along the direction of the ion motion.

Hutchinson/Khrapak model

The Barnes model does not account for Coulomb collisions outside the Debye sphere, which means

it underestimates the ion drag force for highly charged microparticles [76]. Khrapak et al. [81] and

Hutchinson [82] modified the Coulomb logarithm, ln Λ, to

ln Λ = ln
bπ/2 + λs

bπ/2 + a
(2.32)

in order to accommodate for collisions that happen further than one Debye length away. Here, λs

is the modified screening length. This interpolates the Debye length for ion velocities ranging from

the thermal velocity to high streaming velocities, and is given by the expression:

λ2
s =

λ2
De

1 + 2kBTe/(miv2i )
+ a2. (2.33)

Not only does this model account for collisions further away than one Debye length, it also ac-

counts for the changes in Debye length based on the ion streaming velocities. The bulk of the plasma

contains slow subthermal ions, in which regime the Barnes model and the Hutchinson/Khrapak model

disagree by a factor of two or more. As the ion collisionality is not taken into account in the Barnes

model, the Hutchinson/Khrapak model is a more accurate theory.

2.3.5 Neutral drag force
Neutral gas atoms provide a frictional drag force if there is a directed motion relative to the micropar-

ticles. This is known as the neutral drag force. This force is a result of the momentum transfer due to

direct ballistic collisions of the microparticles with the neutral gas atoms in the plasma. Since this is

a frictional force, the magnitude of the force increases with the speed of the microparticles relative to

the neutrals as they collide with more gas atoms. This force can be modelled by the Epstein damping

formula first derived for Millikan’s famous oil drop experiment as follows [76]:

Fn = −mdvdγEp (2.34)

with

γEp = δEp

√
8

π

P

aρdvth,n
(2.35)

as the Epstein damping coefficient. Here, P is the gas pressure, a is the particle radius, ρd is the

mass density of the particles, md ∝ a3 is the mass of the dust particles, and vth,n =
√
kBTn/mn is

the thermal speed of the neutral gas atoms. As a result, we have

Fn ∝ a2, (2.36)

such that the neutral drag force increases for increasing particle size. The force also depends on

how the neutral gas atoms are reflected from the microparticle surface, which is accounted for by the
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Gases Argon Neon

Radius / Pressure 10 Pa 20 Pa 10 Pa 20 Pa

1.7 μm 35.8 Hz 71.6 Hz 25.5 Hz 50.9 Hz

3.4 μm 17.9 Hz 35.8 Hz 12.7 Hz 25.5 Hz

Table 2.1: Dependence of the Epstein damping coefficient, γEp, on gas pressure and particle radius

for argon and neon. Increasing gas pressure increases γEp, whereas increasing the particle radius

decreases it. For the same parameters, argon has a larger γEp than neon as argon atoms are much

heavier.

parameter δEp. The value of the dimensionless constant δEp has been experimentally measured to be

δEp = 1.44± 0.19 for MF particles suspended in argon gas using the vertical resonance method [83].

In experiments, it is most common to use either argon or neon as the working gas. The Epstein

damping coefficient depends on the type of working gas used, as shown in Table 2.1. Argon atoms

(mn = 6.6 × 10−26 kg) are much heavier than neon atoms (mn = 3.4 × 10−26 kg). This means that

for the same gas temperature, the neon atoms will have a 1.4× larger thermal velocity than argon

atoms, and hence have a 1.4× smaller damping coefficient, leading to a 1.4× smaller neutral drag

force under otherwise identical conditions.

2.4 Important frequencies
The Epstein damping coefficient determines the damping rate of particle dynamics. As this frequency

is increased, particle dynamics get damped out more strongly. Similarly, there are a few other impor-

tant frequencies to consider in order to characterise the system. Amongst these is the data collection

frequency, which is important to note for determining the measurement capabilities. Given the data

sampling rate, the highest frequency that can be accurately resolved is the Nyquist frequency, given

by half the sampling rate. Any signal at a frequency higher than the Nyquist frequency will not be

reconstructed fully or without distortion. As such, the Nyquist frequency is often also called the

Nyquist limit, and no frequency in the data analysis should be higher than it. Furthermore, the fre-

quencies associated with a particle crossing the interparticle distance and its own diameter depend on

the particle velocity. They are different depending on whether particles are in thermal equilibrium,

or turbulent, or part of a directed flow. For instance, in a turbulent simulation the frequencies of a

particle crossing the interparticle distance and its own diameter are ∼ O(100 Hz) and ∼ O(3000 Hz),
respectively.

2.4.1 Plasma frequency
Arguably one of the most important frequencies in a plasma is the frequency of charge density oscil-

lations, given by the plasma frequency

ωx =

√
nxq2x
ε0mx

, (2.37)

where the subscript x ∈ {i, e, d} refers to the different charge species of ions, electrons, and dust in

the plasma.

The frequency of the density oscillations is inversely proportional to the square root of the mass

of the species, ω ∝ m−1/2. This means that the more massive the charged species is, the slower its

density fluctuates in the plasma. As the dust particles are orders of magnitude heavier than electrons

or ions, the dust plasma frequency is much lower, with ωd � ωi � ωe.
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Radius Charge

Scaling 1.5 μm 3.0 μm Scaling −2500 e −5000 e

γEp a−1 40.6 Hz 20.3 Hz - 40.6 Hz 40.6 Hz

ωd a−1.5 493.9 Hz 174.6 Hz q 411.6 Hz 823.1 Hz

ΩE a−1.5 285.1 Hz 100.8 Hz q 237.6 Hz 475.2 Hz

Table 2.2: Dependence of frequencies on particle radius (assuming a charge of −3000 e) and charge

(assuming a radius of 1.5 μm). The particle number density is taken to be nd = 2×1011 m−3 at 10 Pa
in argon gas.

2.4.2 Einstein frequency
The rattling frequency of particles in the ‘cages’ formed by their nearest neighbours is known as

the Einstein frequency. This is a resonant frequency generally only defined for crystals. However,

particles in fluids can be thought of as being confined in temporary cages made by their nearest

neighbours, hence making it relevant for fluids too. This frequency essentially indicates the rate at

which energy and momentum get redistributed in the system. As such, the Einstein frequency is

related to the plasma frequency by the following relation for Yukawa fluids [84]:

ΩE ≈ ωd√
3
. (2.38)

The exact value of the proportionality factor depends on how strongly the interparticle interactions

are screened, but the value of 1/
√
3 is generally used [84, 85].

2.4.3 Comparison of frequencies
A comparison of some of the frequencies is shown in Table 2.2 and how they depend on particle

radius and charge. As shown, in complex plasmas the Epstein frequency is typically smaller than the

Einstein frequency. In this example, it is smaller by a factor of about 4− 5. It can even be up to two

orders of magnitude smaller [86, 87]. Comparing the damping and the Einstein frequency in complex

plasmas can help estimate how damped the system of microparticles is. The dependence on particle

radius can also be seen in this table: larger particles are heavier, hence the associated frequencies are

slower. Conversely, particles with a higher charge have stronger interparticle interactions and thus

higher frequencies.

2.5 Diagnostic parameters

Beyond the factors I have already discussed, certain dimensionless parameters are required to char-

acterise the system. As previously mentioned, the microparticles collect electrons on their surfaces

and become highly negatively charged. If the ratio of the interparticle potential energy to the kinetic

energy is larger than unity, the microparticle system is said to be strongly coupled. This ratio, Γ, is

known as the coupling parameter and is given by

Γ =
q2

4πε0ΔkBTd

. (2.39)

Here q, Td, and Δ are the microparticle charge, temperature, and average interparticle distance

respectively, with ε0 and kB as the vacuum permittivity and the Boltzmann constant. Often in complex

plasma experiments, the subsystem of microparticles is strongly coupled as Γ >> 1.
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The second parameter often used alongside Γ is known as the screening parameter, given by the

ratio of the average interparticle distance, Δ, to the Debye length, λD: Δ/λD. It determines the

strength and range of the interparticle interactions.

For flowing complex plasmas, diagnostic parameters from conventional fluid mechanics such as

the Reynolds number and Mach number are used to characterise the flow. The Reynolds number, �,

measures the ratio between inertial and viscous forces on the system. It is given by

� =
vL

ν
, (2.40)

where v is the flow velocity of the particles, L is a characteristic length, and ν is the kinematic

viscosity. The Reynolds number is an important parameter to consider when studying turbulence.

In conventional fluid dynamics, turbulence usually occurs in flows with a high Reynolds number of

� ∼ O(1000) [88, 89]. However, low � turbulence has been observed in multiple biological systems

and active matter [90]. In complex plasmas, low-� turbulence can be observed around � ∼ O(10).
Another parameter used to characterise flows, similar to conventional fluid mechanics, is the Mach

number, M. It is the ratio of the flow speed, v, to the speed of sound in the system, Cs, and is given

by

M = v/Cs. (2.41)

A flow is called subsonic if M < 1, supersonic if M > 1, and sometimes even hypersonic if

M � 1 [91]. Multiple experimental and computational studies of supersonic flows in complex

plasmas have been conducted so far [92–95].

2.6 Collective effects
Complex plasmas are ideal model systems to study a wide range of emergent phenomena [27]. Here,

I will review the literature on the various collective effects which will be discussed in this thesis.

2.6.1 Shock fronts
The formation and propagation of shocks has been studied extensively in complex plasma experiments

and simulations over the years [96–102]. These are wavefronts that travel through the medium at a

supersonic velocity. The two types of shock fronts I will focus on are Mach cones and bow shocks,

which can be produced by a supersonic flow past an obstacle.

Mach cones can be used as a diagnostic tool to get information on several relevant parameters for

describing conditions in a complex plasma [103]. A Mach cone can be described by its opening angle

of the cone, θ, which is related to the Mach number in the following way:

sin θ =
1

M =
vsound
vflow

=
Cs

v
. (2.42)

Through the above relation, knowing the opening angle of the Mach cone and the relative speed

between the obstacle and the flow allows for an experimental determination of the speed of sound in

the system. This can then be compared to the theoretically predicted speed of sound, given as

Cs =

√
ZdkBTd

md

. (2.43)

Sometimes, the conditions in a complex plasma are inhomogeneous in space or vary over time,

and as such the shape of the Mach cone can become curved to form a dynamical Mach cone. By

looking at the shape of a Mach cone - whether it is conical, convex, or concave - deviations in plasma
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conditions can be traced [103, 104]. The general expression for using a Mach cone to find the speed

of sound (assuming homogeneity in space) at a given time t0 is

Cs(t0) = v

∣∣ ∂y
∂x

∣∣√
1 + ( ∂y

∂x
)2
, (2.44)

where ∂y
∂x

is the gradient at a given point on the Mach cone wavefront at V t0 which was excited

at time t0. In the limit of the Mach cone shape approaching a conical shape (as opposed to convex or

concave, and in the limit of constant speed of sound) the previous relation Cs = v sin θ is recovered.

The other variety of shock fronts that can be observed are bow shocks. Observations of bow shocks

generated in a 2D complex plasma flow past an obstacle were first reported in 2012 in experiments

and simulations by Nakamura et al. [105]. In fluid dynamics, a bow shock is defined to be a curved

bow-shaped disturbance wave in front of the obstacle accompanied by an abrupt change in flow speed,

temperature, and density. An identifying feature of a bow shock is the nearly discontinuous change in

flow speed as the flow decelerates to keep the mass around the obstacle constant [106], and to balance

the dynamical pressure from the incoming flow with the increased thermal pressure.

2.6.2 Turbulence
Another collective effect observed in complex plasmas is turbulence, seen in both experiments [38,

41, 43] and simulations [40], as well as in 2D [107–110] and 3D [42, 111]. One of the main dif-

ficulties with studying this topic is that ‘turbulence’ is ill-defined. There exists no clear definition,

rather only signatures and clusters of dynamic behaviour that are widely recognised to be associated

with turbulence. The generally accepted signatures of turbulence are as follows: turbulent flows are

chaotic, rotational, diffusive, resistive, and self-similar.

Chaotic flow

Turbulence is characterised by flow irregularities in the form of rapid changes in velocity vectors, tem-

perature, pressure, density, etc. These high frequency random fluctuations in flow parameters across

space and time are often referred to as intermittency in the case of fully-developed turbulence [112].

Intermittency also exists in flows during the transition to turbulence, manifesting as transient turbulent

puffs that form and decay over space and time.

Rotational flow

Turbulent flow has non-zero angular momentum. It is accompanied by eddies and swirls, known as

vortices. A way to quantify how many vortices there are in the flow is to calculate the flow vorticity,

which is defined as the curl of the flow velocity

w = ∇× v where

⎛
⎝wx

wy

wz

⎞
⎠ =

⎛
⎝

∂
∂y

vz − ∂
∂z

vy
∂
∂z

vx − ∂
∂x

vz
∂
∂x

vy − ∂
∂y

vx

⎞
⎠ . (2.45)

Vorticity is a three-dimensional quantity. Even for a 2D flow along x and y with vz = 0, the

vorticity vector has a non-zero z-component, wz. Turbulence therefore, by strict definition, is always

a 3D phenomenon. Two-dimensional studies of turbulence are always ‘quasi-2D’ with some degree of

restricted motion in the third dimension, albeit negligible. To be technical, purely 2D turbulence does

not and can not exist physically [113]. However, many physical systems (such as geophysical [114]

or planetary [115] systems) benefit from being modelled after it. Constraining the system to two

spatial dimensions to study turbulence results in a completely different phenomenology. In this work,

I solely focus on 3D turbulence.
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Diffusive flow

Turbulent flows exhibit a higher rate of fluid mixing than laminar flows. As a laminar flow is charac-

terised by smooth sheets of flow with parallel velocity vectors, there is very little fluid motion perpen-

dicular to the flow direction. This results in very little mixing between the fluid layers. On the other

hand, turbulent flow contains vortices and a non-zero angular momentum. The three-dimensional

vorticity of the flow causes an increased mixing of the fluid layers in the directions perpendicular

to the flow direction. The mixing of fluid in turbulence is also known as turbulent diffusion. This

is because the mean square displacement of the particles grows linearly with time, which is char-

acteristic of diffusion. Turbulence enhances diffusion in the system, in the sense that the turbulent

diffusion coefficient (characterising the diffusion due to the vortices) is always greater than or equal

to the molecular diffusion coefficient [116]. Interestingly, over long time scales, turbulent flows

have also been observed to display anomalous diffusion, where the mean square displacement grows

non-linearly with time as either a superdiffusive (faster than time) or subdiffusive (slower than time)

flow [117].

Resistive flow

Turbulence creates drag. It is well known that turbulence results in an increased flow resistance com-

pared to laminar flow [118]. This has been demonstrated many times, for example through direct

measurements in experiments with air flowing through capillary tubes [119]. In the original experi-

ments performed by Reynolds in 1883 [120], the flow resistance (measured via pressure gauges) was

observed to be directly proportional to flow velocity, ∝ v, in a laminar flow and to the square of the

flow velocity, ∝ v2, in a turbulent flow.

Self-similarity: Energy cascades

In a turbulent flow, vortices transfer turbulent kinetic energy from larger to smaller spatial scales

until the energy is dissipated into heat through the molecular friction within the fluid, as shown by

Kolmogorov in 1941 [121, 122]. This is illustrated in Fig. 2.1. The largest vortices, of size l0, carry

energy down the spatial scales as their radial size decreases until they are of the size η, which is known

as the Kolmogorov length scale. The range of length scales between l0 and η is known as the inertial
range. For length scales within the inertial range, the power spectrum of energy cascades follows the

power law E(k) ∝ k−5/3, where k is the wave-number representing length scales. The equivalent

power law E(f) ∝ f−5/3 is true for energy dissipation in time, where f represents frequency2.

The Kolmogorov length scale η is one of the Kolmogorov microscales, along with the Kolmogorov

time scale τn. These microscales are length and time scales where viscosity becomes dominant and

leads to the dissipation of kinetic energy into heat. Kolmogorov showed that these microscales are

universal and only depend on two important parameters: the viscosity, ν, and the mean rate of kinetic

energy dissipation per unit mass, ε.

The Kolmogorov microscales are thus given by the relations [125]:

η =

(
ν3

ε

)1/4

and τn =

√
ν

ε
, (2.46)

where ε = 1
2

∂
∂t
〈v2〉. These microscales mark the smallest scales of turbulence, and hence mark

the theoretical minima for length and time (maxima for k and f ) where the power spectra of energy

cascade is expected to follow the power law.

2Interestingly, a turbulent power spectrum can be found when analysing The Starry Night by Vincent van Gogh! The
power spectrum of luminance averaged over the red-green-blue channels shows a power law consistent with supersonic
turbulence found in molecular clouds of star-forming regions in the cosmos [123, 124].
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Figure 2.1: Sketch showing how vortices transfer energy from larger scales to smaller scales in 3D

isotropic turbulence. As the radial length of the vortex decreases, it carries energy to smaller spa-

tial scales. Simultaneously, the vortex is is stretched thinner in the perpendicular dimension (not

shown here) to conserve angular momentum in a process known as vortex stretching. This transfer

of energy to smaller scales happens without loss until the vortex cross-section reaches the size of the

Kolmogorov microscale, η, at which point it decays as the energy is converted into heat.
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Energy cascade in turbulence is driven by vortices, in a process known as vortex stretching [126].

A three-dimensional vortex with a given radial length carries its energy to smaller spatial scales as

its radial size decreases. At the same time, the vortex is lengthened along the perpendicular direction

in order to conserve angular momentum. This allows for an energy cascade through spatial scales

without loss, until the radial size of the vortex reaches the Kolmogorov dissipation length, η. At

this point, the energy carried by the vortex converts to heat through dissipation and the vortex fades.

The energy cascade through the spatial scales can be calculated by considering the turbulent velocity
and turbulent kinetic energy carried by the vortices. The velocity of a flow can be broken down via

Reynolds decomposition into a mean part, v, and a fluctuating part, v′. The turbulent velocity and

turbulent kinetic energy can thus be defined as:

v′ = v − v and TKE =
1

2
mv′2, (2.47)

where v′ is the fluctuating part of the flow used to calculate the power spectra in space, and v is the

local Reynolds-averaged flow velocity such that 〈v〉 = v and 〈v′〉 = 0. To calculate v in this work, the

turbulent region was divided in 3D bins of size (250 μm)3 where the flow velocity was averaged over

one second. This is more suitable than averaging over the entire spatial region in order to separate the

vortices from the non-turbulent flow deflected around the bow shock and the obstacle.

One way to calculate the power spectra is to use The Wiener-Khintchine theorem [127, 128]. The

theorem states that the power spectra is the Fourier transform of the velocity correlation function.

This is given by the relation

E(f) =
1

2π

∫ +∞

−∞
eifsΓ(s)ds, and (2.48)

E(k) =
1

2π

∫ +∞

−∞
eikx 〈v(0)v(x)〉 dx, (2.49)

where Γ(s) = 〈v(t)v(t′)〉 is the velocity auto-correlation function averaged over all particles, and

s = |t− t′|.

Damped flow: cascade rate vs damping rate

The previously discussed properties mark the hallmarks for turbulence in conventional fluids such as

water, which is practically undamped. Studying turbulence in fluids with damping (such as complex

plasmas) is difficult as it tends to interfere with the generation of vortices and the energy cascade. It

was recently shown by Bajaj et al. [111] that it can be feasible to study turbulence despite the presence

of damping. They show that for turbulence in damped systems, it is important to check whether the

damping is low enough to allow for vortices to develop and continue the energy cascade before they

are damped out. This is easily checked by comparing the rate of cascade, ωcas = k
√
2kE, with the

rate of damping, γeps. If ωcas > γep, the system is in the regime where turbulent vortices can develop

and maintain an energy cascade despite the presence of damping.
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a) b)

Figure 2.2: Sketch showing the polarisable particles in conventional ER fluids a) before and b) after

the application of an external electric field, E. The electric field polarises the particle surfaces and

creates an electric dipole, which causes the particles to align themselves along the direction of the

field. This is the process by which string-like clusters form in conventional ER fluids.

2.6.3 Onset of electrorheology

Similar to turbulence, complex plasmas can be used to investigate the onset of certain phenomena

on a kinetic level, which is not possible in conventional fluids. One such phenomenon is the change

in properties of electrorheological (ER) fluids upon the application of an external electric field. This

is sketched out in Fig. 2.2, which shows how the electric field polarises the surface of the particles

and leads to the formation of ‘string-like’ structures in conventional ER fluids. Such ER properties

have also been observed in complex plasmas in microgravity conditions [44, 129]. Experimental

observations of complex plasma string fluids in the PK-4 facility have shown a decrease in speed of

sound [60], microparticle density, as well as thickness of the microparticle suspension [48] compared

to experiments without strings.

When an external electric field is applied to a fluid complex plasma, the microparticles align them-

selves along the direction of the field in ‘string-like clusters’ (SLCs). A substantial difference between

complex plasmas and conventional ER fluids is that microparticle surfaces are not polarisable.

Due to the electric shielding from the surrounding plasma, a sphere of positive charges forms

around the microparticles with the radius of one Debye length. This is known as the ion cloud3.

This is illustrated in Fig. 2.3a. These positively charged free ions have higher mobility than the mi-

croparticles. This means that the externally applied electric field has a greater impact on the ions,

causing a directed ion flow relative to the microparticle and thus deforming its ambient ion cloud.

This is known as ‘ion focusing’, which is the build-up of extra ions directly behind a particle. This

build-up of positive charge in the wake region is also known as a wake charge or an ion wake, which

is illustrated in Fig 2.3b. The development of this wake charge is what causes the microparticles to

behave as though they are polarised: the negative particle and the positive wake form a dipole. Such

a direct current (DC) field can cause instabilities due to the ion flux [86] such as waves and oscilla-

tions [130] as well as particle drift [74]. Often, in experiments, the polarity of the external electric

field is switched back-and-forth repeatedly to produce an alternating current (AC). The electric field

is alternated faster than the microparticle plasma frequency, ω � ωd, but slower than the ion plasma

frequency, ω � ωi, which allows the ions to follow the changing field while the particles experience

the time-averaged null field. This leads to a build-up of positive charge both up- and downstream of

the ion flow. The deformation of the ion cloud due to an AC field is illustrated in Fig. 2.3c, where the

particle has two positive wake charges - one on either side.

3It is important to note that this cloud is not attached to the particle - if the particle is moved from position A to B, the
shielding cloud at A will dissipate away and a new cloud will be formed at position B.
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a) b) c)

Figure 2.3: Illustration (not to scale) of ion focusing forming a positive wake charge depending on the

ion drift due to the external electric field. The a) spherical ambient ion cloud around the microparticles

gets deformed due to a DC electric field to form a b) positive wake downstream the particle. If an AC

field is applied, the deformation of the ion cloud is symmetric on both sides of the microparticle, as

shown in c). This is the process by which string-like clusters form in complex plasmas.

Interestingly, SLC formation seems to preferentially occur in AC fields over DC fields. Ivlev et al.

found that the strings were absent in a pure DC field even under otherwise identical conditions [86].

They attribute this to a change in interparticle interactions from non-Hamiltonian (non-reciprocal)

in DC and Hamiltonian (reciprocal) under an AC field. Under an external DC field, the interaction

between two particles is asymmetric. The ion wake from the leading particle i changes the potential

felt by the trailing particle j, however the ion wake behind particle j does not interact with particle i.
This results in non-reciprocal interparticle forces, |Fij|�= |Fji|. Due to the symmetry introduced from

alternating the field, the interparticle interactions become reciprocal. The ion wake behind particle

i interacts with particle j, and the ion wake in front of particle j interacts with particle i, leading to

Hamiltonian interparticle interactions.

The transition from a Hamiltonian to a non-Hamiltonian system was studied for the first time in

2018 by Dietz et al. on parabolic flight experiments using the PK-4 setup [129]. The duty cycle of

the current was varied from δ = 50 % (symmetric AC) to δ = 0 % (pure DC). Here, an asymmetric

AC current with a duty cycle of δ = x % refers to the sign of the voltage being positive x % of the

time, and negative 100 − x % of the time. As the duty cycle was decreased, the phase of the system

was observed to continuously transition from a well-developed SLC structure to an isotropic system.

The Hamiltonian interparticle interactions in complex plasmas under an external AC field leading

to SLC formation are directly analogous and mathematically equivalent to those in conventional ER

fluids [44, 131]. Since the process of SLC formation in conventional ER fluids is said to be due to

interparticle attraction [132], it has been theorised that the same mechanism of (effective) attraction

might be causing the formation of SLCs in complex plasmas too [21, 129, 133–135]. This hypothesis

will be investigated and discussed further in this work. Before presenting the results of the study, I

will describe the simulation setup and analysis tools required.
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Chapter 3

Overview of setups

“In most cases the tiniest differences in the
initial conditions—the starting state—leads
to large eventual differences in outcomes.
This phenomenon is called chaos. If a
system is chaotic (most are), then it implies
that however good the resolving power may
be, the time over which the system is
predictable is limited.”

Leonard Susskind [136]

The results discussed in this thesis focus on using simulations to enhance the interpretation of

experiments. In this section, I will discuss the simulation setup I used for numerical modelling of

complex plasmas, as well as outline the relevant experimental setups that support this work.

Computer simulations of complex plasmas are often used alongside experiments to gain a more

complete understanding of the underlying physical mechanisms driving the observed phenomena. Us-

ing simulations alongside experiments enhances our understanding of complex plasma behaviour by

systematically exploring a wider parameter space, identifying and testing potential underlying mech-

anisms, tracking each particle the entire time, and offering predictive capabilities to propose future

experiments. This combined approach enables a deeper investigation of the fundamental physics of

the system and facilitates the development of more accurate models and theories.

Combining experimental observations with numerical models facilitates a more comprehensive

understanding of complex plasma systems, since the simulations can probe the system as well as ex-

plore phenomena in ways that are difficult to access through experiments. A powerful tool for devel-

oping computational models of complex plasmas are molecular dynamics (MD) simulations, which

follow the microparticle dynamics in the plasma without simulating the plasma dynamics. This allows

the runs to be fast and efficient, allowing for easy computation of the dynamics of large microparticle

ensembles. MD simulations focus on individual microparticle trajectories and interparticle interac-

tions. They can thus provide kinetic-level insights into the emergence of collective behaviour that is

observed in complex plasma experiments.

A great benefit of MD simulations is that they can have orders of magnitude higher rates of data

collection than is currently possible for experiments, as well as track each particle at every timestep -

a level of detail that is still not achieved in experiments. Moreover, they are flexible and fast, and can

therefore be made to run multiple times by systematically varying parameters to judge their effect on

the microparticles. Different experimental conditions can be simulated relatively easily and can be

repeatedly studied multiple times to identify key parameters and their influence on the microparticle

dynamics. This systematic search through the parameter regime can help optimise and guide future

experiments or constrain and shape the interpretations of currently existing data.
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For all simulations presented in this work, I used an open-source classical MD software called the

‘Large-scale Atomic/Molecular Massively Parallel Simulator’ (LAMMPS) [137, 138]. The software

was designed for smooth and efficient parallel computation, as well as for custom extensions and

modifications that could be added in by the community. As a classical MD software, LAMMPS is able

to follow ensembles of particles in different phases such as solid, liquid, or gas in 2D or 3D. With

this software, it is possible to simulate the dynamics of up to billions of particles, depending on the

computational power available. Due to these features as well as the relative ease of use, it has been

commonly used for simulating complex plasmas in the past [139–144].

The simple mechanism behind these simulations involves quantising time into discrete timesteps

and determining the position of each particle at a given instance in time, then calculating the forces

acting on it to compute the new position and velocity of each particle. The updates to particle positions

and velocities are a result of integrating Newton’s equations of motion for the ensemble of interacting

particles. For each particle, LAMMPS tracks a list of neighbours that it interacts with at every timestep

and uses that to calculate the forces on it.

The simulations and calculations are controlled in LAMMPS via a text-based input file. The input

file is read one line at a time, which means that LAMMPS does not read or compile the entire file before

it begins processing. For each command line in the input file, an immediate corresponding action is

taken until the input file ends and causes LAMMPS to exit.

One such example of a command that can be given in an input file is known as a ‘fix’. This is any

operation or action to be carried out on the microparticle system during the time-stepping process. Ex-

amples include applying forces or constraints such as a force by a laser, setting boundary conditions,

controlling the temperature and pressure of the system, updating particle position and velocities, and

so on. Each fix needs to be given a unique user-defined identification number, ID, as well as the ID

of the group of atoms (or here, microparticles)1 it should be applied to, group-ID. If there are only

one type of atoms in the system, the keyword all can be used instead of the group-ID.

Once the input file is read and processed fully, the particle positions as well as the simulation

settings and parameters can be saved for future use. This is done in the form of a binary restart file,

which is saved to disk through the write restart command. When required, this binary file can

be read using the read restart command at the start of a new script.

3.1 Initial simulation

The first few lines in the input file define the units, dimension, boundary, particle type, and the sim-

ulation box2. I used SI units for all simulations. The dimension of the simulation could either be

2D or 3D, however all results presented in this work are from 3D MD simulations. The size of the

simulation box I used was different depending on the specific simulation, but its shape was always

rectangular with periodic boundary conditions along all dimensions.

Once the simulation box was defined, it was possible to include microparticles. First, the type

of particles to be simulated must be specified. This was done by the atom style command. The

choice of atom style affects what quantities are stored by each atom. The default style is ‘atomic’,

which defines point particles with a given mass. The style ‘charge’ was used in these simulations,

which defines an atomic system with the additional property of charge. The particle charge was

often varied, but a charge of −3481 e was used as a default based on the MD simulations in [40].

Finally, the create atom command was used to generate the microparticles inside the simulation

box. The particles can either be generated on a defined lattice, at random positions in a given region,

or individually at given spatial coordinates. Once the particles are created, the forces acting on the

particles need to be specified. This will be covered in the next section.

1Please note that LAMMPS refers to the particles as atoms even though they are microparticles.
2Unless a binary restart file is being read, in which case this information is read directly from the file.
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Finally, the timestep of the simulation needs to be set and the fix command to update particle

positions and velocities needs to be given. In LAMMPS, the timestepping process refers to the iterative

advancement of the simulation in discrete time steps. This process involves updating the positions

and velocities of particles in the system based on the equations of motion. If the chosen timestep is

too large, the particles can move too far and escape if their updated position is computed to be outside

the boundary of the simulation box. If the timestep is too small, the simulation takes a long time to

complete, and the size of the data to be processed would be very large. I chose the timestep such that it

was small enough to resolve interparticle interactions (i.e. compile the neighbour list without errors),

but large enough to complete the simulation within a reasonable time-frame. This was different in

every simulation, but ranged between 10−5 − 10−3 s. The data acquisition rate (to save the particle

position and velocity data) was set as 1000 FPS.

The aim for the initial simulation was to obtain a 3D microparticle suspension at thermodynamic

equilibrium so that it can be used for a variety of studies. There are two main ways to do this in

LAMMPS: either a given number of particles can be generated at random positions throughout a given

region, or particles can be generated on a lattice within a region with a defined lattice spacing. The

first method is not ideal, as particles may be generated too close to each other and experience strong

enough accelerations to escape the simulation box. For this reason, I generated particles on a 3D

face-centered cubic (FCC) lattice in a small region within the larger simulation box. The lattice

spacing was chosen depending on the desired number density of particles in the simulation box at

the end of the initialisation process. The lattice structure is ultimately irrelevant as it was melted

completely before any data was collected. After generation, particles moved throughout the entire

simulation box and finally reached a thermodynamic equilibrium. This was checked for by analysing

the distribution of particle velocities, which will be discussed in Section 3.3.2. At this point the state

of the system was saved to a binary restart file in order to be used for future simulations. An example

of this initialisation process is given in Appendix A, where I initialise the simulation with a spherical

obstacle in the simulation box. More details on this specific simulation can be found in Chapter 5.

3.2 Simulating forces
In the following, I will outline how the various forces acting on the microparticles can be programmed

in a LAMMPS input file. The LAMMPS source code used to read and interpret the input file can be found

in [138, 145].

3.2.1 Interparticle force
The interparticle force from a Yukawa potential can be implemented in LAMMPS with the use of the

pair style coul/debye command. The syntax used by this command is:

pair style coul/debye kappa cutoff,

where kappa is the inverse of the Debye length, κ = λ−1
D , which determines how the potential is

screened, and cutoff is the distance at which the potential gets truncated.

The force applied to the particles is then just F = −dΦY /dr, where ΦY is the Yukawa interaction

potential between two particles of charge q given by

ΦY (r) =

{
q2

4πε0r
e−κr, r < cutoff

0, r ≥ cutoff.
(3.1)

The Yukawa interparticle potential as described above can also be modified. A part of this thesis

requires a modified Yukawa potential so as to include the effects of the deformation of the ion shield-

ing cloud due to a directed ion flow. This was done by including a positive point wake charge called
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a positive ion wake on either side of the particle in the potential to mimic an alternating ion flow.

The modification to the potential was made available via GitHub and can be found in [146]. The new

syntax is:

pair_style coul/string kappa kappae cutoff wake_z wake_delta Mth
partd,

where kappae is the electron screening parameter, Mth is the ion Mach number, partd is the

dust radius, wake_z is the charge of the positive wake, and wake_delta is the distance between

the wake and the particle. More information on this modified potential is given in Chapter 6.

The cutoff distance is selected for the simulations to be several times the size of the Debye length,

between 7 − 10 λD. At a distance of 10 λD away from a microparticle, the Yukawa potential has

decayed by a factor of e10 or 2× 104. At such distances, the electric potential due to the microparticle

is effectively zero, and so the interparticle potential is truncated in order to limit the number of neigh-

bours that need to be considered. This greatly increases the efficiency and speed of the simulation.

3.2.2 Electric force
An electric field can be applied to the microparticles in LAMMPS using the fix efield command.

The command uses the syntax:

fix ID group-ID ex ey ez,

where ex, ey, and ez are the three components of the simulated electric field, E. The force

applied on the microparticles is then just F = Eq. An additional keyword can be added at the end of

the command to modify the electric field. For instance, the keyword region region-ID can be

used to constrain the electric field to a region in the simulation box with the specified user-given ID.

3.2.3 Laser force
Furthermore, a direct force can be applied to the particles using the fix addforce command.

This can be used to simulate the application of an external force for targeted manipulation of the

microparticles (such as by a laser) in an experiment. The command has the following syntax:

fix ID group-ID addforce fx fy fz,

where fx, fy, and fz are the three components of the additional force applied to the micropar-

ticles. The keyword region region-ID can also be used here to constrain the additional force

to a certain region. Similarly, the keyword every Nevery can be used to pulse the force and

change how frequently it is applied. The default value for Nevery is 1, so that the force is applied

continuously.

3.2.4 Thermostat and damping
In MD simulations, thermostatting refers to the process of regulating the temperature of particles. A

desired temperature is set by the user, and the thermostat adjusts the system in order to bring it to

equilibrium at that temperature. The choice of the desired temperature in the thermostat depends on

the specific needs of the simulation and may be changed during it. For instance, to induce crystalli-

sation in the simulations presented in Chapter 6, the thermostat temperature was set to 300 K to cool

down the particles. Later in the same simulation, in order to heat the particles and melt the crystal

structure, the thermostat temperature was increased to 1200 K.
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Like most changes to the system in LAMMPS, thermostatting is achieved through fixes. Multiple

thermostats are available, however it is most common to use a Langevin dynamics thermostat for com-

plex plasma simulations. Interparticle interactions in complex plasmas are non-Hamiltonian3, as in

they do not strictly follow conservative or reciprocal dynamics due to the plasma being neglected. The

Langevin thermostat accommodates such systems by introducing non-conservative forces, allowing

for more accurate representation of the underlying physics [147].

The Langevin thermostatting in LAMMPS is based on the work by Schneider et al [148]. Langevin

dynamics is a specialised form of Brownian dynamics, where random ‘Brownian kicks’ are provided

to the particles from the background gas. The thermostat accounts for both the updated particle

positions and velocities, as well as the damping from the friction with the background gas. The

following syntax is used in the software to implement the thermostat:

fix ID group-ID langevin Tstart Tstop damp seed.

The thermostat changes the desired temperature at each timestep by ramping it up during the run

from Tstart to Tstop. The damp parameter, given in units of time, determines how quickly the

current desired temperature is reached. The parameter seed, on the other hand, is simply the seed

for generating the random numbers used for providing the random Brownian kicks to the particles.

The force due to the thermostat is then just

Fth ∝
√

mkBT

δtdamp
, (3.2)

where m is the mass of the particles specified in the simulation, T is the desired temperature,

and δt is the timestep. The magnitude and direction of this force are determined by random numbers

chosen from a uniform distribution.

The damping in the simulation is also accounted for within the Langevin thermostat. The ther-

mostat applies a velocity-dependent frictional force, F = − m

dampv, to the microparticles using the

damping coefficient (in time units) provided in the damp parameter. For all simulations, I used an

Epstein damping coefficient as described in Section 2.3.5.

3.2.5 Integrating forces
The forces obtained in the previous step are used to update the positions and velocities of the particles.

This can be done via the fix nve command, which performs a time-integration in order to update

the position and velocity for particles at each timestep. The fix uses the velocity-Verlet form of the

Stoermer-Verlet time integration algorithm in order to do so. This algorithm can be implemented as

follows [149, 150]:

1. The timestep, which determines the granularity of the simulation, moves the simulation forward

in time by a small increment, δt. First, the particle velocity is updated by only half the step

duration: v(t) → v(t+ 1
2
δt).

2. Using the updated velocity, the particle position is updated: x(t+ δt) = x(t) + v(t+ 1
2
δt)δt.

3. Using the updated position, the force on the particle is recalculated: Ft+δt.

4. Using the updated force, the acceleration on the particles can be calculated as at+δt = Ft+δt/m.

In turn, the velocity of the particles is updated: v(t+ δt) = v(t+ 1
2
δt) + 1

2
at+δtδt.

3The microparticle subsystem is thermodynamically open. The effect from the neutrals or the ambient plasma is not
accounted for in the interparticle interactions, and in experiments the particle charge can even be a function of position as
it depends on the local plasma parameters. This means that |Fij |�= |Fji| for particles i and j.
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Figure 3.1: Visualisation of the microparticles in a 2D simulation slice from 0.4−0.6 mm in z during

the initialisation process. The figure shows a) the microparticles generated in a lattice structure which

was b) subsequently melted. The particles c) continued redistributing energy and moving through the

simulation box until they d) reached an equilibrium state.

The steps 1− 4 can be repeated iteratively for the desired number of timesteps. It should be noted

that this algorithm assumes that the force on the microparticles at time t + δt does not depend on

v(t+ δt), but instead uses v(t+ 1
2
δt) if particle velocities are needed.

3.3 Determining system properties

3.3.1 Particle tracking
Each particle in LAMMPS is assigned a unique id number in order to track it and differentiate it from

other particles. The data for each atom can be saved using the dump command. An example showing

the syntax of this command is:

dump ID group-ID custom N file id x y z vx vy vz,

where the atom id, 3D position, and 3D velocity data is stored every N timesteps to a specified

file. The given file determines the format of the output, which could be anything from a text

file to a binary or even gzipped file. The custom style setting allows any valid per-atom value to

be saved in the output file. Other possible values that could be saved include charge, mass, radius,

angular velocity, angular momentum, and forces on each particle.
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Figure 3.2: Evolution of the VDF

for an ensemble of microparticles.

The ensemble is not in thermal

equilibrium at t = 5 ms, as the

VDF has multiple peaks indicating

hot spots and temperature gradients

within the system. Energy is re-

distributed over time and the peaks

merge into one primary peak by

t = 10 ms. Further redistribution of

heat leads to a Maxwell-Boltzmann

distribution by t = 100 ms.

The particle positions could then be visualised either using an external program or the built-in

dump command using the image style instead of the the custom style. In this way, the position and

velocity of each particle can be tracked and saved to be used for further analysis. Using this method,

the initialisation process is visualised in Fig. 3.1 in a 2D slice of the 3D simulation at 0.4 − 0.6 mm
in z. The lattice structure in 2D can be seen in Fig. 3.1a generated at t = 0 s, which was subsequently

melted. The simulation box has periodic boundary conditions along all dimensions, and the particles

continue moving in Figs. 3.1b and c until they reach an equilibrium state in Fig. 3.1d.

3.3.2 Velocity distribution function
After the lattice was melted, the microparticle ensemble relaxed towards thermodynamic equilibrium.

The distribution of the microparticle velocities can provide insight into the current state of the system

and whether or not they are at equilibrium. For complex plasmas, the rate of damping is much lower

than the Einstein frequency (i.e. the rate of energy redistribution in the system). This means that

the velocity distribution function (VDF) of an ensemble of particles at thermodynamic equilibrium is

expected to be a time-invariant Maxwell-Boltzmann distribution. The VDF is normalised such that

the area under the curve sums to unity, making it a probability distribution function. The temperature

of the microparticles can be determined from the full width at half maximum (FWHM) of the VDF.

An example of a microparticle VDF relaxing towards a Maxwell-Boltzmann distribution is shown

in Fig. 3.2. At the start of the simulation, as the lattice of microparticles is being melted, there

exist multiple hot spots and temperature gradients in the system. These manifest themselves in the

VDF as multiple peaks, indicating an unequal distribution of heat in the system. As heat flows from

hotter regions towards colder regions, the peaks merge into one primary peak. Eventually, energy

is redistributed in the ensemble and the system reaches thermal equilibrium. This is signified by

the VDF resembling a Maxwell-Boltzmann distribution. Since the temperature of the particles is

controlled by a thermostat, the FWHM of this distribution will continue to evolve over time until

the ensemble of particles reach thermal equilibrium with the background gas, as compelled by the

thermostat. Once the shape of the Maxwell-Boltzmann distribution stops evolving over time, the

ensemble of microparticles is said to be in a thermodynamic equilibrium.
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Figure 3.4: The radial distribution functions (RDFs) for an ensemble of microparticles in a simulation

with argon gas at 1 Pa calculated at a resolution of δr = 25 μm. The particles are at thermodynamic

equilibrium at a) 5000 K and b) 500 K. The ensemble in a) is in a liquid state, whereas the ensemble

in b) is crystalline.

A VDF averaged over one second for a simulation with a thermostat temperature of 5000 K is

shown in Fig. 3.3. The VDF at each timestep is also a Maxwell-Boltzmann distribution with the same

FWHM. As the time-averaged VDF looks like a Maxwell-Boltzmann distribution, I conclude that the

particles are at thermodynamic equilibrium at the desired temperature given to the thermostat. By

using the VDF of the particles in this way, it is possible to determine whether or not the simulation

has been running for long enough to reach equilibrium.

3.3.3 Radial distribution function

Another useful analysis to determine system properties is to compute the distribution of particle posi-

tions. The phase of the system can be determined by its radial distribution function (RDF). This gives

the likelihood, g, of finding particle i a distance r away from particle j. The particle-averaged value,

g(r), says how the density of particles varies as a function of radial distance from a reference particle.

The RDF is defined as:
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g(r) =
1

N

N∑
i,j=1
i �=j

δ (ri,j − r) , (3.3)

and is normalised such that g(r → ∞) = 1. The shape of this function can give insight on the

cloud structure and the phase of the system. Two examples of the RDF are given in Fig. 3.4 for the

same microparticle ensemble at different temperatures of a 5000 K and b 500 K. The RDF in Fig. 3.4a
has one large primary peak corresponding to the average interparticle distance, and then continues to

decay in an oscillatory pattern until the amplitude of the oscillations is zero. This is representative

of a liquid. Conversely, the RDF in Fig. 3.4b shows multiple sharp peaks, characteristic of a crystal.

The RDF for a gaseous system is similar to that of a liquid, in that there is one major peak that decays

to a constant value of unity, although there are no smaller peaks displaying oscillatory behaviour.

3.3.4 Viscosity calculation
Viscosity is a measure of a fluid’s resistance to flow and can serve as a diagnostic tool to understand

flow properties. The viscosity for a simulation at thermodynamic equilibrium can be calculated using

the following Green-Kubo relation [151]:

νGK =
1

V kBTd

∫ ∞

0

〈Pxy(t)Pxy(0)〉dt, (3.4)

where V is the volume of the simulation box, kB is the Boltzmann constant, Td is the dust tem-

perature, and Pxy is the off-diagonal element of the stress tensor which can be directly computed in

LAMMPS as a thermodynamic quantity.

For simulations not at equilibrium, such as those including turbulent flow, the viscosity should

be calculated locally. This is done by using the locally-averaged velocity of the particles, v, and the

mean free path, l, as νlocal ∼ 1
3
vl. The mean free path was estimated by using the average interparticle

distance in the region of interest.

The viscosity values in simulations ranged from 1−25 mm2/s depending on microparticle charge,

with higher charges leading to higher viscosities. Experimentally, the kinematic viscosity in 3D

complex plasmas has been observed to vary between 0.8− 300 mm2/s depending on the experiment,

but recent measurements by Nosenko et al. in microgravity conditions estimate it to be in the range

of 0.2 − 6.7 mm2/s [152]. For the majority of the simulations, the Green-Kubo viscosity for a fluid

microparticle ensemble with a Yukawa potential was 19.1 mm2/s. Conversely, the local viscosity for

the same microparticle ensemble after the onset of turbulence was 4.1 mm2/s in the turbulent region.

3.4 Dangerous builds

Resolving interparticle interactions well enough and often enough was the main challenge of these

simulations. If the particle accelerations were calculated to be very high - due to very large forces

or a large timestep - the updated particle positions would often be placed outside the box boundary.

This led to LAMMPS losing track of the particles as they escaped the simulation box. In this case, the

simulation stops and prints out ERROR: lost atoms. In the majority of cases, this warning is an

indication of badly resolved dynamics between neighbouring particles.

Most problems in the simulation arose from incorrectly handling the list of neighbours. The

neighbour list includes every microparticle pair within the cutoff distance set by the interparticle

potential plus an additional skin distance. The skin is the distance beyond the cutoff distance to be

used when compiling the neighbour list. It mainly changes how often the list is compiled and whether

or not the computation of a particle migrates to a different processor. If a microparticle moves a
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distance more than half the skin distance since the last time the neighbour list was built, the current

updated build of neighbours is marked as a ‘dangerous build’. This means that there is a risk of

having missed an interaction between two microparticles that may have happened just before the

current neighbour list build. The length scale of half the skin distance is fairly large and therefore

forgiving, meaning that it is possible to have dangerous builds present without an actually incorrect

list of neighbours. This also means that having zero dangerous builds guarantees that all neighbour

lists were produced correctly. For this reason, only simulations with zero dangerous builds were

considered in this work.

It is, however, tricky to choose the appropriate neighbour list settings. They can have a signif-

icant impact on not just the validity and accuracy of the simulations, but also on their performance

and efficiency. Moreover, changing the neighbour list settings also changes the order in which the

neighbours are calculated, thereby changing the forces on the particles and hence their trajectories.

Building a list of neighbours is very time consuming, and so reducing the number of times a neigh-

bour list is built can speed up the simulation drastically. However, not rebuilding the list enough times

will ultimately lead to LAMMPS missing interparticle interactions and compromising the accuracy of

the simulation. The timestep and skin distance can be changed according to what is needed for the

situation. I have managed to find a ‘good enough’ compromise in these simulations such that they

produce zero dangerous builds and are also time-efficient to run.

3.5 Comparing with experiments
Experimental results were used in this work to guide the development of simulations as well as in

conjunction with them to help understand the underlying physics of the system. The particle informa-

tion from the experiment is obtained via high quality video cameras. The images from these cameras

then need to be post-processed and particle tracking softwares are required to extract the position and

velocity data in the experiment. The following experiments are relevant to this work.

3.5.1 PK-3 Plus thermophoresis setup
The plasma chamber at the heart of the experiment is a compact cuboidal glass cuvette with a quadri-

lateral cross-section and parallel-plate electrodes on the top and bottom. This is outlined in Fig. 3.5 in

2D. The experiment used a capacitively coupled radio-frequency (RF) discharge, with the RF-power

adjusted to produce a weak plasma with a density smaller than 109 cm−3. The electrodes were sep-

arated by 3 cm. This experimental setup was located on board the ISS [69], and a modified setup

to facilitate thermophoresis was located in a ground laboratory [61]. The experimental results rele-

vant to this thesis came from the modified PK-3 Plus thermophoresis chamber on the ground. Here,

gravity could be compensated in the ground-based facility by heating up the bottom electrode and

cooling the top electrode to cause a temperature gradient in the chamber. The thermophoretic force

then counteracted gravity to some extent and levitated the particles. Hotter neutral gas atoms close to

the heated plate transferred more momentum to the particles than the colder neutral gas atoms near

to the cold electrode. This caused a net upwards force on the particles in the direction opposite to the

temperature gradient, and lifted the microparticle cloud.

3.5.2 PK-4 on the ISS
The experimental setup of the PK-4 lab is outlined in the schematic shown in Fig. 3.6. The main

experimental setup of the PK-4 lab consists of a tubular glass chamber with electrodes on the side.

The PK-4 chamber is a powerful facility to study flowing complex plasma dynamics. In addition to

the DC discharge, the facility is equipped to produce an inductively coupled RF discharge, generated

via a time-varying magnetic field by using a coil mainly used for particle manipulation.
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Figure 3.5: Schematic show-

ing the 2D view of the PK-

3 Plus experimental chamber.

The electrodes at the top and

bottom create a capacitively

coupled RF discharge plasma

in the central glass chamber.

From [69].

Figure 3.6: A schematic showing the PK-4 experimental setup. The central glass chamber is 3× 3×
20 cm3 in size, fitted with active and passive electrodes, gas supply, and vacuum pumps for plasma

generation, as well as six microparticle dispensers (D1-D6). The microparticles are made visible

by the illumination laser and can be observed with the moveable particle observation (PO) cameras 1

and 2. Manipulation devices such as RF coils, a thermal manipulation heater, an electric manipulation

(EM) electrode, and a manipulation laser are also mounted to be used in experiments. From [70].
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Figure 3.7: A schematic rep-

resenting the waveform in the

pulse generator mode of the

high-voltage power supply in

the PK-4 laboratory [70]. The

waveform is determined by

setting values for the currents

I0,1,2,3 at the corresponding

times t0,1,2,3. For instance, a

DC current of I3 can be set by

setting t0,1,2 = 0. From [70].

To generate plasma within this glass chamber, first the air inside it is pumped out to create a

vacuum, which is then filled with a working gas at a low pressure, either argon (Ar) or neon (Ne).

Then the active and passive electrodes are used to create a DC discharge [70]. This is achieved via

a high voltage power supply which outputs pulses of current with a period of T . A constant voltage

is maintained through the gas to generate either a DC or an AC current. A general waveform of the

current pulse generated by the power supply is shown in Fig. 3.7. The figure shows how AC or DC

currents can be produced in the experiment by varying the current values I0,1,2,3 and times t0,1,2,3. The

DC current, for instance, can be used by setting t0,1,2 = 0 to get an output current of I3. The AC

current is characterised by its frequency, f = 1/T , as well as the duty cycle, δ. The duty cycle is

defined as the percentage of the period where the output current is positive, δ = t+/T . Changing the

duty cycle affects the electric field in the plasma and can be used to control the drift velocity of the

microparticles.

3.5.3 Zyflex chamber on a parabolic flight
The Zyflex chamber is 25 cm high with a diameter of 27 cm, as shown in Fig. 3.8. It is made up of

three separate parts: the main chamber body, the top flange and the bottom flange. The two flanges

are identical with a central and a ring electrode, and can be moved vertically. Each of the electrodes

can also be operated in a pulsed discharge mode, where the pulse rate and duty cycle can be chosen

as required with a minimum on/off time of 50 μs. This provides additional control over the electron

temperature and number density in the plasma independently of changes to the neutral gas. A pulsed

discharge is expected to have lower values of Te and ne compared to a continuous discharge mode,

as electron density and temperature rapidly decrease whenever the plasma discharge is switched off.

In this way, the desired electron temperature and density can be reached by choosing the on/off time

appropriately.
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Figure 3.8: Schematic of the Zyflex

chamber, a 27 × 27 × 25 cm3 cylindri-

cal chamber with grounded guard rings

shown in yellow and electrodes in red.

Both the guard rings and electrodes can

be moved vertically to change the cham-

ber volume. The gas can be pumped in

and out of the chamber through the vac-

uum flanges. From [67].
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Chapter 4

Formation of droplets

“What we know is a drop, what we don’t
know is an ocean.”

Sir Isaac Newton

Over the last few years, experimental observations have been reported of microparticles forming

‘boundary-free’ clusters (also known as ‘Yukawa balls’) under external confinement forces [153]. Re-

cently, there have also been observations of such microparticle clusters without external confinement

in different discharge conditions [27] . A microparticle cluster with a large central particle surrounded

by multiple smaller particles was observed by Usachev et al. [24] in a dc discharge where the cluster

was held stable due to the plasma flux onto the central particle. Compact spherical dust structures were

also observed in cryogenic plasmas at 77 K [28, 29]. The process of forming spherical dust structures

in cryogenic plasmas is known as spheroidizing, and has been observed at temperatures as low as

4.7 K [154]. Microparticle condensation into a droplet was also observed in experiments with an RF

discharge by Schwabe et al. [25, 26], which will be the focus of the following sections. Investigating

the formation of such a system and how to manipulate it in low temperature plasmas is becoming

increasingly relevant and popular due to its applications in developing nanotechnology [155]. De-

spite this, not many theoretical studies have been performed to understand the cause of spontaneous

microparticle condensation into droplet-like forms, though a few hypotheses have been put forward.

One hypothesis that has been previously suggested is the mutual shadowing of the plasma flow by

the microparticles, which would lead to cluster formation in very dense clouds [156–159]. Another

hypothesis is the formation of an effective positive charge due to overlapping ion clouds in the space

between particles leading to reduced microparticle charge, and reduced electron density in highly

dense microparticle clouds [155, 160]. A third hypothesis for how microparticles could self-confine

into clusters despite the lack of external confinement suggests that it could also be an artefact of their

non-reciprocal interparticle force [161].

Another hypothesis is that the ion drag force due to the ion motion past the microparticles could

be responsible for the formation of droplets. My colleagues in this work and I (henceforth referred to

as ‘we’) think the ion drag force is worth investigating in this context for two main reasons. Firstly, a

key observation in the experiments listed below is that in both cases droplet formation occurred in the

particle-free void. This is a particle-free quasineutral region with ni = ne and slow sub-thermal ions.

This particle-free void forms in the centre of the chamber because the ion drag force in the centre is

larger than the electric confinement force and hence pushes the particles outwards [162–165]. The

effect of the ion drag force on the microparticle dynamics is quite significant in the void region, and

so it should be considered when discussing droplet formation in the void. Secondly, the ion drag

force is well known to lead to effective attraction between microparticles and probe-like objects in

the plasma [166–173], and so should be considered in the case of a droplet (which can be assumed to

behave like a probe).
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In this chapter, I will discuss some experimental observations of droplet formation in weightless

complex plasmas. Based on these, a theoretical model was developed by me and my coauthors in the

framework of the ion drag force, which is published in [174]. We tested the model by comparing the

theoretically predicted results with the experimentally observed data.

4.1 Experimental observations
This work focuses on two examples of the formation of droplets in weightless complex plasma ex-

periments. The first experiment was performed in the ground-based PK-3 Plus laboratory where the

effect of gravity on the microparticles was compensated by the thermophoretic force. The second

experiment was performed using the Zyflex chamber on a parabolic flight with microgravity. During

both experiments, a void formed in the centre of the chamber. In both cases, the droplets only formed

when the particles were pushed into this central void and then condensed into droplets.

4.1.1 Ground observations
When gravity was compensated by thermophoresis in the PK-3 Plus ground laboratory, it was ob-

served by Schwabe et al. that microparticles in complex plasmas could condense into self-confined

droplets [25, 26]. The bottom electrode of the experiment was heated in order to produce a tempera-

ture gradient in the chamber. This setup created a thermophoretic force which counteracted the force

of gravity on the microparticles and resulted in an ‘artificial’ microgravity. Typical of microgravity

experiments, a particle-free void formed in the centre of the chamber. The ‘convection currents’ of the

background gas due to the temperature gradient [175, 176] destabilised the boundaries of this void.

This led to microparticles entering the void after being accelerated from the region directly below it,

and condensing into droplets. This was never observed in the PK-3 Plus chamber on the ISS, presum-

ably because there were no convection currents to accelerate a collection of particles into the void.

The droplet observed in the experiment can be seen in Fig. 4.1a, with 3.6 μm radius MF particles at

18 Pa in argon gas and a temperature difference of ΔT = 63 K between the top and bottom elec-

trodes with a distance of 3 cm. The spherical shape of the droplet suggests isotropic conditions in the

plasma.

4.1.2 Parabolic flight observations
Recently, droplet formation was also observed in microgravity conditions during a parabolic flight

experiment using the Zyflex chamber. The experimentally observed droplet can be seen in Fig. 4.1b.

The experiment used an RF discharge plasma with an electrode distance of 75 mm and peak-to-peak

voltage of 60 V in argon gas at 5 Pa neutral gas pressure. The experiment was performed in a pulsed
discharge mode, with RF signals pulsing in a repeating diagonal pattern. The top ring and bottom

center segments were simultaneously on for 200 μs before being switched off and allowing the top

center and bottom ring segments to be turned on for the same duration of time. The reason for this

pulsing mechanism was to reduce the time-averaged electron temperature [177]. The frequency of

this pulsed discharge was too fast for the microparticles to be affected by it.

The plasma parameters can be obtained from the Particle-in-cell (PIC) simulations (using the

xoopic code version 2.70, [178]) which were performed by Knapek et al [67]. These sim-

ulations were performed for the experimental setup in a continuous discharge mode instead, and show

that the typical electron densities ranged between 1.2 − 2.4 × 1014 m−3, and electron temperatures

between 2.3 − 2.9 eV. The peak-to-peak voltage in the simulations at 40 V was slightly lower than

the experiments, however the electrode distance and the neutral gas pressure were kept the same. No

simulations were available for the pulsed discharge mode at the time of this study. Literature on the

topic suggests that the plasma density should remain unchanged between the two modes, however the
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a) b)

Figure 4.1: Droplet observed in a) the PK-3 Plus ground laboratory when gravity was compensated

by the thermophoretic force (field of view: 4 × 4 mm2, 3.6 μm radius particles, ΔT = 63 K, argon

gas at 18 Pa). From [26], and b) in the Zyflex chamber during a parabolic flight under microgravity

conditions (field of view: 11×11 mm2, 2.2 μm radius particles, argon gas at 5 Pa). The main particle

cloud is visible in the bottom of the image. From [174].

electron temperature falls rapidly during the period of a pulse [179]. As such, the time-averaged elec-

tron temperature is expected to be much lower in the pulsed discharge mode than in the continuous

discharge mode.

The experiment was performed with 2.2 μm radius MF particles which were illuminated in a 2D

plane by a thin laser sheet. The light reflected from this quasi-2D cross-section was then recorded

by cameras, resulting in the image shown in Fig. 4.1b. Similar to the ground-based experiment, the

particles condensed into a droplet in the void. As the particles were injected into the chamber, a central

void appeared and the droplet formed out of some remaining particles that were still present in the

area. A quasi-2D density of the droplet within the illuminated plane was estimated to be 41±5 mm−2,

which corresponds to a quasi-2D interparticle distance of 177± 11 μm.

The droplet in this experiment was seen to move inside the void relative to the rest of the mi-

croparticle cloud. This motion was tracked over time and can be seen in Fig. 4.2. The particles in the

droplet are seen to move together as one. The colour indicates the microparticles at a given instance in

time, clearly showing the relative motion of the droplet with respect to the microparticle cloud. The

droplet is also seen to be more ellipsoidal than spherical, indicating anisotropic plasma conditions

(presumably due to the pulsed discharge).

4.2 Theoretical model
Here we attempt to lay down a foundation to build a theoretical model for the formation of droplets.

We consider a possible mechanism for this in terms of the ion drag force. The ion drag force has

been extensively studied [81, 164, 180, 181], as understanding the interaction between ions and mi-

croparticles are fundamental to understanding various processes in complex plasmas, particularly in

the context of stable structure formation or immersion of probe-like bodies.

We propose the following mechanism: once a group of microparticles manage to penetrate the

void, they form a sheath around them and attract ions towards them. The ions get accelerated to high

streaming velocities, and thereby exert a pressure on the microparticles. This process is sketched

out in Fig. 4.3. This ion pressure is higher on the ‘outside’ of the microparticle collection than it is

‘inside’ (or in the region between the microparticles). This remains true as long as the microparticles

are close enough that they do not need to be treated as isolated particles. In this work we will disregard

the effect of charge cannibalism and ion shadowing in order to test whether this simple hypothesised

mechanism is valid.
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Figure 4.2: Superposition of particle positions over time with colours used to indicate a single instance

in time. The droplet is moving down relative to the main microparticle cloud in the bottom. Only the

first (blue) and final (red) frame of the particle positions in the main cloud are shown. The droplet is

shown with filled contours above the cloud. From [174].

Figure 4.3: Sketch showing

a droplet with microparticles

bounded by a spherical surface

with radius R with a sheath around

the droplet (not to scale). Ions enter

the sheath at the Bohm velocity

such that the shielding is entirely

due to electrons and the resulting

sheath is thin. The particles on the

droplet surface (black) experience

an inwards force due to the ions,

and an outwards force due to the

electric repulsion from the particles

inside the droplet (green), resulting

in a stable structure.
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We expect the anisotropic pressure from the ion flux to push the particles closer together. Since all

the particles are strongly negatively charged, they repel each other more the closer they get. The de-

creasing interparticle distance causes an increase in electric repulsion. This repulsive force increases

in magnitude until it reaches a balance with the force due to the ion flow. Once a balance is reached,

the microparticles are said to have “condensed into a droplet”. Whether this equilibrium state is

stable or unstable can be tested using a thought experiment. The equilibrium state is reached when

the two forces due to the inward ion pressure and the outward electric repulsion are balanced. Dis-

turbing the equilibrium state by increasing the inward ion pressure would force the particles to move

closer together. This, in turn, would lead to an increased electric repulsion and the outward repulsive

force would increase to match the higher ion pressure, thereby returning to the equilibrium state of

balanced forces. Disturbing the equilibrium state in the other direction by reducing the ion pressure

would cause the particles to move away from each other. This would reduce the electric repulsion

until the outward repulsive force is once again in equilibrium with the inward ion pressure. Disturbing

the equilibrium in either direction leads the system back to equilibrium, thus demonstrating that the

droplet is in a state of a stable equilibrium.

We can now develop the theoretical model by deriving the forces on a particle at the droplet

boundary and studying the dependence of the droplet radius on the various plasma parameters. We

will then test the hypothesised mechanism by comparing and checking its consistency with experi-

mental observations.

4.2.1 Parameter regime
Before describing the theoretical model, the parameter regime being investigated and the relevant

length scales need to be described. The theoretical results are calculated with parameters from the

parabolic flight experiment for comparison.

The smallest length scale is given by the particle radius, a = 2.2 μm. From the experimental

data, the average interparticle distance inside the droplet is of the order Δ ∼ 100 μm. We assume

a homogeneous particle density inside the droplet. Based on the PIC simulation of the experiment,

the electron number density is estimated to be ne ∼ 2× 1014 m−3. The electron temperature is taken

to be kBTe ∼ 1 eV despite the estimate from the PIC simulation for continuous discharge being

kBTe ∼ 2 eV because the experiment was performed using a pulsed discharge, which is expected to

have a lower temperature than a continuous discharge. This resulted in an electron Debye length of

λDe ∼ 500 μm.

The radius of droplets was experimentally observed to be of the order of a few millimetres, R ∼
1 mm. To estimate how many particles it contains, we assume a cuboidal packing of microparticles

within the droplet such that the number density of particles ∼ Δ3. This implies

1

Δ3
=

N
4
3
πR3

, thus Δ3 =
4π

3N
R3. (4.1)

This allows us to estimate the number of particles contained in a droplet as

N =
4π

3

(
R

Δ

)3

. (4.2)

This results in a few thousand particles in a millimetre-sized droplet. To calculate a rough estimate

of the equilibrium radius, we will assume N = 1000.
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4.2.2 The ion drag force
As the next step, we derive an expression for the ion drag force acting on a particle at the droplet

surface.

We assume that an isolated self-contained droplet inside the bulk plasma effectively acts as an

object (or a probe) immersed in the plasma. As a result, the droplet’s electric potential is negative

with respect to the surrounding plasma, thus causing a flow of ions towards it. This leads to the

formation of a sheath between the bulk plasma and the droplet. The thickness of this sheath is usually

of the order of the screening length. Ions travel through the sheath at velocities so high that they do

not contribute much to shielding. Since most of the shielding is from the electrons, the Debye length

(and hence the thickness of the sheath) is given by λD � λDe = 500 μm. As the thickness of the

sheath is smaller than the droplet size, we can say that the sheath is “thin”.

Ions enter the sheath with a velocity which must be greater than or equal to the Bohm velocity [73],

vBohm =
√

kBTe/mi. Due to this Bohm sheath criterion and the small size of the sheath in this case,

the ion velocity can be estimated by vi � vBohm near the droplet surface. Furthermore, for such high

ion flow velocities the contribution to the ion flux on a particle from the ion-neutral collisions can be

neglected [74, 182]. The momentum transfer from the ions with such a velocity, and hence the ion

drag force, can be estimated from [76, 80, 81, 183]

Fid = nimiv
2
i σ, (4.3)

where σ is the momentum transfer cross section. The two mechanisms contributing to the total

momentum transfer cross section are direct collisions between ions and microparticles, and the scat-

tering of ions from the particle’s electric potential. The direct collection cross section depends just on

the geometry of the particles, and is hence given by

σdir = πa2. (4.4)

On the other hand, the scattering cross section from the Coloumb collisions is simply the conven-

tional Coulomb cross section [164, 184]

σCoul = 4πb2π/2 ln Λ, (4.5)

where bπ/2 is the ion-dust collision impact parameter such that the ions are deflected by 90◦ given

by [76]

bπ/2 =
qe

4πε0miv2i
, (4.6)

and ln Λ is the Coulomb logarithm given as

ln Λ = ln
bπ/2 + λDe

bπ/2 + a
. (4.7)

We use the electron screening length λDe here since for high ion streaming velocities the screening

is entirely due to electrons. For ions moving at the Bohm speed, we get

σCoul/σdir = 4

(
qe

4πε0akBTe

)2

ln Λ. (4.8)

The distance of closest approach (as given by bπ/2) between a microparticle and an ion with near-

sonic speed is of the order of the particle radius, bπ/2 = qe/4πε0kBTe ∼ a. The value of the Coulomb

logarithm can then be determined to be ln Λ ≈ 5 for the given parameter regime. As a result, the

ratio of the direct collision and Coulomb scattering cross sections is found to be σCoul/σdir � 1. The
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ion drag force is, therefore, mostly a result of Coulomb scattering. The ion drag force can thus be

estimated by ignoring the contribution of direct ion-dust and ion-neutral collisions by simply using

Fid =
niq

2e2

4πε20kBTe

ln Λ. (4.9)

The momentum transfer to the particles from the electron flux has also been neglected. This is

because even though their flux onto the particles is the same as the ions, they are much lighter and

thus their momentum transfers are much smaller [185].

4.2.3 Force balance
Besides the ion drag force, the main force acting on the microparticles is the electric force of repulsion

from interparticle interactions. The microparticles are pushed closer together by the ion drag force,

and pushed further apart by the electric force. The two forces, therefore, must balance out if a stable

droplet is to be formed. Since the droplet boundary is a Gaussian surface1, as per Gauss’ law the

electric field at the boundary of the droplet is simply due to the sum of the charges inside the droplet2

E =
qN

4πε0R2
. (4.10)

The electric force acting on a microparticle at the droplet surface is then simply

Fe = Eq =
q2N

4πε0R2
. (4.11)

By balancing the forces in Equations (4.9) and (4.11),

niq
2e2

4πε20kBTe

ln Λ =
q2N

4πε0R2
, (4.12)

we see that the particle charge cancels out of the equation. Using the quasineutrality condition in

the void of ni = ne (assuming a comparably small amount of charges trapped on the microparticles)

along with the definition of λDe we get

R = λDe

(
N

ln Λ

)1/2

. (4.13)

This results in a droplet radius of R � 7 mm for the parameters specified earlier. This value is

much larger than what is observed experimentally, and can be thought of as an upper estimate of the

droplet size. One reason for this is that the electric repulsion should be calculated for a particle on the

droplet surface only due to its nearest neighbours. We neglected to account for the partial compensa-

tion of the electric field due to the electrons and ions inside the droplet. As the screening experienced

by the ions is mostly due to the electrons, the screening is negligible in the first approximation since

Δ < λDe. In this case, the repulsive force is just given by the Coulomb force between two particles

at the average interparticle distance,

Fe =
q2

4πε0Δ2
. (4.14)

1A Gaussian surface is defined as a closed surface that fully encloses a 3D volume. These surfaces are used to calculate
a surface integral to determine the flux of a vector field. As such, surfaces with exploitable symmetries are often chosen.
Spheres and cylinders are examples of Gaussian surfaces.

2For a Gaussian sphere encircling N particles of charge q, Gauss’ law states
∮

E · dA = qN/ε0.
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Using the relation between the average interparticle distance and the droplet radius from Equa-

tion 4.1:

Δ =

(
4π

3N

)1/3

R, (4.15)

and equating Equations (4.9) and (4.14) we get

R = λDe

(
3N

4π

)1/3

(ln Λ)−1/2 (4.16)

as an equation for the lower estimate of the droplet radius. For the parameters specified earlier,

this estimate yields a value of R � 1.4 mm, which is similar to the size of the droplet observed

experimentally. We have thus shown that this simple mechanism can provide an explanation for

how a droplet may form in complex plasmas, and can predict its size. This simple model presented

above can be tested by studying how it predicts the radius of the droplet to vary with experimental

parameters, and then by checking whether it is consistent with experimental data.

Looking at Equation 4.16, the two parameters we can change are the number of particles in the

droplet, N , and the electron temperature, kBTe. The number of particles is seen to vary between

O(100) to O(1000) across experiments. In the ground-based experiment, N was observed to be

between 3000 − 5000, whereas in the parabolic flight experiment N ranged from 100 − 700. The

dependence of R on N according to our model is shown in Fig. 4.4. It can be seen in the figure

that for the first few hundred particles, the droplet radius increases dramatically. This increase in

radius slows down as N ∼ O(1000) and the curves flatten out. This tendency was also observed in

experiments, where the droplet in the ground-based experiment shown in Fig. 4.1 was seen to have an

order of magnitude more particles than the droplet in the parabolic flight, and yet was only larger by

about 1 mm.

The figure also shows the effect of changing the electron temperature on the radius of the droplet.

Fig. 4.4 plots three values of the electron temperature: 2 eV as the value predicted by the PIC simula-

tions of continuous discharge, and 1 eV and 0.5 eV as the smaller values for the pulsed discharge. It

can be seen in the figure that decreasing kBTe decreases the radius of the droplet even if the number

of particles is kept constant. In the parabolic flight experiment, the droplet radius as observed in a 2D

laser sheet was estimated to be 0.9 mm × 1.4 mm in size. For a number of particles N = 500 and a

particle radius of a = 2.2 μm in the droplet in the parabolic flight experiment, Equation 4.16 yields
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values of R = 0.8 mm for kBTe = 0.5 eV, R = 1.1 mm for kBTe = 1 eV, and R = 1.5 mm for

kBTe = 2 eV. These values are in agreement with the experimental observations for electron temper-

atures significantly lower than those predicted by the PIC simulations of a continuous discharge. The

lower the electron temperature used, the better the agreement. This is consistent with the idea that

the time-averaged electron temperature for experiments with a pulsed discharge are much lower than

those with a continuous discharge.

We have thus demonstrated that the simple theoretical model we built from the foundation of the

balance of forces can explain the formation of droplets and predict their size as seen in experiments.

4.3 Discussion and summary

The condensation of microparticles into droplets has been observed multiple times in complex plasma

experiments over the recent years. Droplets in complex plasmas are different from droplets in conven-

tional fluids because the microparticles strongly repel each other. It is therefore difficult to explain the

surface tension-like effect of the formation and stability of a droplet. So far, theoretical studies on the

process leading to the self-formation of these droplets have been lacking. In this work, my colleagues

and I laid the foundations for a theoretical understanding of and ability to predict the structure and

stability of droplets that could self-form in experiments.

We considered two observations of droplet formation: one in a ground-based laboratory and an-

other on a parabolic flight experiment. In both cases, the microparticles got pushed into the central

particle-free void and subsequently condensed into droplets. As the formation of the void is primarily

attributed to the imbalance of the ion drag force and electric force on the particles, we suggested a

mechanism by which the ion drag force can lead to droplet formation. Furthermore, the ion drag force

is also known to lead to an effectively attractive potential between microparticles and probes in the

plasma at intermediate distances from the probe.

We then developed a model based on the framework of the balance of the ion drag force as a co-

hesive force pushing the microparticles inside the droplet together and the electric force as a repulsive

force pushing the microparticles apart. We performed a thought experiment that demonstrated that

the droplet formed this way would be at a stable equilibrium, and compared its theoretically predicted

radius with the experiment. The theoretical results of the droplet size agreed with the experimentally

observed droplet in the parabolic flight experiment. In the 2D plane visible in the experiment, the

droplet was estimated to be 0.9 × 1.4 mm2. The predicted values for the droplet radius yielded by

the theoretical model ranged between 0.8 − 1.5 mm obtained assuming 500 particles in the droplet

at an average electron temperature of 0.5 − 2.0 eV. This average temperature is considerably colder

than the continuous discharge PIC simulations estimate, consistent with our expectation of a lower

electron temperature.

Despite the good agreement between theory and experiment, the theoretical model assumed spher-

ical symmetry of the droplet. This is not entirely correct as the droplet in the parabolic flight exper-

iment displayed structural anisotropies and was not spherical. This is a clear limitation of the model

as it does not take these anisotropies into consideration. The radial anisotropies in the droplet suggest

anisotropic plasma conditions which could be caused by the pulsed discharge used for the experiment.

Since the droplet size depends on the electron temperature (which is primarily affected by the pulsing

of the discharge), a different electron temperature along the horizontal and vertical directions (of the

2D illuminated plane) could be the cause of the different horizontal and vertical size of the droplet.

As a crude first estimate, the vertical and horizontal directions could be treated independently, and

the model can be used to predict the electron temperature in each direction depending on the droplet

size. From the observed size of the droplet of 0.9×1.4 mm2, the different electron temperatures in the

horizontal and vertical directions could be estimated to be about 0.5 eV and about 2.0 eV respectively.

Unfortunately, as yet there are no PIC simulations to check whether this prediction is correct, but the
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model can in principle be used to predict the electron temperature in the plasma given the observa-

tion of a droplet. This allows observations of droplets to be used as a diagnostic tool to estimate the

electron temperature in complex plasma experiments.

Though the first estimate is good, a future study could build on this model and explicitly account

for radial anisotropies by taking into account the position of the droplet and corresponding local

plasma conditions inside the void. Future studies of the experimental parameters during the pulsed

discharge in the Zyflex chamber are also planned, leading to a more direct comparison with the

theoretical model. The model also ignored the effects of ion shadowing and charge cannibalism.

It also did not attempt to estimate the effect of the particle charge on the droplet radius, since the

model is independent of particle charge. A further extension of the model could try to include the

particle charge, the size of the sheath, or microparticle number density anisotropies and investigate

their effect on the droplet radius and stability.
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Chapter 5

Flow past an obstacle

“When I meet God, I am going to ask him
two questions: Why relativity? And why
turbulence? I really believe he will have an
answer for the first.”

Werner Heisenberg

The study of fluid flow past an obstacle has been of interest to researchers in a wide variety of

fields for decades. Its relevance spans an array of disciplines, from aerospace engineering and astro-

physics to bio-mechanics and oceanography. Studying the behaviour of fluids encountering obstacles

in their path and how it leads to chaotic flow patterns is a well-researched problem due to it’s wide

applicability. As an example, it can be used to improve the design of vehicles such as cars and

planes [186] or to reduce the drag and aerodynamic load on skyscrapers [187–189]. It could be used

to study blood flow around clots in the human body [190], or to conduct investigations of how turbu-

lence develops. In this chapter, I will focus on my simulations of fluid complex plasmas flowing past

a spherical obstacle, a canonical problem that provides a well-defined framework for studying the

onset of turbulence. The results of this study are available in the pre-print [191]. I will start by setting

up the simulation, defining the geometrical and physical parameters that characterise the system.

I simulated 24225 microparticles as point charges using LAMMPS in a simulation box with di-

mensions 10 × 3 × 3 mm3 and periodic boundary conditions. Each microparticle had a charge of

q = −Zd e, with Zd = 3481 unless stated otherwise. The particle mass was set to 3× 10−14 kg, con-

sistent with particles of diameter 3.38 μm and mass density ρ = 1510 kg/m3
. The microparticles had

an average interparticle distance of 150 μm with a Yukawa interparticle potential and a Debye length

of λD = 100 μm. The time step used in the simulations was 0.1 ms with a typical data acquisition

rate of 1000 FPS1. Along with the interparticle force and the force driving particle flow, the force

due to the Langevin dynamics thermostat [148] and due to the Epstein damping from the friction with

the background gas form the main forces acting on the particles. The thermostat was set to 2000 K,

and the Epstein damping coefficient [192] used corresponded to argon gas at a given pressure, mainly

10 Pa unless stated otherwise.

I mimicked the presence of an obstacle in the simulations by using a point charge of −3 × 107 e
with a fixed position at the coordinates (x, y, z) = (4.5, 1.5, 2.0) mm. This works on the principle

that as per Gauss’ law2, the electric field due to a charged sphere is identical to that of a point charge.

Therefore, simulating a point charge is equivalent to using a charged sphere as an obstacle, albeit

easier. The strong negative charge of the obstacle is four orders of magnitude higher than the negative

1The data acquisition rate was increased to 10, 000 FPS when calculating the power spectrum in time of turbulent
flow.

2For a charged sphere with radius R, Gauss’ law,
∮

E · dA = Q/ε0, simplifies to Coulomb’s law E = Q/4πr2ε0 for
values of r ≥ R. This is identical to the electric field due to a point charge Q.
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Figure 5.1: Number density plot of a 2D slice of the 3D simulation at equilibrium without a net flow

of particles. The number of particles is averaged over 1 s in time in bins of size 0.03×0.03×0.2 mm3.

Empty bins are coloured in white. The spherical cavity around the point charge acts as the obstacle

with a diameter of 1.4 mm.

charge of the microparticles. This created a strong repulsion and led to the formation of a cavity

around the point charge, consistent with what is observed in experiments [193–195]. For simulations

at thermodynamic equilibrium without a flow (or with a very small flow velocity), the cavity was

spherical with a diameter of 1.4 mm as can be seen in Fig. 5.1. The figure plots a 2D slice in z of the

3D simulation from z = 1.9 − 2.1 mm. The number of particles is averaged over 1 s in time in bins

of size 0.03× 0.03× 0.2 mm3 to produce the number density map. In this chapter, the use of the term

obstacle refers to the point charge and this cavity around it.

A laminar flow of particles was created by applying a constant external force to the particles in

the range of Fext = 10−11 − 10−13 N along the x-direction depending on the desired bulk flow speed.

In experiments, an external force of Fext = 10−13 N can be produced by using an electric field with a

magnitude of 180 V/m. This constant external force, when balanced with the damping force, resulted

in a steady laminar flow of the particles along the x-axis.

Periodic boundary conditions were used in all three dimensions of the simulation box in order

to simulate an infinite laminar flow directly towards the obstacle. The size of the simulation box

had to be much larger along the x-axis in order to allow the disturbances to die out before the flow

encounters the obstacle again. Due to these periodic boundary conditions, there exists an infinite grid

of obstacles along each dimension in the simulation. Increasing the size of the simulation box had no

effect on the analysis results, and so I conclude that the infinite grid of obstacles are sufficiently far

apart that they can be ignored for the purposes of this study.

There are two parameters that can be used to characterise the flow. The Mach number, M = v/Cs,

can be used to characterise the flow into the obstacle at speed v. Here, Cs =
√

ZdkBTd/md is the

speed of sound in the system. A flow velocity with M > 1 is called supersonic, whereas that with

M < 1 is called subsonic. Similarly, the Reynolds number, � = vL/ν, can also be used here

to characterise the resulting turbulent flow. Here, we use the flow speed, obstacle diameter, and

kinematic viscosity for v, L, and ν respectively.

Both M and � change with changing fluid properties such as flow speed and particle charge. As

they change, the emergent phenomena in the fluid motion undergoes visible and predictable changes

too. I will first review the observation and formation of shock fronts, and then analyse the resulting

chaotic flow patterns that lead to fully-developed turbulence in the simulations.
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Figure 5.2: Example of shock fronts produced in the wake and fore-wake of the obstacle as seen in

a 2D slice of the 3D simulation. The bulk flow speed and direction are indicated on the plot. The

number of particles is averaged over 1 s in time in bins of size 0.03×0.03×0.2 mm3. Multiple Mach

cones as well as a bow shock are clearly visible.

5.1 Shock fronts

A shock wave, or a shock front, is a supersonic disturbance in the flow characterised by discontinuous

and nonlinear changes in fluid properties. This shock front acts as a boundary, compressing and

decelerating the fluid, leading to a rapid transition from supersonic to subsonic flow. In general, the

structure of shock fronts depends on factors such as M, the shape of the obstacle, and the properties

of the fluid. Higher Mach numbers result in stronger shock waves and more pronounced changes in

flow properties. The geometry and size of the obstacle also influence the shock front characteristics,

such as rounder or sharper objects leading to spherical or conical bow shocks respectively. I observed

two distinct type of shock fronts in my simulations, namely bow shocks and Mach cones.

A bow shock is a curved hemispherical shock front that forms in front of an obstacle when it

encounters supersonic flow. The abrupt deceleration of the fluid as it flows into the obstacle leads to

flow compression and thus the formation of a bow shock directly in front of the obstacle. Mach cones,

on the other hand, are conical shock waves that emerge behind the obstacle. They are formed due to

the superposition of spherical waves generated by different points on the obstacle’s surface. Similar

to bow shocks, Mach cones are regions of compression that mark the boundary between supersonic

and subsonic flow where the flow velocity and pressure change abruptly. The opening angle of a

Mach cone depends on the Mach number of the incoming flow, with higher Mach numbers leading to

smaller opening angles.

Both bow shocks and Mach cones can offer insights into the behaviour of supersonic flows and

shock wave propagation, as well as plasma conditions and complex interparticle interactions. Both

types of shocks were observed in these simulations to be stationary with respect to the obstacle. An

example of the shock fronts observed in the simulations is given in Fig. 5.2. Multiple mach cones

can be seen behind the obstacle, along with a single bow shock in front of it. These shock fronts are

visible in the heatmap as regions of compression with high number density.

It is therefore possible to determine the position of the Mach cone and its opening angle, θ, directly

from the number density plot. The position of the Mach cone can be tracked by finding the x and y
coordinates of the bin with the highest number density. Only particles in the upper half (x ≥ 1.5 mm)

of the simulation box were considered for simplicity. An example of the Mach cone position obtained

via this method is plotted in Fig. 5.3. The gradient of the linear fit is given by tan θ, resulting in an

opening angle of θ = 30.4◦. The outlying point around x = 7.4 mm and y = 1.5 mm is not counted

in the fit as it belongs to the secondary Mach cone. Using the relation sin θ = 1/M, results in a Mach

number of M ≈ 2. This can then be used to determine the speed of sound in the system, as it is
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Figure 5.4: Example of a secondary ‘reflected’ bow shock as seen in a 2D slice of the 3D simulation.

The number of particles is averaged over 1 s in time in bins of size 0.03 × 0.03 × 0.2 mm3. The

particle charge used for this simulation was −2000 e with the flow speed and direction indicated on

the plot.

related to the Mach number by the relation M = v/Cs. For a given flow speed of 155.7 mm/s and

M = 1.97, the speed of sound in the system with charge −5000 e comes out to be Cs = 78.8 mm/s.
Observations of a Mach cone can thus be used to determine plasma parameters such as the speed of

sound in the system.

While the speed of sound can be measured using the Mach cone opening angle, simulations with

multiple Mach cones reported different opening angles for each cone. Secondary Mach cones were

commonly observed to have a similar but smaller opening angle than primary cones. This is consistent

with experimental observations of Mach cones in strongly-coupled dusty plasmas [93, 196, 197]. A

smaller opening angle implies that the secondary Mach cones ‘see’ a smaller speed of sound. This

may be due to the strong-coupling between the microparticles acting as a restoring force in the regions

with reduced number density directly behind the primary cone.

Similar to Mach cones, bow shocks were also observed to have a multi-part structure in some

simulations. Secondary ‘reflected’ bow shocks were observed behind the obstacle multiple times. An

example of this is shown in Fig. 5.4. A possible mechanism for the development of these ‘reflected’

bow shocks is the formation of a recirculation zone. In a recirculation zone, the flow may reverse its

direction and flow back towards the obstacle, thus forming a smaller bow shock facing in the opposite

direction to the primary bow shock. This would also explain the more conical shape of the secondary
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Figure 5.5: Formation of bow shocks as the bulk flow speed is increased. The flow speeds (in terms

of the Mach number) and direction are indicated in the plots. Here, a particle charge of −5000 e was

used. A double bow shock appears first. As the speed is increased further, the second shock collapses

and only one shock front remains.
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bow shock compared to the primary shock, as the cavity around the point charge is deformed by

the flow to be more elongated downstream. Sharper obstacles result in conical bow shocks, whereas

rounder obstacles result in spherical ones.

Another form of multi-part structure observed in bow shocks was the formation of a double bow
shock, with two shock fronts seen in front of the obstacle. This structure was primarily observed in the

process of bow shock formation. The multiple stages of the formation of bow shocks with increasing

flow speeds are depicted in Fig. 5.5. As the flow speed (and hence M) was increased, the particles in

front of the obstacle were compressed further and further. The first structure to appear in this region is

a double bow shock with two shock fronts. The first front is further away from the obstacle and flatter

(less curved), whereas the second is closer and rounder (more curved). This sort of a structure has

been observed multiple times in astrophysical plasmas3 [198–200]. However, to my best knowledge,

double bow shocks have yet to be observed in complex plasma experiments.

As the flow speed is increased further, the second shock front becomes dramatically more curved

until it collapses, leaving behind the familiar shape of a single-fronted bow shock. It can also be

noticed that as the flow speed increases, the secondary reflected bow shock near the Mach cone

eventually disappears around the same time as the double bow shock. The flow speed may be too

high for large enough recirculation zones to form in order to produce a reflected bow shock.

Increasing the flow speed even further, past the point of the development of a bow shock, triggered

the onset of turbulence. The formation of shock fronts was essential in these simulations for the

development of turbulence. No turbulence was observed in the region in front of the obstacle without

the presence of a bow shock. This might be due, in part, to the presence of damping in the system. In

a damped system, disturbances and vortices may die out before turbulence has the chance to develop.

The presence of shock fronts provides a region with uncharacteristically high number density, thereby

allowing stronger interparticle interactions leading to stronger disturbances. I found that I could

reliably trigger the onset of turbulence in my simulations by increasing the flow speed further after

the formation of shocks. This enabled investigations of the onset of turbulence in a damped system at

the level of individual particles using complex plasmas.

5.2 Particle-resolved study of turbulence

As laminar flow encounters the obstacle, the flow gets disrupted and deflected around it, generating

localised disturbances and vortices. As these disturbances and vortices grow and propagate, the flow

becomes increasingly chaotic, eventually triggering the onset of turbulence. Using complex plasmas

as the fluid makes it possible to investigate this onset of turbulence at the level of the carriers of the

turbulent interactions - the individual particles. This enables particle-resolved studies of turbulence

in damped systems, a task impossible to accomplish in conventional fluids such as water or air.

The main area of investigation for studies involving the flow past an obstacle is the wake-region

directly behind the obstacle [189, 201, 202]. The disturbances in the region upstream from the ob-

stacle, known as the fore-wake, are rarely studied [140, 203]. In these simulations, turbulence was

observed both upstream and downstream of the obstacle near bow shocks and Mach cones. I have

thus decided to focus on the flow in the less-studied fore-wake region instead.

Despite being one of the earliest investigated problems in physics, a complete description of tur-

bulence is missing. Moreover, the ability to predict the onset of turbulence remains poor to this day.

Turbulence is not a well defined concept [204]. It is only recognised by the characteristic patterns of

fluid dynamics that accompany it [205]. The hallmarks of turbulence, as discussed in Section 2.6.2,

are as follows.

3It should be noted that bow shocks form in astrophysical systems when the plasma flows into the magnetosphere of
an obstacle, such as the Earth. There, plasma interacts with the obstacle’s magnetic field to produce the bow shock. Here,
the microparticles in the complex plasma interact with the obstacle’s electric field instead.
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In general, turbulent flow is [206]:

1. Rotational, and has vortices and non-zero angular momentum.

2. Chaotic, with high-frequency fluctuations in flow profile and velocities.

3. Diffusive, as the vortices increase the rate of fluid mixing.

4. Resistive, as it creates drag and causes an increase in flow resistance.

5. Self-similar, as the power law describing the energy cascade from larger to smaller spatial

scales follows the relation E(k) ∝ kn, where n = −5/3 for fully developed turbulence [116].

I will use the hallmarks of turbulence listed above as a checklist or a working definition to de-

termine whether a flow is turbulent. If all of these conditions are satisfied, I can say that the flow is

turbulent consistent with the definition given above. I will review these hallmarks in the context of an

example turbulent simulation. Next, I will discuss the transition of laminar flow to turbulent flow in

a damped simulation. Finally, I will examine turbulence in an undamped system and compare it with

previous results.

5.2.1 Evidence of turbulence
In the following, I focus on the flow in two main regions. I define a laminar region along 0− 1 mm in

x, 1− 2 mm in y, and 1− 2 mm in z, and a fore-wake region along 2.5− 3.5 mm in x, 0.8− 2.2 mm
in y, and 0.8 − 2.2 mm in z. In this section, I will demonstrate that the flow in the fore-wake region

is turbulent, consistent with the working definition.

Presence of vortices

Strong vortices are emblematic of turbulent flow. Vortices are present both upstream and downstream

of the obstacle, as can be seen in Fig. 5.6. The figure is split into three parts. The number density

(top), z vorticity component (middle), and kinetic energy (bottom) in a 2D slice of the simulation

are averaged over 1 s in time in bins of size 0.03 × 0.03 × 0.2 mm3. The kinetic energy plot shows

the kinetic energy of the particles in the rest frame of the flow, by subtracting the velocity due to the

driving force from the particle velocity. This, in effect, ignores the kinetic energy due to the external

driving force. Fig. 5.6 shows the time-averaged spatial distribution of vortices around the obstacle.

The vorticity value in a given bin was calculated by averaging the difference in vx and vy across

neighbouring horizontal and vertical bins respectively.

A few important observations should be made in Fig. 5.6. Firstly, there is a strong presence of

vortices in the flow, satisfying Condition 1 listed above. Secondly, the position of the vortices is

correlated with the position of shock fronts such as Mach cones and bow shocks. There are two

main regions where vortices were generated: in front of the bow shock, and in front of the Mach

cone. The primary areas for vortex generation are the regions where the incoming flow of particles

is perpendicular to a shock front. In regions with high vorticity, particles either flow directly into the

bow shock due to the bulk flow velocity, or they are redirected by the obstacle to flow directly into

the Mach cone. This phenomenon is similar to an experimental observation of turbulence discussed

in Section 2.6.2 where turbulence was induced due to particles flowing directly into a dust-acoustic

wavefront [111]. Finally, the regions with high vorticity also correlate with the regions of high kinetic

energy in the rest-frame of the flow. This implies that as the vortices are generated and propagated,

they carry kinetic energy with them. The vortices are thus responsible for the transfer of energy from

larger scales to smaller scales in an energy cascade.
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Figure 5.6: An example turbulent simulation showing (top) number of particles, (middle) vorticity,

and (bottom) kinetic energy (in the frame where the obstacle is moving) averaged in bins of size

0.03 × 0.03 × 0.2 mm3. The bulk flow speed and direction are indicated on the plot. Empty pixels

coloured in grey to mark the obstacle and the void around it. Vortices can be seen in the fore-wake

region in front of the bow shock, and in the wake region near the Mach cones, correlating with areas

of high kinetic energy.
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Figure 5.7: Plot of the mean

and standard error of the flow

velocity vy of two sets of

five randomly chosen parti-

cles within the laminar (red
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Chaotic fluid mixing

There is increased mixing of the fluid in turbulent flow, compared to almost none in laminar flow.

Two time series of the particle velocities perpendicular to the bulk flow direction averaged over five

random particles are given in Fig. 5.7. The flow in the laminar region is shown by the red dotted line.

The standard error of the particle velocities in the laminar region is very low, and the average velocity

consistently stays very close to zero. This implies that the flow is smooth, ordered, and predictable.

The particles flow in parallel sheets with very little mixing between the layers, as is exemplary of

laminar flow.

On the other hand, the motion of the particles in the fore-wake region is not so smooth, as shown

by the solid black line. The standard error of the velocities is very high, implying that different parti-

cles have very different velocity vectors and the flow is disordered. The average velocity undergoes

abrupt changes in a short time characteristic of intermittency in fully developed turbulence [112, 116].

The flow is, therefore, chaotic, and satisfies Condition 2. The high amplitude of the velocity vectors

in the direction perpendicular to the bulk flow velocity also implies increased mixing of the fluid, thus

satisfying Condition 3.

Increased drag

Turbulence creates drag. This means that for the same external driving force, a laminar flow of

particles will be accelerated a lot more than a turbulent flow. As the driving force increases, the

increase in particle velocity increases the frictional force too, thus reducing the net acceleration of

the microparticles. An external driving force is applied to the particles uniformly over the simulation

box. This force drives the flow of particles along the x-axis. The resulting kinetic energy distribution

of the particles is shown in Fig. 5.8. The figure plots the normalised kinetic energy, (ke − μke)/σke,

of the particles averaged over 1 s in bins of size 0.03 × 0.03 × 0.2 mm3. Here, μke and σke are the

global mean and standard deviation of the particle kinetic energy at a given time. The kinetic energy

in the laminar region is approximately the same as the global mean, however, it is much smaller in the

fore-wake region. The driving force applied in both regions is equivalent, and yet the driven kinetic

energy is higher in the laminar region than in the fore-wake region. This indicates an increased flow

resistance in the fore-wake region, satisfying Condition 4 of the hallmarks of turbulence.
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Energy cascade

The most well-known feature of turbulence is the energy cascade. As shown in Fig. 5.6, the regions

with vortices are the only regions with non-zero values of kinetic energy in the rest-frame of the flow.

As new vortices generate and decay over time, they carry kinetic energy with them from larger scales

to smaller scales. This is the characteristic energy cascade of turbulence.

To calculate the power spectra of this energy cascade, I followed the procedure as described

in Section 2.6.2. I performed a Reynolds decomposition of the particle velocities. This works by

decomposing the velocity v into a Reynolds-averaged part v and a fluctuating part v′ such that v =
v + v′, v = 〈v〉, and 〈v〉′ = 0. I then calculated the turbulent kinetic energy using v′ and used the

Wiener-Khintchine theorem to calculate the power spectra. The one-dimensional power spectra of

energy cascade along x, y, and z are given in Fig. 5.9. All three power spectra show a power law

dependence of E(k) ∝ kn with n = −5/3, which is characteristic of turbulent flow. This also shows

that the system is isotropic and turbulent in three dimensions. The power spectra in 3D space and

time are given in Fig. 5.10. They too show an n = −5/3 power law. This satisfies Condition 5 by

showing that the turbulent kinetic energy cascade in time and space follows the power law according

to Kolmogorov’s theory.

The Kolmogorov power law is valid for frequencies from f ∼ 110 Hz to f ∼ 660 Hz, and

from spatial scales of roughly 200 μm to 1.26 mm. These values are consistent with the estimated

Kolmogorov microscales [116, 125]. The Kolmogorov dissipation length is η ∼ 228 μm, and the

Kolmogorov dissipation time 1/τn ∼ 80 Hz. They are an estimate for the theoretical minimum length

and frequency scale for which the power spectra follow the power law. They were calculated using the

local viscosity, ν, and the mean rate of kinetic energy transfer, ε. The local viscosity was estimated

using the average interparticle distance as the mean-free path. A numerical value of ε was determined

using 1
2
∂<v2>

∂t
.

For turbulence in damped systems, it is also important to determine whether the rate of energy

transfer between scales is higher than the rate at which vortices are damped out. If the vortices die out

faster than they can transfer energy from larger to smaller scales, then turbulence can never develop in

principle [111]. For the power spectra plots in space, Figures 5.10 and 5.9 clearly show that the rate

of energy cascade, ωcas = k
√
2kE(k), is greater than the rate of damping, γEp = 36 Hz, given by

the Epstein damping coefficient. The cascade rate is higher than the damping rate ωcas ≥ γEp up to

k = 5 mm−1, corresponding to distances smaller than 1.26 mm. This thereby shows that the system

is in the regime where it is physically possible for turbulence to develop, as vortices transfer energy

from larger to smaller scales until the length of the vortices reaches the Kolmogorov length scale.
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Figure 5.9: One-dimensional power spectra along the a) x-axis, b) y-axis, and c) z-axis. All three

show a power law similar to n = −5/3 and are in the regime where the cascade rate is higher than

damping rate.
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Figure 5.10: Power spectra plots in a) time and b) space corresponding to the simulation in Fig. 5.6.

Both subplots show the n = −5/3 power law characteristic of turbulent flows. The cascade rate

is higher than the damping rate indicating the system is in a regime where it is feasible to study

turbulence.
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vflow (mm/s) Zd CTh
s (mm/s) CN

s (mm/s) M νGK (mm2/s) �GK Normalised n

26.17 2000 42.54 30.89 0.85 1.65 22.20 0.77

52.44 2000 42.54 30.89 1.70 1.65 44.49 0.99

36.50 3481 56.12 50.30 0.73 19.11 2.67 0.51

83.90 3481 56.12 50.30 1.67 19.11 6.15 1.02

54.80 5000 67.27 78.80 0.70 24.75 3.10 0.50

117.30 5000 67.27 78.80 1.49 24.75 6.63 0.99

Table 5.1: Table showing the dependence of viscosity (νGK), speed of sound (Cs), Mach number (M),

Reynolds number (�GK), and the power spectra slope on parameters like bulk flow speed and particle

charge. The power spectra slope is normalised such that a value of 1.0 denotes a slope of −5/3.

I have now shown that the five conditions for turbulence as defined above, including an additional

condition specific to damped systems, have been satisfied. I can now reasonably conclude that the

system is turbulent, and can continue investigating the factors affecting the onset of the turbulence.

5.2.2 Onset of turbulence

In this section, I will discuss results from multiple simulations in the context of the onset of turbulence.

I found that the main parameters to affect whether or not turbulence was triggered were the particle

charge and the flow speed. Keeping one of these parameters constant and changing the other could

trigger turbulence in an otherwise non-turbulent simulation. This is because both of these parameters

directly affect M and �. The dependence of M and � on the flow speed is straightforward due to

their definitions. As the flow speed increases, so does M and �. However, the effect of changing the

particle charge is less direct. The charge of the particles affects the viscosity of the fluid, and thereby

affects �. The particle charge also affects the speed of sound Cs =
√
ZdkBTd/md, and therefore M.

I could not determine a way to disentangle the two and only increase one of M or �. This prevented

me from performing controlled tests of their individual impact on the onset of turbulence in these

simulations.

The effect of changing these parameters is presented in Table 5.1. The table shows how viscosity,

M, �, speed of sound, and the power spectra slope change depending on the flow speed and particle

charge. I use the Green-Kubo relation (as described in Section 3.3.4) instead of the local viscosity in

this case as it is an equilibrium method of viscosity calculation and here I am interested in finding the

effect of changing just the particle charge on the fluid viscosity and �. The corresponding Reynolds

number calculated using this viscosity, νGK, is thus labelled �GK.

For supersonic simulations, the Mach number and the speed of sound are both calculated nu-

merically using the position of the Mach cone as outlined in Section 5.1. For subsonic simulations,

the value of the numerically determined speed of sound from the supersonic simulations, CN
s , was

used to determine the Mach number, since the speed of sound in the system is independent of the

particle bulk flow velocity. The theoretically determined speed of sound CTh
s is calculated using

CTh
s =

√
ZdkBTd/md. The numerical and theoretical values of the speed of sound are comparable,

but not the same. This is unsurprising. The definition given above is not a very close approximation

and often disagrees with experimental observations, albeit can be used as a good estimate.

A few trends can be noticed in Table 5.1. As the particle charge, Zd, is increased, the speed of

sound also increases. This is straightforward and predictable, as by its definition Cs ∝ Z
1/2
d . This

directly leads to a negative correlation between the Mach number and the particle charge, M ∝ Z
−1/2
d ,

as for a flow speed of roughly 53 mm/s, simply increasing Zd from 2000 to 5000 decreases M from

1.70 to 0.70 with all other parameters held constant. On the other hand, the reason for the positive

correlation between Zd and viscosity is less simple. The viscosity of a fluid measures the shear
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Figure 5.11: Dependence of

the power spectra slope on the
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cle charge. Increasing charge

decreases M and �. Increas-
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served in these damped simu-

lations only in the presence of

shocks. If � is too low when

M ≥ 1, the flow speed needs

to be increased further until �
is high enough for turbulence

to develop.

stress or internal friction between the molecules of the fluid itself. With all else constant, if the

particles have a higher charge then they will exert a stronger interparticle force - thereby creating

a greater shear stress force and higher viscosity. Particles with a lower charge will have weaker

interparticle interactions, and hence weaker shear stress leading to lower viscosity. This positive

correlation between ν and Zd leads to a negative correlation between Zd and �. It can be seen in the

table that simulations with higher charges have consistently lower Reynolds numbers. Increasing the

particle charge, therefore, decreases both M and �, whereas increasing the bulk flow speed increases

both M and �. This is an important observation to take note of in order to understand the onset of

turbulence.

The dependence of the power spectra slope (normalised by −5/3) on the bulk flow speed and the

particle charge is also interesting. For a given flow speed, turbulence could be triggered by decreasing

the particle charge. As an example, for a flow speed of roughly 53 mm/s in Table 5.1, the power

spectra slope changes from 0.50 to 0.99 when the particle charge is decreased from 5000 to 2000,

with all else constant. This also decreases the speed of sound such that the flow is now supersonic

and can form shock fronts. Similarly, for a given particle charge, turbulence could be triggered by

increasing the flow speed past the point of shock front formation.

As previously established, shock fronts were essential for the onset of turbulence in my simula-

tions with damping. In these simulations, no turbulence was observed without the presence of shock

fronts. Turbulence was observed in the fore-wake region when particles flowed directly into the bow

shock, and in the wake region when particles deflected from the obstacle flowed into the Mach cone.

The presence of both bow shocks and Mach cones was significant for the onset of turbulence, and

this can be seen in Fig. 5.11. The figure plots the dependence of the normalised power spectra slope

on the bulk flow speed for three different particle charges with all else constant. The speed of sound

is marked by the vertical dashed lines, coloured according to the respective particle charge. A few

important points should be noted here. Firstly, for all cases, the normalised slope reaches a value of

unity if and only if the flow is supersonic. Secondly, once the slope reaches a value of unity, it flattens

and stops increasing with increasing flow speed. For each value of particle charge, the flow speed was

increased as much as possible until the simulations became unstable and lost particles due to high

particle accelerations. Finally, the gradient of the plot decreases with increasing particle charge.

The reason why the gradient of the plot is negatively correlated with particle charge is not clear.

A possible explanation is that this mimics the negative correlation between particle charge and both

M and �. Higher flow velocities are needed to create a supersonic flow, and so the plots get flatter.
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Figure 5.12: Vorticity heatmap

showing intermittent switching

between laminar and turbulent

regions as transient turbulent

puffs form and decay over space

and time. This process is led

by individual particle trajecto-

ries moving in a vortex and get-

ting damped out before an en-

ergy cascade can take place.

However, how quickly the flow becomes turbulent after becoming supersonic is determined by �. For

a particle charge of −2000 e, � ∼ O(10) which is high enough for turbulence to develop. Thus, as

soon as the flow becomes supersonic with M > 1, turbulence is triggered. On the other hand, for a

particle charge of −5000 e, � ∼ O(1) which is too low for turbulence. In this case, when the flow

becomes supersonic, it cannot become turbulent. The flow speed increases until � is high enough

to allow for the onset of turbulence. The figure thus clearly shows that in this system turbulence

can reliably be triggered by either changing the flow speed or particle charge such that the flow is

supersonic with low viscosity.

For supersonic flow velocities during the transition to turbulence, intermittent switching between

laminar and turbulent regions was also observed. This is shown in Fig. 5.12. The flow in the fore-wake

region was observed to switch from laminar to turbulent and back to laminar as transient turbulent

puffs were created over time. This is characteristic of intermittent turbulence which appears during

the transition to turbulence [109, 207].

The necessity of shock fronts for the onset of turbulence is presumably due to the presence of

damping in the simulation. To confirm this, I performed 3D simulations in a practically undamped

system with supersonic flow, with a pressure corresponding to 10−5 Pa and repeated the same analysis

steps as before.

5.2.3 Turbulence without damping
For low-pressure simulations, I doubled the simulation box along the x-axis to 20 mm in order to

give the disturbances enough time to die out before encountering the obstacle again as I expect a

larger travel distance for the vortices at lower pressures. In order to keep the number density and

the average interparticle distance consistent, I also doubled the number of particles to 48450 with a

charge of −3481 e. I generated the obstacle with the same charge at (x, y, z) = (2, 1.5, 2.0) mm. The

pressure was reduced to 10−5 Pa, and all other parameters were kept constant.

At a pressure this low, the particle motion is practically undamped. This can be confirmed by

comparing the Epstein damping rate to the rate of energy redistribution in the system given by the

Einstein frequency. At a pressure of 10−5 Pa, the damping rate is γEp = 3 × 10−5 Hz, whereas the

Einstein frequency is ΩE = 320 Hz. In complex plasmas, the Einstein frequency is at most one to

two order of magnitude larger than the Epstein frequency [86, 87], however in this case, it is larger

by seven orders of magnitude. This shows that the system is undamped. The driving force was

therefore switched off for the duration of data collection so the particles could continue moving at a

constant flow speed. I observed turbulence in these simulations for both supersonic and subsonic flow

velocities. For supersonic flow, turbulence was triggered near the presence of shock fronts, similar to

the damped simulations. However, in contrast to the damped case, turbulence was also triggered in the

wake-region for subsonic flow velocities. In this section, I will discuss an example of an undamped

simulation with a subsonic bulk flow velocity of 30 mm/s to showcase that the flow was indeed

turbulent, consistent with the working definition.
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Figure 5.13: An example turbulent simulation showing (top) number of particles, (middle) z vorticity

component, and (bottom) kinetic energy in the frame where the obstacle is moving averaged in bins of

size 0.03× 0.03× 0.2 mm3. Empty pixels coloured in grey to mark the obstacle and the void around

it. Turbulence is observed in the wake without the presence of shocks in this undamped simulation.

This implies that the shocks are necessary in the damped simulations for the onset of turbulence since

the increased microparticle density and strength of interactions are necessary for generating a cascade

rate higher than the damping rate.
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Figure 5.15: Normalised ki-

netic energy averaged over

1 s. The drop in kinetic en-

ergy values in the wake re-

gion indicates increased drag

and increased flow resistance

in the wake. The regions with

a reduced energy correlate

with the regions of high vor-

ticity, suggesting that the tur-

bulent vortices are the cause

of the increased flow resis-
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Figure 5.16: One-dimensional power spectra along a) x, b) y, and and c) z for a low pressure simu-

lation at 10−5 Pa. The power spectra show a power law of n = −5/3, and the cascade rate is higher

than the damping rate in all cases by many orders of magnitude.
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Figure 5.17: Power spec-

tra plots in 3D space for

a low pressure simulation

showing the n = −5/3 power

law characteristic of turbu-

lent flows. The cascade rate

is many orders of magnitude

higher than the damping rate,

implying that the regime is

suitable to study turbulence

in.

The results from the simulation are shown in Fig. 5.13. The plots of number density (top), z

vorticity component (middle), and kinetic energy (bottom) clearly show the presence of vortices in

the wake-region of the obstacle without the presence of shock fronts. The kinetic energy plot shows

the average kinetic energy value in the rest frame of the flow. This plot correlates with the vorticity

plot, implying that vortices are the carriers of kinetic energy excitations due to turbulence.

This satisfies Condition 1 of the signatures of turbulence. Additionally, these plots look similar

to turbulence in conventional fluids such as air or water. This is unsurprising, as such systems are

usually undamped.

The turbulent region was defined similar to the damped case, from 2.5−3.5 mm in x, 0.8−2.2 mm
in y, and 0.8−2.2 mm in z, corresponding the the wake region of the obstacle. The flow perpendicular

to the bulk flow direction in both regions is shown in Fig. 5.14. The figure plots the flow velocity vy
in two sets of five randomly chosen particles in the given region. Similar to the damped fluid, the flow

in the laminar region is smooth and ordered with the mean velocity close to zero and low standard

error. The flow in the turbulent region is chaotic with high standard error implying disordered velocity

vectors, along with an increased amplitude of the mean velocity implying an increased rate of fluid

mixing. This satisfies Conditions 2 and 3 for turbulence.

The flow in the turbulent region also shows an increased flow resistance in the wake of the obsta-

cle. This can be seen in Fig. 5.15, where the kinetic energy due to the driving force is lower in the

turbulent region. This satisfies Condition 4.

The power spectra for the undamped simulations are similar to the ones with damping. The

one dimension spectra can be seen in Fig. 5.16 to have a power law similar to n = −5/3, thereby

demonstrating that the turbulence is three dimensional and isotropic in this system. This satisfies

Condition 5 for the evidence of turbulence. The power law is followed from spatial scales of roughly

1.3 mm to 200 μm, which is consistent with the Kolmogorov microscale η = 250 μm.

All the hallmarks of turbulence as described previously are shown to be satisfied for an undamped

simulation of complex plasma flow past an obstacle. Turbulence was clearly observed in the wake of

the obstacle without the presence of any shock fronts. This is directly in contrast with the damped

simulations where no turbulence was observed without shock fronts. This emphasises the importance

of shock fronts for the onset and development of turbulence in the damped system in these simulations.
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5.3 Summary of results
In order to investigate the formation of shocks and the onset of turbulence, I simulated a 3D flow of

microparticles past a spherical obstacle in a complex plasma. I found that simulations with supersonic

flows produced Mach cones and bow shocks, which often displayed a multi-part structure in the form

of multiple Mach cones with different opening angles, bow shocks with multiple fronts, as well as

secondary bow shocks that are ‘reflected’ and smaller versions of the primary bow shock. Bow shocks

with multiple fronts (double bow shocks) appeared in the transition regime during the formation of a

main bow shock. The two shock fronts appeared first and then collapsed into a single bow shock as

the speed was increased. To the best of my knowledge, this is the first time double bow shocks have

been reported in complex plasmas. They have previously been observed in astrophysical plasmas, but

have yet to be seen in complex plasma experiments. Besides this, the observation of shock fronts was

noteworthy for two other reasons. Firstly, Mach cones can be used to determine the speed of sound

in the system by measuring their opening angle. Secondly, the development of shock fronts in the

damped simulations led to the onset of turbulence.

I found that the formation of shocks in the simulations with damping was essential to the onset of

turbulence. This work is one of the first systematic particle-resolved investigations of turbulence. In it,

I study turbulence in a variety of conditions such as in subsonic, supersonic, damped, and undamped

systems. In the simulations with damping, I observed turbulence in the regions where there was

a direct flow of particles into a shock front. As shock fronts are regions of high compression and

increased microparticle density, the strength of interparticle interactions is much stronger too. Thus, a

flow of particles directly into a shock front can generate vortices strong enough to overcome damping

and start an energy cascade, thereby triggering the onset of turbulence.

As turbulence has no exact definition, I compared the simulation results against a list of common

hallmarks of turbulence. I checked that the flow was rotational, chaotic, diffusive, resistive, and self-

similar, and thus concluded that the flow was indeed turbulent according to the working definition

used in this thesis.

Once I had established that these simulations were turbulent, I investigated how to reliably trigger

the onset of turbulence. I was able to do this by changing two main parameters. The first was the

bulk flow speed, and the second was the particle charge. Increasing the bulk flow speed increased

both the Mach number, M, and the Reynolds number, �. On the other hand, increasing the particle

charge decreased both M and �. I then showed that the necessity of shock fronts for the onset of

turbulence in these simulations was due to the presence of damping in the system. By reducing the gas

pressure to the point where the fluid was practically undamped, I was able to recreate turbulence in the

simulations without the presence of shock fronts. This demonstrated that shock fronts were necessary

only because the fluid was damped. The strength of damping given by the gas pressure along with

the particle charge and the bulk flow speed are parameters that can be reproduced and controlled in

complex plasma experiments. By changing one of these parameters, turbulence could be triggered in

the simulations in a reproducible manner. These simulations can, therefore, help predict and control

the onset of turbulence in experiments. This work can thus inform future experimental investigations

of turbulence at the level of individual particles using complex plasmas, as well as open up new

avenues for research and simulation-based studies of turbulence.
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Chapter 6

Formation of string-like clusters

“It doesn’t matter how beautiful your
theory is, it doesn’t matter how smart you
are. If it doesn’t agree with experiment, it’s
wrong.”

Richard P. Feynman

The formation of microparticle string-like clusters (SLCs) is emblematic of electrorheological

(ER) effects in complex plasmas [44]. The application of an external electric field induces the buildup

of positive wake charges directly behind the particle downstream from the ion flow. At short interpar-

ticle distances of the order of the distance between the wake and the particle, the interparticle potential

is of course attractive. Often, it is assumed that this is true at long-range as well, similarly to con-

ventional ER fluids. Here, the range of the interparticle interactions is defined with respect to the size

of the dipole as the characteristic length, which in this system would be the size of the ion shielding

cloud in the direction of the electric field. In the simulations, this length is modelled as the distance

between the microparticle and the positive ion wake1. An interaction is considered long-range if it

occurs at interparticle distances much larger than this characteristic length.

If the assumption of long-range attraction between microparticles was correct, then a character-

istic interparticle distance would emerge in the microparticle suspension in the direction parallel to

the electric field corresponding to the position of the potential well minimum. On the other hand, this

characteristic distance would not appear in the microparticle suspension in the direction perpendicular

to the electric field as the interparticle distance only depends on the balance between repulsive and

confinement forces along that direction. Recently, experiments in the PK-4 laboratory have shown

that the interparticle distances both parallel and perpendicular to the external electric field are com-

parable [47, 48]. If the distance between the particles within an SLC is similar to the inter-string

distance, then the need for an attractive interparticle potential well for SLC formation is called into

question.

In the following work, I use a new MD simulation method by Schwabe et al. [60] to simulate the

formation of SLCs without long-range attraction. In conjunction with the experiments performed

by my colleagues, I showed for the first time that SLC formation can occur with a repulsive interpar-

ticle potential, thereby demonstrating that long-range attraction is not a necessity. Simply reducing

the repulsion along the direction of the electric field was enough to produce strings aligned in that

direction. The results of this study are published in [208].

This was achieved by using LAMMPS to perform 3D MD simulations of negatively charged mi-

croparticles with two positive wakes to mimic the effect of alternating ion flow in experiments. I

1The interparticle distances in this system of strongly charged microparticles would never get small enough to be of
the same order as the wake distance, unlike conventional ER fluids.
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demonstrate that SLCs can be produced in simulations with long-range reduced repulsion similarly to

experimental observations, and report that simulations with long-range attraction became unstable as

the microparticles experienced an acceleration strong enough to escape the simulation box. I compare

the results from the experiment conducted on the PK-4 facility on board the ISS [70] with the results

from the 3D MD simulation, and report an excellent qualitative agreement between them.

6.1 Experiment on the ISS

6.1.1 Setup and procedure
The experiment was performed in the PK-4 facility on board the ISS by cosmonaut A. Ivanishin as

instructed by Pustylnik et al. from the ground. The experimental setup is detailed in Section 3.5.2.

The following experimental procedure similar to [209–211] was used. For this experiment, a DC

glow discharge was used with argon as the working gas at a pressure of 11 Pa. MF particles with a

diameter of 3.38 μm were injected into the chamber. They were transported into the working area by

a DC discharge of 0.5 mA current. The discharge regime was then changed to polarity-switching to

trap the microparticles. The polarity of the active electrode was switched with a frequency of 500 Hz,
which provided the ion flow for producing SLCs in the experiment. This frequency is too high for the

microparticles to react to, and so they experience the time-averaged zero electric field. Not only does

this polarity switching trap the microparticles, but it also creates an ion drift relative to them since the

ions are fast enough to follow the periodic variations of the electric field, leading to wake formation

on either side of the particles.

Once the microparticle suspension was in equilibrium showing clear SLCs, a 3D scan of the

structure of the suspension was performed. Afterwards, the gas discharge was switched off for a

given duration of time completely destroying any order or structure in the system. A fraction of a

second later the discharge was switched on again, leading to the formation of SLCs once more. Once

the microparticles had relaxed back into an equilibrium state, another 3D scan was performed. This

experimental procedure was only possible in microgravity conditions since on the ground the particles

would fall under the influence of gravity during the plasma-off time.

6.1.2 Observations and techniques
A video camera with a field of view of 1600 × 600 pixels and a frame rate of 60 FPS was used to

record images of the microparticles during the experiment. The particles were illuminated in a quasi-

2D plane by a laser sheet. When possible, a 3D scan was performed to observe the 3D structure of

the microparticle suspension with a range of 14 mm at a velocity of 0.9 mm/s. During the part of the

experiment where the camera was static only 2D information is available. The particle data such as

position and velocity could be retrieved directly from the 2D images, whereas the algorithm used to

determine the 3D positions of the particles from the scanning is described in [47].

The microparticle suspension displayed a string-like structure in the experiment, as seen previ-

ously [47, 48]. This is shown in Fig. 6.1, where the suspension is a in a disordered state and b
crystallised into SLCs.

6.2 Molecular dynamics simulations

The simulation was initialised at thermodynamic equilibrium as a Yukawa fluid with 3430 point-

like particles of charge q = −3481 e in a simulation box with periodic boundary conditions of size

4.5×3×3 mm3. The microparticles had a mass of 3×10−14 kg consistent with a particle diameter and

density of 3.38 μm and 1510 kg/m3
respectively. The timestep for the simulations was set to 10 μs
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a) b)

Figure 6.1: Images from the experiment showing a) disordered particles with no discernible structure,

and b) particles crystallised into SLCs. The contrast of the image has been artificially enhanced for

visual clarity. Modified from [212].

with a data acquisition rate of 1000 FPS. Periodic boundary conditions were used in all directions

to mimic the effects of a net-zero ambipolar electric field. Assuming periodic boundary conditions

implies that the plasma density is so low that the microparticle cloud is radially stable only if the

ambipolar electric field vanishes as the ionsation balance localises, as previous plasma simulations

suggest [213–215]. The forces acting on the particles other than the interparticle force are just those

from the Langevin dynamics thermostat and the friction with the background gas determined by the

Epstein damping coefficient corresponding to argon gas at a pressure of 11 Pa.

At the start of the simulation, a Yukawa interparticle potential was used with a Debye length of

λD = 190 μm and a cutoff distance of 7 λD for the potential. The Yukawa interparticle potential

was used only during the initialisation of the simulation until the microparticle ensemble reached

thermodynamic equilibrium at 1200 K and an average interparticle distance of 227 μm. Once the

particles reached thermodynamic equilibrium, the interparticle potential was modified by placing a

positive ion wake charge on either side of the microparticle along the x-axis. The details of how the

potential was modified are given in the next section.

6.2.1 Modified interparticle potential

One characteristic of MD simulations is that they only simulate the dynamics of microparticles with-

out simulating the dynamics of electrons and ions in the plasma. The impact of the ion flow is

mimicked by the modification of the microparticle interaction potential. In the past, MD simulations

of ER complex plasmas have mimicked the effect of a directional ion flow by incorporating a positive

wake charge on one side of the particles [59, 133, 216]. These simulations build on this approach by

modifying the Yukawa interparticle potential by placing two ion wakes of charge −wc q around the

particle ±rw μm away (one on each side) along the x-axis [60] of the simulation box as shown in

Fig. 6.2. This mimics the effect of alternating ion flow due to an alternating electric field with a duty

cycle of 50%. The code for the modified potential is made available via GitHub at [146].

The modified interparticle potential has the form

φ = φY + φw+ + φw−, (6.1)

with

φY =
q

4πε0r
exp(−κr) (6.2)
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Figure 6.2: Sketch (not to scale) defining the simulation parameters used to model the deformation

of the ion cloud from the AC electric field. The electric field, E, is applied along the x-axis of the

simulation box, which dictates the direction of SLC formation. For a microparticle with charge q, a

positive wake charge −wc q is positioned ±rw μm away to mimic the deformation of the ion cloud.

and

φw± =
−wcq

4πε0|r∓ rw|
exp(−κeff |r∓ rw|), (6.3)

where

κeff =

√
κ2

(1 +M2
th cos

2 ζ)
+ κ2

e. (6.4)

Here, Mth is the ion thermal Mach number, ζ = π rad is the angle between the ion flow and

the vector connecting the microparticles, κ = 1/λD is the interparticle screening parameter, and κe

is the electron screening parameter. An effective screening parameter is required here instead of κ
as the screening of the electric field due to the wakes is affected by the ion flow. It depends on the

direction and speed of the ion flow, hence its dependence on Mth and ζ . As the bulk of the plasma

contains subthermal ions, we used Mth = 0.7, which is higher than the critical value found for SLC

formation [21, 217]. The wake charge2, wc, and wake distance, rw, can be thought of as the main free

parameters that can be changed to modify the interparticle potential in order to produce SLCs.

An example of how this modifies the potential is given in Fig. 6.3, which plots the axial profiles

of the original Yukawa and the effective interparticle potential. The black dashed line signifies the

Yukawa potential, whereas the solid red line signifies the combined interparticle potential φ. The

inset given on the top right of the figure shows very clearly that the combined potential is no longer

attractive after x ≈ 75 μm. The inset not only shows that the combined effective interparticle potential

is repulsive at long-range, but also shows that it is less repulsive when compared to the Yukawa

potential.

The two main parameters that can affect the interparticle potential are the wake charge, wc, and

the wake distance, rw. To understand how they do so, consider the potential experienced by a test

particle inside a string due to its nearest neighbours on either side. This potential is shown in Fig. 6.4,

for an interparticle distance of 200 μm, and wakes of charge −0.2 q placed ±55 μm away from each

microparticle. The test microparticle and the potential experienced by it is coloured red, whereas the

nearest neighbours fixed in their positions at x = ±200 μm are coloured blue. The test particle in a

string is located at the bottom of a local minimum. The depth of this locally-minimum potential well

depends on factors such as the average interparticle distance, wake charge, and wake distance. In this

2Please note that the ‘wake charge’ wc is a dimensionless number representing the charge of the wake as a fraction of
the microparticle charge.
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Figure 6.3: Axial profiles of the Yukawa potential φY (black dashed line) and the modified potential φ
(solid red line) along the direction of wake formation. A positive wake charge with wc = 0.2 is placed

at x = 0.055 mm, marked by a vertical dashed line. The inset on the top right is an enlarged version

of the figure showing the long-range tail of both potentials. It shows that the modified potential is

less repulsive than the Yukawa potential at distances larger much larger than rw, and not attractive.

From [208]

example, the depth of the well is ∼ 10 eV, which is 200 times larger than the average particle kinetic

energy at equilibrium of ∼ 0.05 eV.

Changing the wake distance moves the positive wake charges along the x-axis, thereby moving

the location of the asymptotes and changing the width and depth of the local potential well. Simi-

larly, changing the wake charge would change the gradient of the asymptote. A higher charge would

produce a flatter or wider asymptote and thereby result in a narrower but deeper local potential well.

The higher the wake charge and the further away it is from the microparticle, the more the repulsion

is reduced compared to the Yukawa potential. Keeping the wake distance constant, increasing the

wake charge would continue to deepen this potential minimum until the interparticle potential is at-

tractive at long-range. In the simulations, this resulted in particles being accelerated so strongly that

the simulations became ‘unstable’ as the particles often escaped the simulation box. This is consistent

with previous MD simulations [59, 60]. Furthermore, the time taken for SLC formation was highly

sensitive to changes in rw and wc.

In order to determine how strong the SLC formation was in the simulations, the ‘stringiness’

of the system is used as an order parameter. This, in essence, is a measure of how many nearest

neighbours of a particle are a part of an SLC. This can be determined by counting how many particles

lie within the width of the peak in the pair correlation function. The various pair correlation functions

are discussed in detail in Section 6.4. If a particle is not in an SLC, this value is zero. If a particle is at

the edge of an SLC, it will have only one nearest neighbour. If a particle is in the middle of an SLC,

it will have two nearest neighbours and no more. The spatially-averaged value of this number at a

given time is the stringiness of the system. The stringiness of the system is therefore a dimensionless

number between zero and two.

The stringiness at equilibrium can be used in order to estimate the minimum deviation needed

from the Yukawa potential for SLC formation. Fig. 6.5 plots how the equilibrium stringiness depends
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Figure 6.4: Axial profile of the in-

terparticle potential experienced by

a microparticle in a string due to

its nearest neighbours. Each neg-

atively charged microparticle has a

positive wake of charge −0.2 q on

either side ±55 μm away. Chang-

ing the wake charge and distance

changes the depth and width of the

local minimum that the test particle

in the string is trapped in.

Figure 6.5: Dependence of equilibrium stringi-

ness on wake charge with all other parameters

constant. Changing the wake charge changes

the depth and width of the potential well. The

threshold in wake charge needed to form a sig-

nificant number of strings is around wc ∼ 0.15.

I use a value of wc = 0.2 for the simulations due

to its high stringiness value, implying the for-

mation of strong and stable strings. From [208].
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on the wake charge when all other parameters are kept constant, with rw = 55 μm. It shows that for

small wake charges, the stringiness is very low and increases slowly. As the wake charge increases

and reaches around wc ∼ 0.15, the stringiness rises rapidly. As the deviation from the Yukawa

potential increases, the value of stringiness increases. For this work, I chose a value of wc = 0.2 with

rw = 55 μm since it produced strong and stable SLCs consistently. Higher values of wake charge

caused the interparticle potential to become attractive at long-range and led to numerical instabilities,

such as high particle accelerations that led to lost atoms.

6.3 Recrystallisation

6.3.1 In the experiment
One of the aims of the experiment was to destroy the structure of the microparticle suspension and

then watch how it reformed, in a process known as recrystallisation. To achieve this, the plasma

discharge was switched off for a fraction of a second, which was long enough to destroy any structure

in the system as the particles decharged and heated up. This technique of switching the plasma off

has been used previously in an experiment by Nosenko et al. [152] when they intended to determine

the spatial profile of a manipulation laser beam in situ. This was only possible to do after upgrading

the PK-4 hardware with the ‘Experimental Interface’, gaining ability to perform experiments without

any residual gas flow.

Once the plasma was switched off, the particles were seen to quickly decharge and heat up. The

particles decharge due to surface recombination of charges as well as the decaying plasma density.

On the other hand, the reasons for the particle heating are unclear. The particles continued to stay

suspended due to microgravity for much longer than the plasma was switched off for in this particular

experiment. They also experienced a slow residual drift, which was presumably a thermophoretic

effect. This ‘plasma-off’ procedure was repeated multiple times for the same microparticle suspension

at the same discharge conditions. The plasma was switched off for varying lengths of time without a

major difference in results. For the purposes of this study, it was sufficient to switch the plasma off

for long enough to completely destroy the SLC structure. As such, my colleagues and I decided to

concentrate on an example with the plasma-off time of 0.3 s. This is much shorter than the timescale

of a few seconds required to reform the structure.

6.3.2 In the simulations
As specified earlier, for the simulations, I used the modified interparticle interaction potential given

in Equation 6.1 with wc = 0.2 and rw = 55μm. The data used in the following analysis can be

found in [212], and the LAMMPS input file I wrote for the simulation is given in Appendix B. The

arrangement of the microparticles during the recrystallisation process is visualised in Fig. 6.6.

Once the simulation was at thermal equilibrium at 1200 K and the interparticle potential was

changed to the modified potential, the crystallisation was initialised by reducing the microparticle

temperature down to 300 K. The microparticles crystallised into SLCs, as seen in Fig. 6.6a, which

is very similar to what was observed in the experiments in Fig. 6.1b. Upon reaching equilibrium,

the structure in the system was destroyed completely (as seen in Figs. 6.6b and c) by mimicking

the ‘plasma-off’ conditions from the experiment: Firstly, I reduced the particle charge dramatically,

as particles were experimentally observed to decharge when no longer located in a plasma. And

secondly, I increased particle temperature back to 1200 K, as particles were observed to heat up

during this time. I set the microparticle charge during the ‘plasma-off’ stage to be −10 e instead of

zero as it is common for particles to have a residual charge in the afterglow [218, 219]. However, there

was no noticeable difference in the results of this study between simulations with zero residual charge

and −10 e during the plasma-off stage. Due to the particle decharging, a temperature of 1200 K was
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Figure 6.6: Visualisation of the simulated microparticles in a 2D slice from 1.0− 1.2 mm in z during

the recrystallisation process. The figure shows a) the equilibrium state of the particles at the instance

of time when the plasma was turned off at t = 0.00 s, b) the system during the plasma-off phase,

c) the system immediately before the plasma was turned on again at t = 0.30 s, d) the disordered

system after plasma was turned on, e) the system as the particles recrystallise into strings, and f) the

equilibrium state of the particles.
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enough to destroy the SLC structure in the simulations. After a duration of 0.30 s, these changes

were reverted in order to mimic the plasma being turned on again. The state of the system after this

at t = 0.50 s is shown in Fig. 6.6d, which is still disordered. The particles slowly recrystallised into

SLCs as shown in Fig. 6.6e, and returned to an equilibrium state, i.e. the stringiness of the system

stabilised at a constant value. The new equilibrium reached by the system is shown in Fig. 6.6f, which

looks nearly identical to the previous equilibrium in Fig. 6.6a.

The structural change to the microparticle suspension during recrystallisation can be determined

by tracking how the radial distribution function (RDF) changes. The RDF, as discussed earlier in

Section 3.3.3, displays the probability of finding a particle at a given radial distance away from a

reference microparticle. The changes to the RDF during the recrystallisation process in the simulation

are shown in Fig. 6.7, calculated with a resolution of δr = 0.1 λD. The RDF at equilibrium before the

plasma has been turned off, shown in Fig. 6.7a, displays an unusual structure. The large initial peak

in the RDF - signifying the average interparticle distance - is split into a smaller secondary peak at a

lower value of r and a larger primary peak at a higher value of r. The secondary peak corresponds to

the interparticle distance within a string, and the primary peak corresponds to the inter-string distance

in the simulation. The primary peak is positioned at approximately r = 0.26 mm with an amplitude

of g(r) = 3.28. The secondary peak, on the other hand, is positioned at approximately r = 0.21 mm
with an amplitude of g(r) = 1.46. The difference in distance between the two peaks, Δr = 50 μm
corresponds to the wake distance, rw = 55 μm. The position of both the secondary and primary peaks

(hence the interparticle and inter-string distances respectively) are comparable, consistent with recent

experiments in the PK-4 facility [47, 48]. The peak splitting occurs due to the reduced repulsion in the

direction of string formation, as the interparticle distance is slightly lower within a string compared

to the inter-string distance. The ratio between the amplitude of the two peaks as well as the ratio of

the first minima to the primary peak amplitude is approximately 0.45 and 0.16 respectively, which do

not seem to correspond to any input parameters.

Once the plasma was turned off, this secondary peak merged back with the primary peak as shown

in Fig. 6.7b - implying that the SLC structure was destroyed. Initially, the RDF of the microparticles

resembled that of a liquid (red dashed line), but over time it changed to resembling a gas (solid black

line). This is because in a liquid the particles are weakly interacting with each other whereas in a gas

the particles undergo hard sphere collisions. As the microparticle structure was destroyed completely

and the particles were decharged, the suspension of microparticles behaved more like a gas.

The RDF of the simulated system after the plasma was turned on again and the particles were given

enough time to relax back to equilibrium (t = 4.00 s) is shown in Fig. 6.7c. This figure looks almost

identical to the RDF at equilibrium before recrystallisation as shown in Fig. 6.7a. The secondary

peak is visible once more. The location of both the primary and secondary peaks is unchanged at

r = 0.26 mm with g(r) = 3.09 and r = 0.21 mm with g(r) = 1.39, respectively. The distance

between the two peaks still corresponds to the wake distance, and the ratio of their amplitudes is still

0.45. The ratio of the first minima to the primary peak, however, is slightly reduced to 0.13.

After recrystallisation into SLCs, some particles got close enough to their neighbours to be trapped

in the potential well created by their positive wake. As a result the particles became attached to their

neighbours in agglomerate-like clusters. This can be seen in Fig. 6.7c as the small peak at r = 55 μm,

which corresponds to the wake distance. A hypothesis for why this happened is that during the

plasma-off stage, the particles approached each other much closer than they would otherwise. As

the plasma was turned on again and their charges restored, they experienced strong accelerations and

had a kinetic energy high enough to escape the local minimum of the potential well and instead get

trapped in the attractive potential well due to the positive wakes. This is a limitation of the simulation

as I saw no way to completely eliminate this effect, though reducing the timestep seemed to mitigate

it slightly.
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Figure 6.7: RDF of the microparticle suspension a) before, b) during, and c) after the plasma-off

process in the simulation calculated with δr = 0.1 λD. The structure before and after is nearly

identical, with a small secondary peak (at interparticle distance in a string) accompanying the large

primary peak (at inter-string distance). The secondary peak disappears during the plasma-off stage,

signifying the total destruction of SLCs. During the plasma-off stage, the particle suspension at first

appears similar to a liquid (red dashed line). As the particles decharge and heat up, the ensemble

resembles a gaseous state instead (solid black line).
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6.4 Structure and stability

To gain insight into the structure of the microparticle suspension, it is important to look at how the

particles are distributed in 3D space with respect to each other. This can be done by calculating the

3D pair correlation function. This is a three dimensional version of the RDF, calculated in spherical

coordinates of r, θ and φ, defined as [47, 48]:

G(r, θ, φ) =
1

ndN

N∑
i,j=1
i �=j

δ (ri,j − r) δ (θi,j − θ) δ (φi,j − φ)

4πr2 cos θ
. (6.5)

Here, the distance between two microparticles i and j along the different coordinates is given

by rij, θij and φij representing the length, polar angle and azimuthal angle respectively. The number

of particles is given by N , and nd is the macroscopic microparticle number density. This function

measures the probability of finding particle i at a given displacement of (rij, θij, φij) away from particle

j. The location of peaks in the pair correlation function thus specifies the preferential interparticle

distances at which particles are more likely to be found, and indicates the presence and direction of

ordering or clustering phenomena. The position of the peaks can thus provide information about the

structure of SLCs and the arrangement of particles inside them.

As displaying G(r, θ, φ) in a figure would require four dimensions to represent it, it is simpler to

use its angular integrals. These are defined as:

Gφ(r, θ) =

∫ 2π

0

G(r, θ, φ)dφ (6.6)

and

Gθ(r, φ) =

∫ π
2

−π
2

G(r, θ, φ) cos θdθ, (6.7)

and allow us to qualitatively characterise the 3D order in the suspension by focusing on two

dimensions at a time.

The pair correlation function was used to analyse the 3D structure of the microparticle suspension

in both experiment and simulation. Simulated data is available in 3D during the entire simulation,

however 3D experimental data is only available during equilibrium when the particle motion was slow

enough to make 3D scans possible. This means that there is no 3D experimental data available during

the recrystallisation process. As such, a 2D pair correlation function in polar coordinates along ρ and

α can be used to determine the 2D structure of the microparticle suspension during recrystallisation.

This is defined as:

g2D(ρ, α) =
1

σdN

N∑
i,j=1
i �=j

δ (ρi,j − ρ) δ (αi,j − α)

ρ
, (6.8)

where the interparticle distances between particle i and j are given by ρi,j and αi,j representing the

length and polar angle respectively. Here, N is the total number of particles in the illuminated plane,

and σd is the ‘2D number density’ of particles in the image. For this 2D analysis, the direction with

α = 0 rad is defined to be directed along the axis of the plasma chamber.

As the pair correlation functions describe the probability of finding particles a given interparticle

distance away, the radial and angular widths of the peaks determine which neighbours formed an SLC

together [48]. The peaks in the correlation functions indicate the preferred interparticle distances in

the cluster, and so they are also referred to as ‘string peaks’. Particles lying within this preferred

interparticle distance (or ‘within a string peak’) were identified as ‘string neighbours’ [47, 48]. As
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specified in Section 6.2.1, the average number of string neighbours at a given time was used as a

measure of the order in the system, the stringiness.

6.4.1 In the experiment

The 3D SLC structure at equilibrium for the experimental data is shown in Fig. 6.8 for Gφ(r, θ) (left)

and Gθ(r, φ) (right) a before and b after recrystallisation. The equilibrium structure is practically

identical in both cases before and after the recrystallisation process. Only the initial and final condi-

tions are shown because of the lack of 3D data during recrystallisation. Both subfigures of Gφ(r, θ)
show strong string peaks directed along θ = ±π/2 rad, indicating that as the direction of SLC forma-

tion. The arches in this correlation plot signify the inter-string correlations. Similarly, both subfigures

of Gθ(r, φ) show equidistant peaks representing the angular distance between strings. In all sub-

figures, the peaks along r suggest that the interparticle distance within an SLC is r ∼ 0.2 mm on

average.

On the other hand, the evolution of the microparticle structure during recrystallisation was deter-

mined using the 2D pair correlation function, as shown in Fig. 6.9. The figure shows how the order

in the system changes over time. The spatial distribution of the particles are coloured according to

the number of string neighbours they have (left) and the corresponding 2D pair correlation function

(right). The particles are coloured blue if they have zero string neighbours, green if they have one,

and red if they have two. The correlation function for the equilibrium structure in Fig. 6.9a shows

that SLCs are aligned along the direction of α = π rad and α = 0 rad with an average interparticle

distance of ρ � 0.2 mm in the SLC. The inter-string correlation arches are also visible here. The

plasma was switched off at t = 0.00 s, and turned on again at t = 0.30 s. The equilibrium structure is

shown to be destroyed entirely in Fig. 6.9b after t = 0.26 s, before the plasma was switched on again.

Here, the particles were moving like hard spheres with almost no charge and interparticle force, as

reflected in the complete lack of peaks in the pair correlation function. The number of red-coloured

particles (two string neighbours) is dramatically reduced as the number of blue-coloured particles

(zero string neighbours) is dramatically increased. At t = 0.50 s, Fig. 6.9c shows that the particles

were starting to reform some structure as the number of red (and green) particles starts increasing

again. However, SLCs had not yet formed. This is also reflected in the corresponding pair correlation

function, which has no peaks along α, but its peaks along ρ resemble the RDF of a fluid, similar to

the simulation data in Fig. 6.7b. At t = 4.00 s, the system returned back to equilibrium as Fig. 6.9d is

qualitatively identical to Fig. 6.9a. During the recrystallisation process, the equilibrium order of the

particles was rapidly destroyed and took much longer to reform. The peaks in this 2D pair correlation

function, g2D(ρ, α), were used to determine the stringiness of the system in order to study how it

evolved during the recrystallisation process.

6.4.2 In the simulations

A 3D SLC structure was observed in the simulations similar to the experimental data, as shown in

Fig. 6.10 for Gφ(r, θ) (left) and Gθ(r, φ) (right). The equilibrium structure before recrystallisation

(at t = −1.00 s) is shown in Fig. 6.10a, showing SLCs along the direction of θ = ±π/2 rad with

an average interparticle distance of r � 0.2 mm within the SLCs. Inter-string correlation arches

are visible in the Gφ(r, θ), as well as the peaks corresponding to the preferred inter-string angular

distance along φ in the Gθ(r, φ) correlation plot. This figure shows excellent qualitative agreement

with Fig. 6.8, suggesting a qualitatively identical SLC structure in both simulations and experiment.

The radial and angular widths of the string peaks in this figure were used to determine the string

neighbours to calculate the stringiness in the simulation.

The plasma-off condition was simulated at t = 0.00 s and the plasma was switched on again at

t = 0.30 s. The 3D structure of the system during recrystallisation at t = 0.30 s is shown in Fig. 6.10b.
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Figure 6.8: Angular integrals of the pair correlation function, Gφ(r, θ) (left) and Gθ(r, φ) (right) for

the experimental system at equilibrium a) before and b) after recrystallisation while forming SLCs.

The subfigures are nearly identical before and after recrystallisation, showing clear string peaks as

well as inter-string arches. From [208].
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Figure 6.9: Spatial arrangement of particles (left) and the corresponding pair correlation function

(right) for the 2D experimental data before, during, and after the plasma-off phase. In the spatial

plots, the particle colour reflects the number of string neighbours: red for 2, green for 1, and blue

for 0. The highly stringy structure in a) was destroyed in b), slowly reformed in c), and had fully

reformed by d). From [208].
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Figure 6.10: Angular integrals of the pair correlation function, Gφ(r, θ) (left) and Gθ(r, φ) (right)

for the simulated data at a) equilibrium before recrystallisation at t = −1.00 s, b) after the structure

was destroyed and immediately before the plasma was turned back on at t = 0.30 s, and c) after the

particles relaxed back to equilibrium at t = 5.00 s. The SLC structure in a) was completely destroyed

in b) and had fully reformed in c). From [208].
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It can be seen very clearly that all structure and order in the system was thoroughly destroyed by

the time the plasma was switched on again. Though the 3D correlations of the experiment are not

available for a direct comparison, the figure is very similar to the 2D correlations in the experiment

during recrystallisation. A few seconds after the plasma was turned on again, the correlation functions

at t = 5.00 s shown in Fig. 6.10c look qualitatively identical to those in Fig. 6.10a. The SLC

structure observed in simulations shows excellent qualitative agreement with the structure observed in

experiments, including how the system relaxed back to an equilibrium SLC structure after complete

destruction of order.

Similar to the RDF plots, a slight difference between the interparticle distance within a string

and the inter-string distance can be noted in the Gφ(r, θ) plots. For the case of effective long-range

attraction, the difference would be a lot more exaggerated than it is here for both numerical and exper-

imental data. In Fig. 6.8 as well as Fig. 6.10, the inter-string arches lie at slightly higher distances than

the string peaks. This effect is more pronounced in the simulation data than experimental data as the

peaks in the experimental data seem to smear due to the integration. In both cases, the slightly larger

value of the inter-string distance compared to the interparticle distance within a string is indicative of

a reduced repulsion along the direction of string formation.

6.4.3 Relaxation timescale

The stringiness calculated as a function of time using the correlation functions from Figs. 6.9 and

6.10 is shown in Fig. 6.11a over the duration of the recrystallisation process3. The figure shows

excellent qualitative agreement between the experimental and simulated results as the evolution of

the stringiness looks remarkably similar in both cases. The time interval in which the plasma was

switched off is marked by vertical dashed lines. It can be seen clearly that both the simulated and

experimental stringiness was constant before the plasma was switched off and decayed rapidly during

the plasma-off phase. After the plasma was turned on again, the stringiness in both cases returned

slowly to a constant value at equilibrium4. It can be observed that the original and final value of

stringiness at equilibrium is different for the simulated data. This is because the order in the system

was destroyed entirely. For a purely qualitative comparison, the two values do not have to be the same

- it is sufficient that they are similar.

The corresponding particle velocities during recrystallisation are given in Fig. 6.11b. For the

simulation, only the average particle velocity as a function of time is considered. However, for the

experiment, the average difference between the microparticle velocity and the local drift velocity is

considered for the directions perpendicular and parallel to the ion flow. The particle velocities in both

simulation and experiment were constant before the plasma was turned on, rise instantaneously to a

new value during the plasma-off stage, and then very quickly decayed back to the original value over a

few milliseconds after the plasma was turned on again. In both cases, the velocities rose dramatically

immediately after the plasma was turned back on. This instantaneous rise in velocity can be explained

by considering the particle charges during this process. During the plasma-off phase, the particles had

a very low residual charge. This allowed them to approach each other a lot more closely than they

otherwise would. Almost as soon as the plasma is turned back on, the particles regained their charges

and were strongly repelled by each other, leading to high accelerations and velocities. The peak in

velocity is thus just a result of the particle charge being restored after the plasma was turned back on.

3This work can only provide qualitative agreement between experiment and simulation, and that is sufficient to show
that a repulsive interparticle potential can explain experimental observations and an attractive potential is not required.

4The system is at ‘equilibrium’ if the stringiness (as the parameter used to measure order in the system) stops changing
and stabilises at a constant value.
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Figure 6.11: Variation of the a) stringiness and b) microparticle velocities with time during the re-

crystallisation process showing good qualitative agreement between experiment and simulation. For

the simulation, spatially-averaged particle velocities were considered, however for the experiment,

the difference between microparticle velocity and the local drift velocity was used. From [208].
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Figure 6.12: Deformation of

SLCs due to a simulated laser

perpendicular to the direction

of ion flow applied at x =
2 mm visualised in a ‘2D’

slice in (1.0 − 1.2) mm in z.

The laser had a Gaussian pro-

file with a standard deviation

of 0.5 mm and applied a force

of 3×10−14 N to the particles

for a duration of 0.5 s.

Particle Diffusion

There is an interesting thing to note in Fig. 6.11. The relaxation time needed for the stringiness to

return to equilibrium is many orders of magnitude longer than the time needed to destroy the SLC

structure for both experiment and simulation. Furthermore, the time needed for the velocities to return

to a constant value is much shorter than the relaxation time for stringiness. Changes in stringiness

happen on a much longer timescale than changes to particle velocity, which implies that the mech-

anism for SLC formation does not entirely depend on particle temperature. Once the microparticles

have already cooled back down, the rising value of stringiness implies that they continue diffusing

towards their equilibrium positions in the SLCs. This can be checked by comparing a theoretical

estimate for the diffusion time of the particles with the observed recrystallisation time.

Assuming a weak coupling coefficient, the diffusion coefficient is given by D = lvT/3, where

l is the microparticle mean free path and vT is the microparticle thermal velocity. The mean free

path is defined to be l = (σnd)
−1, with nd being the microparticle number density and σ the cross

sectional area. For very low particle velocities after cooling, the cross-section σ is independent of

particle velocity and depends only on the geometry of the ion cloud. The shielding cloud of ions

is not spherical, but ellipsoidal in shape as represented in Fig. 6.2. The semi-axes of the Debye

‘ellipsoid’ are given by λD in the direction perpendicular to the ion flow, and λD + rw parallel to it.

The cross-sectional area can then be estimated by averaging the area of the three projections of the

ellipsoid:

σ =
1

3

[
πλ2

D + 2πλD (λD + rw)
]
. (6.9)

Using this expression and the parameters used in the simulation, the mean free path is evalu-

ated to be l = 87 μm and the diffusion coefficient can thereby be estimated to be D = 1.6 ×
10−8 m2/s, consistent with (the lower end of) previous estimates of diffusion coefficients in com-

plex plasmas [220, 221]. Finally, by defining the relaxation time to be the time needed for a particle

to diffuse by an average interparticle distance of Δ ≈ 200 μm, we can estimate the time to be

tdiff ∼ Δ2/D ≈ 2.5 s, consistent with both simulation and experiment. As a comparison, using the

average interparticle distance as the mean free path, l ∼ Δ ∼ 200 μm, results in a diffusion coeffi-

cient of D = 3.7 × 10−8 m2/s. It results in a relaxation time of tdiff ≈ 1.1 s which is much faster

than experimental and numerical observations. This implies that the geometry of the ion wakes plays

a significant role in the process of particle diffusion towards an equilibrium SLC structure.
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6.4.4 Deformation
Another method to test the stability of an SLC structure is to deform it slightly. An external laser can

be applied perpendicular to the direction of SLC formation with enough force to deform the structure

without immediately breaking it. I simulated SLCs with the modified interparticle potential using

wc = 0.2 and rw = 55 μm for 3430 particles in neon gas at 60 Pa and 1000 K, with mass consistent

with a particle diameter of 3.4 μm. To this system, I applied a laser of force of Fext = 3 × 10−14 N

directed along the −y-axis for a duration of 0.5 s. A Gaussian laser-profile was used centered at

x = 2 mm with a standard deviation of 0.5 mm, and produced a ‘U-shaped’ deformation in the

structure as seen in Fig. 6.12. Once this external laser was switched off, the SLC structure took

t � 1.5 s to return back to its equilibrium shape.

As yet, there are no experimental results to compare with this simulation data for the relaxation

time after deformation. Though, similar parabolic flight experiments using the PK-4 setup have been

performed recently by Kretschmer et al. [222]. In principle, testing the stability of an SLC structure

observed in experiments by measuring the minimum force needed to break it, as well as recording the

relaxation time needed for the microparticles to return to equilibrium, might be one way to calibrate

the simulation parameters in order to aim for a quantitative agreement.

6.5 Summary of results
Complex plasmas have been observed to exhibit electrorheological (ER) properties by the formation

of string-like clusters (SLCs) in microgravity conditions. In conventional ER fluids, SLCs are formed

due to a long-range effective attraction between the polarised particles. The interparticle interactions

are known as ‘long-range’ if the interparticle distances are much greater than the characteristic dipole

length.

In complex plasmas, the directed ion flow causes the formation of wake charges directly behind

the particles, thereby modifying the interparticle potential. It was often believed that this resulted in

effective attraction between the like-charged particles, analogous to conventional ER fluids. However,

the findings in this study revealed that the process is not necessarily driven by attraction but rather by

the reduced repulsion acting along the direction of ion flow.

Using an interparticle potential modified to include two wake charges (one on either side of the

microparticle) to mimic an alternating ion flow, particles crystallised into SLCs in the simulations

without the presence of long-range attraction. It was sufficient for the interparticle potential to be less

repulsive than Yukawa in order to generate SLCs similar to those observed in experimental setups.

Interestingly, simulations with long-range attraction led to instability issues (such as particles escaping

the simulation box) due to strong particle accelerations.

Furthermore, I examined the destruction and recrystallization of SLCs in the 3D MD simulation

in comparison with the experimental observations made using the PK-4 facility aboard the ISS. The

experimental and simulated data were remarkably similar, thereby showing that long-range attraction

is not necessary for SLC formation. Both simulated and experimental data also showed a slightly

higher inter-string distance compared to the interparticle distance in a string, indicating a reduced re-

pulsion along the direction of string formation. Additionally, estimates of the relaxation time suggest

that the process of SLC formation is led by the diffusion of particles to their equilibrium positions,

heavily influenced by the geometry of the shielding ion cloud.

The excellent qualitative agreement between the experimental and simulation results suggests that

reducing repulsion along the direction of ion flow is a sufficient condition for the formation of SLCs

in complex plasmas. So far, my colleagues and I have only aimed for a qualitative agreement as we

are missing the method to calibrate the simulation parameters. Future experiments into the stability

and deformation of SLCs could be used to calibrate the simulation parameters such as wake charge

and distance in order to aim for quantitative results.
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Chapter 7

Concluding remarks: overview and outlook

“There’s more to explore here.”

Outer Wilds Ventures

Ionised gases with micrometre-sized particles immersed in them are known as complex plasmas.

The microparticles embedded in the plasma collect high numbers of electrons on their surfaces to

become strongly negatively charged, which can cause them to become strongly coupled with each

other. The interactions between individual particles can lead to the onset of collective behaviour,

such as self-ordering and pattern formation. The suspension of microparticles in complex plasmas

is optically thin, and each particle is large enough to be imaged directly. The observation technique

of using an illumination laser and a high speed camera is non-disruptive to the microparticle dynam-

ics, which not only allows for direct measurements of chaotic behaviour such as turbulence, but also

enables experimental studies at the level of individual particles. This makes complex plasmas particu-

larly advantageous model systems to study a variety of condensed mater phenomena and fluid effects.

The collective motion due to many interactions between individual particles can lead to fascinating

emergent behaviour in the whole microparticle suspension. Surface tension effects such as the self-

formation of droplets, pattern formation, string formation, phase transitions between crystalline and

fluid states, development of shocks, and the onset of turbulence are all forms of emergent phenomena

that are discussed in this thesis.

The first collective behaviour of microparticles that I discussed in this thesis was the self-ordering

of particles into droplet-like structures. This study was motivated by experimental observations of

the self-formation of droplets in both the Zyflex chamber during a parabolic flight and the modified

PK-3 Plus thermophoretic chamber on the ground. Both experiments saw the formation of a void

in the center of the chamber. When a collection of microparticles was pushed into the void in both

experiments, both times the particles condensed into droplets. The process of condensation in com-

plex plasmas is entirely different from that in conventional fluids, such as water. Microparticles are

all strongly negatively charged, and so it is surprising that hundreds to thousands of particles would

self-condense into a droplet despite the high repulsion. Based on previous work studying the stability

of microparticle structures, my colleagues and I suggested a mechanism based on the balance of the

ion drag force and the electrostatic repulsion for a stable droplet formation.

This model was founded on the principle of balancing the forces on a particle at the droplet

surface to study droplet stability. The model treats the ion drag force (known to lead to an effectively

attractive potential between particles and probes in the plasma) as the cohesive force responsible

for pushing the microparticles together, and the electrostatic repulsive force responsible for pushing

the particles apart. At the equilibrium point where both forces balance, a droplet structure can be

said to have formed. This equilibrium was checked to be a stable equilibrium through a thought

experiment, and the resulting droplet radius was in agreement with the experimental observations.
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This was surprising given the simplicity of the model, specially the assumption of spherical symmetry.

The droplet observed during the parabolic flight experiment displayed radial anisotropies, and yet the

model returned comparable results given the experimental parameters. Despite the clear limitation of

only considering spherical droplets, the model is ‘good enough’ for a first prediction of the droplet

radius.

There are further limitations of the model. The effect of ion shadowing and charge cannibalism

was ignored entirely, and so was the impact of particle radius and, thus, mass and charge. A numerical

study to compare with the analytical model is also entirely missing. This would be difficult to achieve,

as molecular dynamics simulations do not simulate the plasma with the particles. Other simulation

methods would be needed, which would still be challenging as the plasma and the microparticles

move at vastly different timescales. Nevertheless, a simulation of the two forces acting on a collection

of microparticles would be beneficial, and could be used to compare with these results and guide

interpretations of the true cause of such surface tension-like effects in complex plasmas.

On the other hand, the strength and novelty of the model lie in the causal link suggested between

the plasma parameters and the size of the droplet. Knowing the parameters, such as the electron tem-

perature, the droplet size in an experiment can be predicted. Likewise, by observing a droplet in the

experiment, the electron temperature can be estimated. This model therefore enables experimentally

observed droplets to be used as a diagnostic tool to estimate the electron temperature in the plasma.

I investigated fluid effects in complex plasmas further in this thesis by studying a flow of mi-

croparticles past an obstacle. This study was entirely numerical. Multiple phenomena such as Mach

cones, bow shocks, and turbulence were observed in 3D simulations with damping. I used the Mach

cone observations to determine the speed of sound in the simulations, and also observed multiple

Mach cones with different opening angles, implying that the secondary cones ‘see’ a smaller speed of

sound compared to the primary cone. Bow shocks also showed a multi-part structure, with secondary

‘reflected’ bow shocks forming behind the obstacles due to recirculation zones as well as double bow

shocks forming in front of the obstacle. To the best of my knowledge, this is the first time double

bow shocks were reported in complex plasmas. These bow shocks were visually similar to those

observed in astrophysical plasmas, although their generation mechanism is different as astrophysical

bow shocks are produced due to interactions with magnetic fields instead of electric fields.

In the presence of damping, turbulence only appeared in regions where particles flowed directly

into a shock. The increased particle density, and thus increased strength of interparticle interactions,

led to the formation of vortices and, eventually, turbulence. The difficulty in studying turbulence in

general is partly due to the fact that it does not have an exact definition. In this work, I compiled

a list of commonly observed hallmarks of turbulence which I used as a working definition. These

hallmarks included the presence of vorticies, a chaotic and disordered flow pattern, increased fluid

mixing, increased flow resistance, and an energy cascade with a Kolmogorovian power law. For

turbulence in damped systems, there is an additional condition that needs to be fulfilled: the rate

of energy cascade needs to be higher than the damping rate. I checked each simulation for these

signatures of turbulence, and if it they were all present I could confidently say that the flow is turbulent

according to the working definition provided in this study.

In these simulations, I systematically changed flow parameters such as the speed and particle

charge to understand their effect on the onset of turbulence. Just by changing one of these parameters,

I was able to trigger turbulence in the simulations in a reproducible manner. The ability to consistently

and systematically trigger turbulence allowed for a study of the transition from laminar to turbulent

flow within a parameter regime available experimentally. The pressures I used in simulations are

easily achievable with the COMPACT facility, enabling future experimental investigations based on

these simulations. Furthermore, when I reduced the pressure down to 10−5 Pa to study undamped

turbulence, the simulations produced results similar to turbulence in conventional fluids such as water

without the presence of shocks. I also found that the onset of turbulence in complex plasmas follows

the same pathway as in conventional fluids, through intermittency in the form of transient turbulent
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puffs. This work then opens up a pathway to studying a transition from turbulence in undamped to

damped fluids, as well as the transition from laminar to turbulent flow at a particle-resolved level.

Finally, I discussed the emergence of electrorheological effects in complex plasmas. This work

was based on the experimental observations in the PK-4 lab on the ISS of microparticles crystallising

into SLCs. These experiments formed the basis of the simulations, whose aim was to investigate

the cause of the onset of SLC formation. The crystallisation of particles in SLCs occurred in the

presence of a directed ion flow relative to the microparticles. This causes a deformation of the ion

cloud leading to a buildup of excess positive charge in the wake of the particle, known as a positive ion

wake. This ion wake modifies the interparticle potential such that the particles can form SLCs, and it

was assumed that the modified interparticle potential due to the wakes would be (effectively) attractive

at long-range. As such, the simulations also investigated whether the ion focusing downstream the

microparticles due to a directed ion flow led to effective interparticle attraction, and whether that was

behind the formation of SLCs.

The simulations demonstrated an excellent qualitative agreement with experiments, and showed

that an effective interparticle attraction was not necessary. The simulations simply had a reduced

repulsion along the direction of SLC formation, and that proved sufficient. In fact, in simulations

where parameters were changed to produce interparticle attraction, particles experienced such high

accelerations that they escaped the bounds of the simulation box. This instability had also been

found in previous molecular dynamics simulations. Moreover, the timescale of SLC formation in

both simulation and experiment was much longer than the timescale of velocity equilibration. This

suggests that the process governing the formation of SLCs depends on more than just the temperature

of the microparticles. Analysis of the diffusion coefficient suggested that the process is led by particle

diffusion and is dependent on the geometry of the deformed ion (wake) cloud.

The excellent qualitative agreement between experimental and numerical data suggests that effec-

tive interparticle attraction is not necessary for the formation of SLCs in complex plasmas, and that a

reduced repulsion is sufficient. The agreement is qualitative at best, since calibration methods to aim

for quantitative results are so far lacking. Future investigations of SLC strength and stability could

be used adjust and fine-tune the simulation parameters to match experiments more closely such that a

quantitative comparison can be made.

Overall, I studied the emergence of a variety of collective effects in complex plasmas in this

thesis within the framework of interparticle interactions. I studied how a multitude of interactions

between individual particles can lead to collective behaviour that manifests as pattern formation or

phase changes or even turbulence. The studies I presented in this thesis not only provide insight

into the fundamental interactions of the microparticles, but also can be used as diagnostic tools for

experimental research to either estimate plasma parameters or even trigger and allow better control of

the onset of turbulence. The results of my thesis are not just limited to complex plasmas, but can also

be used to understand the similarities and differences between complex plasmas and conventional

fluids by understanding the onset of emergent phenomena in both. The field of complex plasmas is

rich with complex phenomena that emerges naturally as a result of many interparticle interactions.

The collective behaviour of particles leads to many more fascinating emergent phenomena that could

be the focus of future studies.
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Appendix A

LAMMPS input file to initialise 3D obstacle
imulation

units si
dimension 3
atom style charge
variable debye equal 100e-6 # m
lattice fcc 50e-6 # m

boundary pp pp pp

region box1 block 0 10e-3 0 3e-3 0 3e-3 units box
region box2 block 0.5e-3 4.5e-3 1e-3 1.5e-3 0.5e-3 0.9e-3 units box
region simbox union 2 box1 box2
create box 2 simbox

create atoms 1 region box2
group dust type 1
set type 1 charge -5.57e-16 # -3481 e
mass 1 3.053e-14 # kg

create atoms 2 single 4.5e-3 1.5e-3 2e-3 # position of obstacle
set type 2 charge +5e-12 # roughly 10,000 times dust charge, +3×107 e
mass 2 10 # 16 orders of magnitude higher than dust mass
group obstacle type 2

variable kappa equal 1/v debye
# cutoff for potential 10 times debye length
variable cutoff equal 10*v debye
neigh modify delay 0 every 1 check yes page 5000000 one 500000
pair style coul/debye $kappa $cutoff
pair coeff * * $cutoff

variable dust radius equal 1.69e-6 # m
variable pressure equal 150 # Pa
variable coeff equal 6.0899e-6 # with Tn 300K, rho 1510kg/m3
variable gammaEp equal (v coeff*v pressure)/(v dust radius)
variable gamma equal 1.0/v gammaEp
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fix damping dust langevin 5000 5000 $gamma 38533 tally yes
fix modify damping energy yes # adds to potential energy

timestep 1e-5
run 50000 # 0.5 s

# melt the lattice
fix melting dust temp/berendsen 5000 10000 1e-2

fix moveatoms all nve

thermo style custom step temp pe ke epair etotal
thermo 100

# output visual images if needed
#dump visuals all image 100 im.*.png type type adiam 5e-5 zoom 1.6

run 50000 # 0.5 s

timestep 1e-4
run 30000 # 3 s

unfix melting

timestep 1e-3
unfix damping

variable pressure equal 30

fix damping 2 dust langevin 3000 3000 $gamma 298 tally yes
fix modify damping 2 energy yes

run 20000 # 20 s

unfix damping 2
variable pressure equal 5
fix damping 3 dust langevin 1000 1000 $gamma 298 tally yes
fix modify damping 3 energy yes

run 20000 # 20 s

# save current state of particles to a binary restart file
write restart 3d obstacle.restart

# save position and velocity data for the current state of particles
# and use it to check if equilibrium has been reached
# dump eql all custom 1 eql.csv id x y z vx vy vz
# run 0
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LAMMPS input file for recrystallisation

# read previously saved particle states in a string
read restart string simulation.restart

variable Te equal 7.9
variable lambda d equal 190e-6 # κ ∼ 1.2
variable pressure equal {gaspress}
variable dust radius equal 1.9e-6
variable base temp equal 300
variable kappa equal 1/v lambda d

# electron screening length
variable kappae equal v kappa*sqrt(v base temp/(v Te*11600))

# cutoff distance for potential
variable cutoff equal 7*v lambda d
variable Mth equal 0.7
variable wd equal {wake d} # 55 used
variable wake delta equal v wd*1e-6 # 55e-6 m, or 55 um
variable wake z equal {wake c} # 0.2 used
pair style coul/string $kappa $kappae $cutoff $wake z $wake delta $Mth
$dust radius
pair coeff * * $cutoff

neighbor 1e-4 bin
neigh modify one 1000000
neigh modify delay 0 every 1 check yes page 100000 one 10000

# final temp to be reached during plasma off
variable final temp equal {temp} # 1200 K used

# equilibrium temp for plasma on
variable eq temp equal 300
variable coeff equal 6.0899e-6 # Tn 300K, rho 1510kg/m3

# epstein damping coefficient
variable gammaep equal (v coeff*v pressure)/v dust radius
variable gamma equal 1.0/v gammaep # damping coeff with units of time
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fix damping all langevin ${eq temp} ${eq temp} $gamma 38533 tally yes
fix modify damping energy yes # adds to potential energy

# output information to screen every 100 timesteps
thermo style custom step temp press pe ke epair etotal
thermo 100
fix moveatoms all nve
timestep 1e-5 # equal to 10 μs

# particle charge during plasma on -3481e
variable q equal -1.6e-19*3481

# rate of data collection is 1000 fps
dump data all custom 100 output.csv id x y z vx vy vz

# run for 1s
run 100000

# plasma gets turned off now
# increase thermostat temperature to final temp during plasma off phase
unfix damping
fix heating all langevin ${final temp} ${final temp} $gamma 3248 tally
yes
fix modify heating energy yes

# particle charge during plasma off -10e
variable q1 equal -1.6e-19*10
set atom * charge $q1

# simulate plasma off for 0.3s by heating the particles and reducing
particle charge
# run for 0.3s
run 30000

# plasma gets turned back on now
# reduce temperature and reset particle charge to -3481e
set atom * charge $q
unfix heating
fix new damping all langevin ${eq temp} ${eq temp} $gamma 8973 tally yes
fix modify new damping energy yes

# run for 4.7s for a total run time of 5s
run 470000
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List of Symbols

Constants

Symbol Name Value

ε0 Vacuum permittivity 8.85× 10−12 F/m

e Elementary charge 1.60× 10−19 C

g Acceleration due to gravity on Earth 9.81m/s2

kB Boltzmann’s constant 1.38× 10−23 J/K

Abbreviations

Acronym Description

2D Two Dimensional

3D Three Dimensional

AC Alternating Current

DC Direct Current

DML Direct Motion Limited

FCC Face-Centered Cubic

FPS Frames Per Second

FWHM Full Width at Half Maximum

ISS International Space Station

LAMMPS Large-scale Atomic/Molecular Massively Parallel Simulator

MD Molecular Dynamics

MF Melamine Formaldehyde

OML Orbital Motion Limited

PIC Particle In Cell

PK Plasmakristall

PO Particle Observation

RDF Radial Distribution Function
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LIST OF SYMBOLS

RF Radio Frequency

VDF Velocity Distribution Function

Greek symbols

Symbol Name Units

α Plasma ionisation fraction -

χ Measure of the ion streaming velocity in terms of the Mach number -

ΔT Temperature difference K

δt Timestep s

Δ Average interparticle distance μm

δ Duty cycle, δ = t+/T %

δEp Reflection parameter for neutral gas atoms -

η Kolmogorov length scale μm

Γ Coupling parameter -

γEp Epstein damping coefficient Hz, s

κ Screening parameter, κ = 1/λD μm−1

λDe Electron Debye length μm

λDi Ion Debye length μm

λD (Linearised) Debye length μm

λs Interpolated screening length μm

lnΛ Coulomb logarithm -

∇Tn Temperature gradient of the gas K/m

ν Viscosity mm2/s

ωcas Cascade rate Hz, s

ΩE Einstein frequency Hz, s

ωpx Plasma frequency, with x ∈ i, e, d referring to ions, electrons, and dust Hz, s

φ Electric potential V

ΦC Coulomb potential V

ΦY Yukawa potential V

ρd Microparticle mass density kg/m3

σ Cross section μm2
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LIST OF SYMBOLS

τ Ratio of electron to ion temperatures -

τn Kolmogorov time scale s

τpx Time scale 1/ωpx, with x ∈ i, e, d referring to ions, electrons, and dust s

θ Mach cone opening angle rad

ε Mean rate of energy dissipation per unit mass mm2/s3

ξ Collisionality parameter for DML theory -

ζ Angle between ion flow and vector connecting the microparticles rad

Latin symbols

Symbol Name Units

a Radius of dust particle μm

A Neutral gas atom -

A+ Positive gas ion -

b Impact parameter μm

bπ/2 Impact parameter for a 90◦ deflection angle μm

C Capacitance F

Cs Sound speed mm/s

D Diffusion coefficient m2/s

e− Electron -

E Energy eV

E Electric field V/m

f Frequency Hz, s

F Force (acting on the microparticles) N

g(r) Radial distribution function -

g2D 2D Pair correlation function -

G 3D Pair correlation function -

Gφ Angular integral of G(r, θ, φ) rad−1

Gθ Angular integral of G(r, θ, φ) rad−1

I Current A

k Wave-vector mm−1

kn Thermal conductivity W/mK
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LIST OF SYMBOLS

l Mean free path μm

L Angular momentum kgm2/s

mx Mass with x ∈ i, e, d referring to ions, electrons, and dust kg

M Mach number -

Mth Ion thermal Mach number -

nx Number density with x ∈ i, e, d referring to ions, electrons, and dust m−3

N Number of dust particles -

P Pressure Pa

q Microparticle charge C

r Interparticle distance μm

rw Wake distance μm

R Radius of droplet mm

� Reynolds number -

t+ Time duration where AC current is positive s

Tx Temperature with x ∈ i, e, d referring to ions, electrons, and dust K

T Period of AC current s

vi Ion velocity mm/s

vx Microparticle velocity along x-axis, similarly for y, and z mm/s

w Vorticity s−1

wc Wake charge -

Zd Number of electrons collected by a particle; Particle charge / e -
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