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Abstract 
 

Notch-mediated signal transduction plays a pivotal role for multiple biological processes in 

development, differentiation and cell homeostasis. Its dysregulation has been linked to 

several diseases, including different types of cancer. RBPJ is the central transcription factor 

in Notch signaling, which functions as a molecular switch acting either as an activator or a 

repressor depending on the activation state of Notch signaling. The RBPJ/Notch complex 

recruits different co-factors influencing the adjacent chromatin structure and thereby controls 

transcription. The transcriptional outcome of the Notch pathway is highly context-dependent 

and therefore difficult to define. In addition, the repressive function of RBPJ and the role of 

RBPJ in chromatin regulation and signaling dynamics still remain enigmatic.  

In this study, transcriptomics and epigenomics approaches were used to characterize both 

the repressive and activating function of RBPJ. Surprisingly, only a small subset of RBPJ 

sites act as repressors or activators of Notch target genes and can alter chromatin structure 

accordingly. I was able to show that RBPJ does not appear to act as a repressor and 

activator of all Notch target genes equally, rather there are distinct clusters of RBPJ/Notch-

mediated transcriptional responses. These Notch-dependent or Notch-independent clusters 

are associated with distinct biological functions. Furthermore, the responsive RBPJ sites are 

characterized by comparable features like genomic location and binding strength. Strikingly, 

these features turned out to be evolutionary conserved, cell-type independent and allowed 

to computationally predict the responsiveness of RBPJ sites using only RBPJ ChIP-seq data 

in several cellular models. Taken together, my studies of the repressive and activating 

functions of RBPJ provide a redefined model for the transcriptional response mediated by 

Notch. Ultimately, this leads to a better understanding of distinct functions of RBPJ and a 

more accurate identification of Notch target genes. It is likely that the rules for Notch 

responsiveness and RBPJ binding, or at least comparable ones, are valid to be applied for 

several other inducible systems and their corresponding transcription factors. 
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Zusammenfassung 
 

Der Notch-Signalweg spielt eine wichtige Rolle für zahlreiche biologische Prozesse in der 

Entwicklung, Differenzierung und Zellhomöostase. Seine Dysregulation wurde mit 

unterschiedlichen Krankheiten, einschließlich verschiedener Krebsarten, in Verbindung 

gebracht. RBPJ ist der zentrale Transkriptionsfaktor des Notch-Signalweges und fungiert 

als molekularer Schalter, der je nach Aktivierungszustand des Notch-Signalweges entweder 

als Aktivator oder als Repressor wirkt. Der RBPJ/Notch-Komplex rekrutiert verschiedene 

Kofaktoren, die die angrenzende Chromatinstruktur beeinflussen und dadurch die 

Transkription regulieren können. Die transkriptionellen Folgen des Notch-Signalweges sind 

stark vom zellulären Kontext abhängig und daher schwer zu verallgemeinern. Darüber 

hinaus sind die repressive Funktion von RBPJ und die Rolle von RBPJ bei der 

Chromatinregulation immer noch nicht vollständig verstanden.  

In meiner Thesis wurden verschiedene transkriptomische und epigenomische Datensätze 

verwendet, um sowohl die repressive als auch die aktivierende Funktion von RBPJ zu 

charakterisieren. Überraschenderweise wirkt nur eine kleine Gruppe von RBPJ-Bindungen 

als Repressoren oder Aktivatoren von Notch-Zielgenen und kann die Chromatinstruktur 

entsprechend verändern. Ich konnte zeigen, dass RBPJ nicht als Repressor und Aktivator 

für alle Notch-Zielgene gleichermaßen wirkt, sondern dass es verschiedene Cluster von 

RBPJ/Notch-vermittelten transkriptionellen Reaktionen gibt. Diese Notch-abhängigen oder 

Notch-unabhängigen Cluster repräsentieren unterschiedlichen biologischen Funktionen. 

Des Weiteren haben transkriptionell responsive RBPJ-Bindungen vergleichbare Merkmale 

wie genomische Lage und Bindungsstärke. Diese Merkmale erwiesen sich als evolutionär 

konserviert, zelltypunabhängig und ermöglichten eine Vorhersage der transkriptionell 

responsiven RBPJ-Bindungen. Hierfür sind RBPJ ChIP-seq Daten ausreichend. 

Zusammengefasst liefern meine Ergebnisse der repressiven und aktivierenden Funktionen 

von RBPJ ein neu definiertes Modell für die von Notch vermittelte Transkriptionsantwort. 

Letztendlich führt dies zu einem besseren Verständnis der verschiedenen Funktionen von 

RBPJ und zu einer genaueren Identifizierung von Notch-Zielgenen. Es ist wahrscheinlich, 

dass die Regeln für die transkriptionell responsiven RBPJ-Bindungen, oder zumindest 

vergleichbare Regeln, auch für andere induzierbare Systeme und die entsprechenden 

Transkriptionsfaktoren gelten. 
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1. Introduction 
 

1.1. The mammalian genome  

Deoxyribonucleic acid (DNA) encodes the genetic information, which is the basis of all life 

as we know it. It is composed of nucleic acid base pairs whose sequence are ciphering the 

code of life. The genome itself can be divided into different regions with distinct functions. 

The most prominent regions are so called protein-coding genes (Crick et al. 1961). Genes 

can be transcribed into messenger RNA (mRNA) by the RNA polymerase. The resulting 

mRNA is translocated from the nucleus into the cytoplasm. Here, these mRNAs are 

translated at the ribosome to synthesize functional proteins needed to catalyze biological 

processes (Roeder and Rutter 1969; Boeger et al. 2005). The rate at which genes are 

transcribed is regulated by specific proteins, the so-called transcription factors (TFs). These 

TFs can recognize specific DNA sequences, e.g. at promoter regions of genes or distal 

regulatory regions (enhancers), bind to them and thus initiate or enhance the transcription 

of the associated genes (Latchman 1993). However, protein coding genes are making up 

only around 1.5% of the whole DNA sequence (Lander et al. 2001; Pennisi 2001; Venter et 

al. 2001). The vast majority of the DNA is referred to as noncoding regions, which include 

highly repetitive elements and regulatory regions amongst others (ENCODE Project 

Consortium 2012; Perenthaler et al. 2019).  

The human genome contains about 3.2 billion base pairs, which is equivalent to 2 meters in 

length if it would be stretched out (Alberts et al. 2002). That is why, in order to fit into a 

nucleus of roughly 6 μm, the DNA needs to be tightly packed (Bloomfield 1996). In 

eukaryotes, this is achieved by wrapping the DNA around a protein complex called a 

nucleosome. The nucleosome consists of eight core histone proteins, two of each H2A, H2B, 

H3 and H4 and the linker histone H1 (Kornberg 1974; Olins and Olins 1974; Woodcock et 

al. 1976). These complexes are wrapped by 147 base pairs of DNA and are referred to as 

a “beads on a string” structure (Olins and Olins 2003). This structure can be further 

condensed until it becomes a chromosome during the metaphase (Finch and Klug 1976; 

Sedat and Manuelidis 1978). The entire complex of DNA and the above-mentioned histone 

proteins is called chromatin. 

In mammals, all somatic cells are descendants of one fertilized ovum and therefore contain 

the same genetic code (Nanney 1958; Jacob and Monod 1961). Nevertheless, the cells of 

different tissues differ drastically regarding their function and structure. This is possible 
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because different cells express specific genes and thus possess a cell-specific composition 

of proteins. The underlying mechanism is called transcriptional regulation and can explain 

the phenotypic differences between cells even though they share the same genetic code. 

Transcriptional regulation is not only critical for cellular differentiation during the 

development of a multicellular organism, but also plays a major role in cellular responses to 

various stimuli. In addition, dysregulation of transcription is associated with many disease 

(Lee and Young 2013).  

 

 

1.2. Regulation of transcription 

The precise regulation of gene transcription is of utmost importance to the fundamental 

processes of cells, tissues and whole multicellular organisms. In the next chapter, some of 

the known mechanisms for regulating transcription in eukaryotes will be highlighted. 

 

1.2.1. Chromatin conformation 

Chromatin plays the central role in the condensation of DNA during cell division, however, it 

plays an important role in the transcriptional regulation, as well. As early as the 1920s, the 

observation of the differently strongly stained parts of chromatin during cell division was 

made. These two different forms of chromatin were described by Emil Heitz as euchromatin 

and heterochromatin (Heitz 1928). Due to their different densities, the hypothesis was 

formulated that euchromatic regions are genetically active, while heterochromatic regions 

are not (Heitz 1929). Subsequent studies confirmed that euchromatin consists of the looser 

regions, whereas heterochromatin is more compacted and that euchromatic regions are 

generally more transcriptionally active compared to heterochromatic regions (Trojer and 

Reinberg 2007). As a result of their less dense packing, euchromatic regions are much more 

accessible for proteins, like TFs, hence enabling transcription. In contrast, the compact 

packing of heterochromatin prevents the binding of proteins and thus hinders transcription. 

Heterochromatin can be further divided into facultative or constitutive heterochromatin 

(Brown 1966). Constitutive heterochromatin is found at gene-poor regions, that contain a lot 

of repetitive elements like in the telomeric or centromeric regions. Furthermore, it was shown 

that constitutive heterochromatic regions are in general conserved between different cell 

types. In contrast, facultative heterochromatin can be converted into euchromatin and vice 
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versa and is found at genes that need to be silenced after certain developmental processes 

(Trojer and Reinberg 2007; Saksouk et al. 2015).  

As described, heterochromatic and euchromatic regions differ strongly in their function and 

structure. Multiple mechanisms were identified that are known to influence the structure of 

chromatin.  

First, there are specific variants of histones, such as H2A.Z, that can replace the canonical 

histones within the nucleosome (Raisner et al. 2005; Giaimo et al. 2018) (Fig. 1A). To 

achieve this, various chaperones and chromatin remodelers can incorporate the variants 

into the nucleosome. These variants can deviate significantly from their canonical 

counterparts in regards of their amino acid sequence and thus in their associated function. 

Histone variants can directly or indirectly affect the nucleosome structure and are known to 

be involved in lineage commitment, transcriptional regulation, DNA repair, chromosome 

segregation and more (Buschbeck and Hake 2017; Giaimo et al. 2019).  

Next, are ATP-dependent chromatin remodelers (Swygert and Peterson 2014) (Fig. 1B). 

These proteins consume energy to alter the chromatin structure. In addition to the 

incorporation of histone variants, they can lead to a relocalization (“sliding”) of the 

nucleosomes by detaching the DNA resulting in more or less accessible DNA. Furthermore, 

chromatin remodelers can interact with the posttranslational modifications of histones 

(Reyes et al. 2021).  

Finally, the posttranslational modifications (PTMs) of the N-terminal tail of histones have a 

profound influence on the structure of the chromatin (Cheung et al. 2000; Bannister and 

Kouzarides 2011) (Fig. 1C). Over the time multiple modifications were identified, including 

acetylation, methylation, phosphorylation, ubiquitination and SUMOylation. These 

modifications can be localized at various amino acids of different histone tails. Depending 

on the modification and the affected amino acids, the PTMs have different effects. 

Conserved combination of histone PTMs are associated with distinct regions and/or 

functions of the chromatin (Fig. 1D). In addition, there are different groups of enzymes that 

can interact with those PTMs. In simple terms, these can be divided into “readers” which 

recognize and interact with a particular histone PTM, “writers” and “erasers” which set or 

remove histone PTMs, respectively (Strahl and Allis 2000; Gillette and Hill 2015). 

In general, acetylation of lysines at the histones tails is associated with more active 

chromatin. Acetylation neutralizes the positive charge of lysine, resulting in weaker binding 
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of DNA to histones. This weaker binding is accompanied by a more accessible DNA and 

allows for better interaction with proteins such as TFs. Acetylation is regulated by two 

opposing families of enzymes. The histone acetyltransferases (HAT) are able to catalyze 

the transfer of an acetyl group to the histone tail, while the histone deacetylases (HDAC) do 

the opposite. (Allfrey et al. 1964; Hebbes et al. 1988; Thorne et al. 1990; Sterner and Berger 

2000; Kouzarides 2007) 

Histone methylation typically occurs at lysines or arginines at the histone tails. Lysines can 

be mono-, di-, or trimethylated. The function of lysine methylation is more diverse compared 

to acetylation, as it does not affect the charge of the histone itself and subsequently does 

not directly regulate the structure of chromatin. Methylation is associated with both activation 

and repression of transcription and plays an important role in the formation of 

heterochromatin and X-chromosome inactivation. This can be achieved by chromatin 

binding proteins that recognize and bind the methylated histones and subsequently affect 

the chromatin structure or gene transcription. Lysine methylation is catalyzed by lysine 

methyltransferases and demethylation by histone demethylase (Rea et al. 2000; Shi et al. 

2004; Whetstine et al. 2006; Bannister and Kouzarides 2011; Huang and Zhu 2018). 

In summary, several mechanisms are known to alter the chromatin conformation including 

histone variants, PTMs and chromatin remodelers. Importantly, these mechanisms are 

interrelated and can regulate each other. 
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Figure 1) Schematic representation of mechanisms that influence the chromatin 
conformation and gene regulation. A) Incorporation of histone variants, B) ATP-
dependent remodeling and C) histone PTMs and their readers (ac = acetylation of histone 
tails, me = methylation of histone tails). D) Schematic of conserved combinations of histone 
PTMs, which are associated with distinct functions or genomic regions leading to different 
activation state of the associated genes. 

 

 

 

1.2.2. Transcription factors 

The term transcription factor was initially chosen for proteins that can alter the expression 

(transcription) of genes or are involved in this process (Matsui et al. 1980). Nowadays, the 

definition of a TF has been refined. While the ability to affect transcription is still a 

prerequisite, an equally important feature of a TF is its ability to bind to a specific DNA 

sequence, a so-called motif (Latchman 1993).  

The combinatory network of multiple TFs, orchestrating the expression of thousands of 

genes, plays a pivotal role in the precise regulation of different transcriptional programs 

(Sonawane et al. 2017). These programs, and therefore their associated TFs, are required 

for many biological processes, such as different developmental stages or as a response 

upon stimuli. Thus, aberrant expression and regulation of TFs is frequently found as the 

cause for various diseases, from cancer to developmental disorders (Alitalo et al. 1983; Spitz 
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and Furlong 2012; Bushweller 2019). Overall, TFs can be divided into ubiquitously 

expressed ones, like CCCTC-binding factor (CTCF) or the specificity protein 1 (SP1), that 

play an important role in many cell types or specific TFs, which are only expressed in a 

tissue-specific manner (Pugh and Tjian 1990; Filippova et al. 1996; Zhou et al. 2017). It has 

to be noted that TF expression is not binary (expressed or not expressed), but the graded 

degree of expression is important. Moreover, TFs can regulate their own expression, thus 

adding an additional layer of fine tuning the transcription (Ravasi et al. 2010).  

In general, TFs can either act as an activator or a repressor of transcription by binding 

directly to the promoter regions of genes or at distal regulatory regions (Heintzman et al. 

2007; Palstra and Grosveld 2012). To exert their effect on transcription, TFs have several 

modes of function, which often involve interactions with additional proteins to form a 

multiprotein complex. On the one hand, TFs are crucial for the initiation of gene expression 

by regulating the interaction of DNA with the RNA polymerase (Horikoshi et al. 1988; Tsai 

and Sigler 2000; Kornberg 2007). On the other hand, TFs are also able to inhibit the 

interaction of the RNA polymerase with the promoter regions, thereby repressing 

transcription (Ohkuma et al. 1990; Um et al. 1995; Gaston and Jayaraman 2003). 

Additionally, TFs can modify the adjacent chromatin to regulate the transcription. This can 

be achieved by the recruitment of additional co-factors. These modifications of the chromatin 

include the ATP-dependent remodeling, PTM of histones, incorporation of histone variants 

and more, which in turn affects levels of transcription (Weber and Henikoff 2014; Zhang et 

al. 2018; Jian et al. 2021). 

TFs can also act as insulators inhibiting long-range interactions between enhancers and 

promoters or protect open chromatin regions by blocking the spread of heterochromatin 

(Brasset and Vaury 2005).  

Finally, the pioneer TFs can bind to the inaccessible heterochromatic regions and recruit 

ATP-dependent remodelers, resulting in less condensed chromatin and thus enabling the 

binding of further TFs. Additionally, some pioneering TFs bind to inactive regulatory regions 

(e.g. primed enhancer), allowing the binding of further TFs to activate them. In summary, 

pioneer factors are important for the initiation of transcription, especially in condensed 

chromatin (Zaret and Carroll 2011; Zaret 2020). 
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1.2.3. Methylation of DNA  

DNA methylation represents also an important mechanism for the transcriptional regulation 

(Miller and Grant 2013). In this case, a methyl group is transferred onto the C5 position of 

the cytosine resulting in a 5-methylcytosine. This is accomplished by a family of enzymes 

called DNA methyltransferases (Bestor et al. 1988). Demethylation of cytosine can be 

achieved by TET methylcytosine dioxygenases (Tahiliani et al. 2009). Typically, DNA 

methylation is associated with the repression of genes and has critical functions in 

imprinting, X-chromosome inactivation and the repression of germline-specific genes. The 

methylation of cytosines usually occurs at symmetrical CpG dinucleotides. CpGs are 

generally rarely found in the mammalian genome, except in so-called CpG islands (CGI) 

(Ehrlich et al. 1982). CGIs are highly enriched at promoter regions, especially at 

housekeeping genes. In contrast to typical CpG sites, CpG islands are rarely methylated 

(Bird et al. 1985; Miller and Grant 2013).  

 

 

1.2.4. Super enhancers 

Enhancer regions are central for the precise regulation of gene transcription. Genome-wide 

binding studies (e.g. ChIP-seq) for typical enhancer marks have revealed a subset of 

atypical enhancers. These enhancer clusters have been termed "super-enhancers" (SEs) 

by Young and colleagues (Lovén et al. 2013; Whyte et al. 2013) and "stretch enhancers" by 

Collins and colleagues (Parker et al. 2013). SEs contain multiple enhancer clusters, span 

broader regions than the average enhancer and are more strongly associated with active 

enhancer marks such as H3K27ac or the Mediator complex (Whyte et al. 2013). Several 

studies linked SEs to basic processes such as regulation of genes vital for cell identity. In 

addition, dysregulation of SEs have been linked to various diseases, including cancer 

(Lovén et al. 2013; Liu et al. 2022; Yoshino and Suzuki 2022). Although some groups find 

the use of the term SE problematic due to the lack of functional definition and arbitrary 

chosen cutoffs of binding strength between “normal” and “super” enhancers, these regions 

clearly represent the most active enhancers within a cell and therefore appear to be 

important for transcriptional regulation (Pott and Lieb 2015). 
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1.3. The Notch signal transduction pathway 

The development of a single zygote into a multicellular organism containing many different 

cell types organized in complex tissues is an intricate process that needs to be precisely 

regulated (Sanz-Ezquerro et al. 2017). Essential for developmental processes are signaling 

pathways that lead to the execution of the respective transcriptional programs, which 

orchestrate cell differentiation and determination. A set of highly conserved signaling 

pathways including Notch are pivotal for the correct regulation of the development process 

in many species (Artavanis-Tsakonas et al. 1999; Sanz-Ezquerro et al. 2017).  

 

1.3.1. A brief history of the Notch pathway 

In 1914, John S. Dexter described the Notch phenotype in Drosophila melanogaster as a 

small notch in the wing margin (Dexter 1914). Shortly thereafter, the alleles of the associated 

gene were identified by Thomas Hunt Morgan (Morgan 1917). In the 1980s, the group of 

Spyros Artavanis-Tsakonas succeeded in elucidating the structure of the Notch gene and 

the Notch protein. They were able to isolate (Artavanis-Tsakonas et al. 1983) and sequence 

(Wharton et al. 1985) the Notch gene and identified that the putative Notch protein spans 

the membrane and contains epidermal growth factor (EGF)-like repeats (Kidd et al. 1986). 

Notch homologs were found in other species including lin-12 (Yochem et al. 1988) and glp-

1 (Austin and Kimble 1989) in Caenorhabditis elegans, Xotch (Coffman et al. 1990) in 

Xenopus, LvNotch (Sherwood and McClay 1997) in sea urchin, int-3 (Robbins et al. 1992; 

del Amo et al. 1993) in mouse or TAN-1 (Ellisen et al. 1991; Aster et al. 1994) in humans. 

Later studies have shown that Notch is highly conserved in metazoans (Gazave et al. 2009; 

Theodosiou et al. 2009).  

An important milestone in understanding the Notch signaling pathway was the 1991 finding 

that the Notch transmembrane receptor can interact with another transmembrane receptor 

called Delta (Rebay et al. 1991). Based on this discovery, Notch was hypothesized to be 

important for cell-cell interactions, which was later confirmed by several groups (reviewed in 

(Artavanis-Tsakonas et al. 1999).  

Over the decades, numerous functions for the Notch signaling pathway were unraveled. As 

early as the 1930s, Donald F. Poulson showed that Notch is essential for embryonic 

development (Poulson 1937). This was later confirmed by Artavanis-Tsakonas and 

colleagues when they described that a complete deletion of Notch resulted in failure of 

correct neurogenic tissue development (Artavanis-Tsakonas et al. 1983).  
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1.3.2. The role of the Notch pathway in mammalian development  

Notch signaling is important in many biological processes, including the development and 

homeostasis of somite-derived organs, vasculature, heart, nervous system, hematopoietic 

systems and other tissues. (reviewed in (Siebel and Lendahl 2017; Zhou et al. 2022) (Fig. 

2A & B). In addition, Notch signaling has important functions in the maintenance of 

progenitor stem cells (VanDussen et al. 2012; Dray et al. 2021), temporal and spatial 

expression of Notch during e.g. organogenesis (Mishra et al. 2001; Tokunaga et al. 2004) 

and damage repair of organs (Minnis-Lyons et al. 2021). One of the best described functions 

of Notch is its activity in the development of T-cells (Fig. 2C).  

Several studies have shown that T-cell development does not occur in the absence of 

Notch1. Instead, there is even an accumulation of B-cells (Radtke et al. 1999; Han et al. 

2002). Accordingly, hyperactivation of Notch leads to an increase of T-cell numbers and a 

reduction of B-cell numbers (Pui et al. 1999). This highlights the importance of the Notch 

pathway for the T-cell lineage commitment and the T-cell development. T-cells have their 

origin in hematopoietic stem cells (HSCs), which reside in the bone marrow (T-cell 

development is reviewed in (Rothenberg et al. 2008). The HSCs migrate into the thymus, 

colonize there and then are called immature thymocytes. Interaction between immature 

thymocytes and thymic epithelial cells (TECs), which constitutively express the Notch ligand 

DLL4, leads to differentiation into early T-cell precursors (ETP). The expression of DLL4 in 

TECs is a prerequisite for the differentiation of T-cells and its depletion leads to an ectopic 

appearance of immature B-cells (Koch et al. 2008). The ETPs, still double negative stages 

for CD4 and CD8 coreceptors (DN; CD4- & CD8-), develop further through DN1 and DN2 

stages, which also depends on Notch expression (Schmitt et al. 2004; Taghon et al. 2005). 

Interestingly, artificial expression of the Notch inhibitor NRAP leads to a stop of progression 

during maturation (Yun and Bevan 2003). DN3 stage cells express the pre T-cell receptor 

(TCR) and are now completely committed for T-cells. Next, the TCR gene rearrangement 

takes place, which is followed by the decision for the either αβ or γδ T-cell lineages. Again, 

Notch plays a role in this decision, here lower levels of Notch are associated with a 

decreased likelihood to become αβ T-cells (Garbe et al. 2006; Ciofani et al. 2006). αβ T-

cells develop into CD4 & CD8 double positive (DP) thymocytes, which later differentiate into 

CD4 or CD8 single positive (SP) thymocytes.  
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Figure 2) Schematic representation of the functions of the Notch signaling pathway. 
Functions associated with A) developmental processes, B) tissue homeostasis or C) T-cell 
development. BM = bone marrow, ETP = early T-cell precursors, DN = double negative, DP 
= double positive, HSC = hematopoietic stem cells, SP = single positive. Red arrows indicate 
developmental steps that have been associated with Notch signaling.  

 

 

 

1.3.3. The role of the Notch pathway in cancer and other diseases  

In the last three decades, the Notch pathway has been frequently linked to cancer. Often 

Notch directs the decision between differentiation and proliferation. Thus, it can take either 

an oncogenic or tumor-suppressive role, depending on the context. Notch can have an 

oncogenic function in most leukemias (Pear et al. 1996; Weng et al. 2004; Herranz et al. 

2014), breast cancer (Reedijk et al. 2005; Stylianou et al. 2006) and hepatocellular cancer 

(Razumilava and Gores 2013; Zhu et al. 2021). In contrast, Notch acts as a tumor 

suppressor in squamous cell carcinoma (Pickering et al. 2014) and neuroendocrine tumors 

(Rekhtman et al. 2016). In 2017, Aster, Pear and Blacklow summarized that Notch signaling 

affects all cancer hallmarks (Aster et al. 2017), as described by Hanahan and Weinberg 

(Hanahan and Weinberg 2011). In this context, the function and contribution of Notch 

signaling in a specific cancer depends strongly on the type of cancer. 



1. Introduction 

21 
 

In 1991, it was first discovered that patients with T-cell acute lymphoblastic leukemia (T-

ALL) suffer from a chromosomal translocation of the NOTCH1 gene (Ellisen et al. 1991). 

This was confirmed in mice (Pear et al. 1996) and later it was identified that over 50% of all 

T-ALL patients have activation mutations of NOTCH1 (Weng et al. 2004). These mutations 

result in a ligand-independent activation or a prolonged half-life, respectively. However, the 

previously described translocation of NOTCH1 occurs in only less than 1% of the patients. 

Similar to Notch1, hyperactivating mutations of the NOTCH3 gene have also been 

discovered in T-ALL, which results in a comparable Notch signature as the mentioned 

NOTCH1 mutations (Bernasconi-Elias et al. 2016).  

Triple negative breast cancer (TNBC) is a subtype of breast cancer (BC) characterized by 

the lack of estrogen receptor (ER), progesterone receptor (PR) and human epidermal growth 

factor receptor 2 (HER2) (Abramson et al. 2015). Patients with TNBC have a higher mortality 

rate and an increased likelihood of relapsing rate within the first five years compared to other 

types of BC (Dent et al. 2007). Furthermore, expression of a constitutively active form of 

Notch1 has been shown to contribute to breast cancer development in mice (Kiaris et al. 

2004) and high level of NOTCH1 is associated with poor patients survival (Reedijk et al. 

2005). Additionally, NOTCH1 and NOTCH4 are valid biomarkers for TNBC compared to 

hormone positive breast cancer, as they are much stronger expressed and subcellular 

localized in the nucleus (Speiser et al. 2012). Approximately 13% of TNBC patients have 

mutations of NOTCH1, that results in a ligand-independent activation or an increased half-

life of the protein (Wang et al. 2015). This is comparable to the mutations identified in T-ALL 

patients. Furthermore, other studies showed a positive correlation between Notch 

expression and pAKT and nuclear NF-κB signaling (Zhu et al. 2013). 

Moreover, mutations of the Notch receptors, their ligands or the downstream components 

of Notch signaling lead various noncancerous diseases such as CADASIL (Joutel et al. 

1996), Alagille syndrome (Li et al. 1997) or Adams-Oliver syndrome (Hassed et al. 2012; 

Stittrich et al. 2014). 
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1.3.4. Activation of the Notch pathway 

In contrast to Drosophila, mammals have four paralogous Notch genes (Larsson et al. 1994; 

Sugaya et al. 1997). These encode four transmembrane receptors that have both redundant 

and unique functions. The overall structure of the four Notch proteins is similar and each 

receptor contains three domains: The Notch extracellular domain (NECD), the 

transmembrane (TM) domain and the Notch intracellular domain (NICD) (Kojika and Griffin 

2001). 

The NECD consists of 29-36 tandem epidermal growth factor (EGF)-like repeats, depending 

on the Notch receptor (Wharton et al. 1985; Lardelli et al. 1994; Uyttendaele et al. 1996; 

Gallahan and Callahan 1997). These EGF-like repeats are necessary for the interaction with 

the ligands that initiate the activation of Notch signaling (Rebay et al. 1991). Structurally, 

EGF is followed by a unique negative regulatory region (NRR) that contains three cysteine-

rich Lin12 Notch repeats, as well as the heterodimerization domain. This NRR harbors the 

S2 cleavage sites for metalloproteases (Brou et al. 2000; Stephenson and Avis 2012). The 

TM domain contains the S3 cleave site for the γ-secretase complex. The NICD contains an 

N-terminal RAM (recombination binding protein-J -associated module) domain, followed by 

seven ankyrin repeats (ANK), the NOTCH cytokine response (NCR) region and the 

transactivation domain (TAD). At the very C-terminus is the PEST (proline/glutamic 

acid/serine/threonine) region, which is required for recruitment of the ubiquitin ligase 

complex, which is necessary for proteasome-dependent degradation of the NICD 

(Rechsteiner and Rogers 1996; Gupta-Rossi et al. 2001; Fryer et al. 2004; Carrieri and Dale 

2016). The overall structure of the Notch receptor is reviewed in depth in (Gordon et al. 

2008) (Fig. 3). 

Five different Notch ligands have been described in mice and humans: Delta-like ligand 1 

(DLL1), delta-like ligand 3 (DLL3), delta-like ligand 4 (DLL4), Jagged1 (JAG1) and Jagged2 

(JAG2) (Fig. 3). All of these ligands are also transmembrane proteins with extracellular 

domains that harbor multiple EGF-like repeats. The EGF-like repeats, along with other 

motifs, form the interaction point of Notch receptors with their ligand (D'Souza et al. 2010). 

Each individual ligand is associated with different biological functions, including typical cell-

cell communication, but also specific ones such as the induction of apoptosis (Maemura et 

al. 2013). 

After translation in the endoplasmic reticulum, the Notch receptor is processed at the S1 

cleavage site by furin-like convertase in the Golgi compartment, followed by the 
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translocation to the cell membrane lake (Lake et al. 2009). Here, upon binding of the ligand 

to the NECD, the conformation of the NECD changes, leading to an exposition of the S2 

cleavage site. This S2 site is then recognized and cleaved by the metalloprotease (ADAM), 

resulting in the removal of the NECD (van Tetering et al. 2009). The remaining protein, 

composed of the TM domain and the NICD, is called NOTCH extracellular truncation 

(NEXT). NEXT is subsequently cleaved at the S3 site by the γ-secretase complex, leading 

to the release of the NICD from the membrane (Mumm et al. 2000). The NICD is then 

translocated into the nucleus and interacts with the transcription factor recombination 

binding protein-J (RBPJ) via the NICDs RAM domain (Tamura et al. 1995). An inactivation 

of the Notch signaling is mediated through proteasomal degradation of the NICD, after poly-

ubiquitylation by FBWX7 (Fig. 4).  

 

 

Figure 3) Illustration of the Notch1, Notch3 and Notch4 receptors, as well as their 
ligands Jagged1 and Delta-like 1. Abbreviations: NECD = Notch extracellular domain; TM 
= transmembrane domain; NICD = Notch intracellular domain; EGF = epidermal growth 
factor; NRR = negative regulatory region; LNR = Lin12 Notch repeats; HD = 
heterodimerization domain; RAM = recombination binding protein-J -associated module; 
ANK = ankyrin repeats; NCR = NOTCH cytokine response; TAD = transactivation domain; 
PEST = proline/glutamic acid/serine/threonine; SPa = single-pass; MNNL = NOTCH ligand 
N-terminal domain; DSL = Delta/Serrate/LAG-2 domain; Cys = cysteine, PDZL = post-
synaptic density protein ligand. Modified after (Arruga et al. 2018). 

 

 



1. Introduction 

24 
 

1.3.5. Transcriptional response upon Notch activation  

RBPJ, also known as CSL (CBF1/Su(H)/Lag-1), is the central transcription factor in Notch 

signal transduction (Lake et al. 2014). It is ubiquitously expressed (Hamaguchi et al. 1992) 

and is already essential for embryonic developmental (Oka et al. 1995). RBPJ consists of 

three domains, the NTD (N-terminal domain), BTD (β-trefoil domain) and CTD (C-terminal 

domain) and binds to DNA via the NTD and BTD (Nam et al. 2006; Wilson and Kovall 2006). 

Genome-wide binding studies have shown that RBPJ can bind to either promoter or 

enhancer regions in order to regulate transcription (Wang et al. 2011; Wang et al. 2014).  

In the absence of the NICD, the transcription factor RBPJ acts as an active repressor of 

transcription (Hsieh et al. 1996; Furriols and Bray 2001). Over the years, several repressive 

mechanisms of RBPJ have been identified. RBPJ can either directly repress transcription 

by directly interacting with TFIID/TFIIA (Olave et al. 1998) or is able to recruit various co-

repressors to from a repressive complex. Known co-repressors include SHARP (Oswald et 

al. 2002), KyoT2 (Taniguchi et al. 1998) and L3MBTL3 (Xu et al. 2017). Although they do 

not share identical sequences, many co-repressors interact with the same domains of RBPJ 

(Hall et al. 2022). The repressor complexes include histone modifying enzymes like HDACs 

and the histone H3K4me3 demethylase KDM5A, that inactivate the surrounding chromatin 

(Kao et al. 1998; Liefke et al. 2010; Oswald et al. 2016).  

Upon ligand binding the NICD translocates into the nucleus and binds to RBPJ (Tamura et 

al. 1995). The interaction of the NICDs and RBPJ leads to recruitment of the co-activator 

Mastermind-like (MAML) (Jeffries et al. 2002). The MAML/NICD/RBPJ ternary complex 

(Nam et al. 2006; Wilson and Kovall 2006) leads to the recruitment of the HATs p300 and 

PCAF (Oswald et al. 2001; Wallberg et al. 2002; Guarani et al. 2011) and chromatin 

remodelers (Pillidge and Bray 2019). This results in an active chromatin state, leading to the 

transcription of Notch target genes. In addition, the binding of MAML with NICD/RBPJ 

increases the DNA binding capabilities of the complex (Wu et al. 2000; Rogers et al. 2020).  

However, several studies have revealed another layer of regulation of Notch target genes. 

It was found that two RBPJ binding motifs in a head-to-head arrangement are located at 

some regulatory regions of known Notch target genes (Nam et al. 2007). These sites lead 

to the formation of a dimeric Notch transcription complexes, which is more stable compared 

to a single bound RBPJ. This dimeric complexes play an important role in leukemogenesis 

and T-cell development (Liu et al. 2010).  
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Furthermore, the Stunnenberg group has found that RBPJ binds DNA in a methylation-

dependent manner (Bartels et al. 2011). More specifically, RBPJ can bind strongly to a 

methylated and mutated consensus motif (GCmGGGAA), which is only weakly bound in its 

unmethylated form. Following publications identified that RBPJ binds methylated GC 

repressor elements, resulting in a specific gene expression pattern in the smooth muscle 

cell context (Rozenberg et al. 2014; Rozenberg et al. 2018).  

Finally, the canonical model implies that RBPJ is constantly bound to the DNA (Borggrefe 

and Oswald 2009), independent of the Notch activity status. Several studies refined this 

model and revealed in part distinct dynamic binding behavior of RBPJ. In Drosophila, the 

group of Sarah J. Bray unveiled that RBPJs binding capability to the DNA is stronger when 

the Notch signaling pathway is active (Krejčí and Bray 2007). Furthermore, an “assisted 

loading” of the MAML/NICD/RBPJ complex to the DNA was described, which additionally 

displayed a longer dwell time (Gomez-Lamarca et al. 2018). In humans, the groups of 

Stunnenberg and Aster identified two distinct groups of RBPJ binding sites based on their 

response upon changes in the Notch pathway (Castel et al. 2013; Wang et al. 2014). In the 

first group, the genomic RBPJ binding strength does not change whether the Notch signaling 

pathway is active or inactive. These sites, however, were less associated with the co-

activator p300 and active chromatin mark H3K27ac in the background of an active Notch 

signaling pathway. This contrasts with the second group of binding sites, to which RBPJ 

binds more strongly when the Notch signaling pathway is active. These sites were stronger 

associated with active chromatin marks and p300 (Castel et al. 2013). This leads to an active 

transcription of associated Notch target genes. Furthermore, those sites with activating 

capabilities are often located within super-enhancers, which have strong transcriptional 

potential themselves and RBPJ may even further increase the activation levels of the 

aforementioned SEs (Wang et al. 2014).  

Several recent studies have shown that NICD can also interact with various other signaling 

pathways independently of RBPJ. Interactions with the NF-κB (Song et al. 2008; Jin et al. 

2013), PTEN (Yue et al. 2017), AKT (Li et al. 2020), Wnt (Axelrod et al. 1996; Hayward et 

al. 2005; Mangolini et al. 2018) or TGF-β (Blokzijl et al. 2003; Zavadil et al. 2004) pathways 

have been described. The interaction with NF-κB pathway has been shown to play a role in 

colorectal (Fernández-Majada et al. 2007), cervical (Song et al. 2008), breast (Hossain et 

al. 2018) and small-cell lung cancer (Kuramoto et al. 2012).  
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Figure 4) Molecular model of the Notch pathway. Notch signaling pathway is activated 
upon interaction of Jagged1 and the Notch1 receptor. Abbreviations: ac = acetylation of 
histone tails; ADAM = a disintegrin and metalloprotease; CoR = co-repressors; HAT = 
histone acetyltransferase; HDAC = histone deacetylase; NICD1 = Notch1 intracellular 
domain.  

 

 

1.3.6. Diversity in tissue-specific expression of Notch target genes 

Although the Notch signaling pathway plays an important role in development and 

homeostasis and its dysregulation has been linked to diseases and carcinogenesis, there 

are only a few comprehensive studies focusing on Notch target genes (Agrawal et al. 2009; 

Canté-Barrett et al. 2020; Xue et al. 2021). Canonical direct Notch target genes are 

characterized by an RBPJ-mediated activation upon Notch signaling. One difficulty is that 

sets of Notch target genes sometimes differ widely between various cell types (Borggrefe 

and Oswald 2009; Siebel and Lendahl 2017). This suggests a complex gene regulatory 

network (GRN) that is influenced by Notch, but also influences the transcriptional Notch 

response, as well (Sánchez-Iranzo et al. 2022). Over the past decade, genome-wide studies 

of RBPJ binding have dramatically increased our knowledge of the Notch gene regulatory 

network. 
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Importantly, genome-wide studies of Notch binding have shown that the majority of genes 

whose promoters are bound do not respond to perturbations of the Notch pathway, i.e., 

activation or inhibition (Wang et al. 2011). In addition, many known Notch target genes are 

characterized by Notch binding to enhancer elements. Studies have identified several 

additional TF binding sites at RBPJ/Notch bound enhancer elements. These include 

ZNF143, ETS and RUNX1, leading to the hypothesis of a combinatorial regulation of 

transcription (Wang et al. 2011; Wang et al. 2014). Later, Aster and colleagues validated 

that functional RBPJ/Notch target sites were strongly association with RUNX1 binding in a 

T-lymphoblastic leukemia cell line (Wang et al. 2014). Other known proteins that are 

described to coregulate Notch via direct binding at NICD/RBPJ sites are Ikaros or zinc finger 

protein 143 (Beverly and Capobianco 2003; Dumortier et al. 2006; Ngondo-Mbongo et al. 

2013). 

Furthermore, different other pathways are known to synergistically regulate the expression 

of Notch target genes. Here, HIF signaling pathways (Gustafsson et al. 2005; Ferrante et al. 

2022), the Wnt signaling pathway (Axelrod et al. 1996; Hayward et al. 2005) or BMP/ TGFβ 

(Blokzijl et al. 2003; Itoh et al. 2004) are among the best described ones. 

Despite the above-mentioned aspects that potentially indicate a cell type specific Notch 

response, some genes are commonly regulated in almost all scenarios (Table 1). Among 

the most prominent and well-characterized Notch target genes are the basic helix-loop-helix 

(bHLH) TF family, which are the mammalian homolog to the Drosophila hairy and enhancer 

of split (Hes) genes (Sasai et al. 1992). In Drosophila, hairy and enhancer of split was 

described to act as a repressor that inhibits neural differentiation (Giebel and Campos-

Ortega 1997). This was later validated in mammalians for the genes Hes1, Hes3 and Hes5 

(Nakamura et al. 2000; Hatakeyama et al. 2004). Furthermore, Hes1 plays a role in 

lymphocyte development, as well as more general processes including cell cycle arrest, 

apoptosis and self-renewal ability (Murata et al. 2005; Wendorff et al. 2010; Gao et al. 2014; 

Zhang et al. 2022). The remaining Hes genes are also associated with functions during the 

development, differentiation and proliferation (Fischer and Gessler 2007). Other studies 

revealed a Notch-independent regulation of the Hes genes by c-jun N-terminal protein 

kinase (JNK) signaling (Curry et al. 2006). 

Hes TFs can form heterodimers with another bHLH TF family called Hes-related with YRPW 

motif (Hey), resulting in higher binding affinity (Iso et al. 2001; Iso et al. 2003). The Hey TFs 

have important functions in somitogenesis and in the cardiovascular system (William et al. 
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2007; Wiese et al. 2010). Both the Hes and Hey families are also coregulated by additional 

pathways such as BMP/ TGFβ, JAK-STAT, Ras, PI3K, ERK and HIF signaling (Zhou et al. 

2012). Both, Hes and Hey genes have been identified as Notch targets by different biological 

approaches in various cell types (Canté-Barrett et al. 2020). 

The Notch-regulated ankyrin repeat protein (NRARP) and deltex-1 (Dtx1) are both direct 

Notch target genes that have been described as negative feedback regulators of Notch 

signaling (Lamar et al. 2001; Yamamoto et al. 2001; Izon et al. 2002; Jarrett et al. 2019). 

Furthermore, Notch1 itself and Notch3 are also a Notch1 target genes, resulting in an 

autoregulatory mechanism (Yashiro-Ohtani et al. 2009).  

Other known direct Notch target genes include: both Interleukin receptors Il2ra/CD25 (Adler 

et al. 2003) and Il7ra (González-García et al. 2009), cluster of differentiation 44 (CD44) 

(García-Peydró et al. 2018), the protooncogene MYC (Weng et al. 2006), the peptidylprolyl 

isomerases PIN1 (Rustighi et al. 2009) and the TF SOX9 (Martini et al. 2013). 

In summary, the GRN associated to the Notch signaling pathway is far more complex than 

the relatively simple pathway itself. Cooperative regulation of Notch target genes with other 

pathways or transcription factors, autoregulation and much more contribute to the diverse 

and cell type specific Notch response.  

 

Table 1: Example of Notch genes and their evidence. Taken from (Canté-Barrett et al. 
2020). 

Gene Evidence 

CD44 Response element, ChIP, GSI treatment 

DTX1 GSI treatment, Notch1 knockdown, Notch1 induction (mouse) 

EPHB3 Response element, ChIP, GSI treatment, Luciferase (Depending on cell line), 
dnMAML induction 

HES1 Response element, ChIP, GSI treatment, dnMAML induction, 
Luciferase, Luciferase (mouse), Delta1+CHX (mouse) 

HES4 Response element, ChIP, GSI treatment 

HES5 Response element, Notch mutant (mouse), GSI treatment, NICD transfection 
(mouse) 

HES7 GSI treatment, Response element (mouse), Luciferase assay (mouse) 

HEY1 Response element, Luciferase (mouse), Cycloheximide (mouse), ChIP, GSI 
treatment 

HEY2 

Response element, Luciferase (mouse), Promoter deletions (mouse), 
GSI treatment, NICD4 overexpression, RBPJ mutation, immobilized Dll1, NICD1 

transfection (mouse), ChIP (mouse), ChIP (human), 
EMSA 
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HEYL Response element, GSI treatment, Notch1 knockout (mice), Notch activation 
(mouse), Promoter deletion (mouse) 

MYC Response element, GSI treatment, GSI treatment (mouse), Cycloheximide 
treatment, ChIP, ChIP (mouse), EMSA, Notch1 knockdown 

NFKB2 Response element, EMSA, luciferase, ChIP 

NOX1 Response element, ChIP, GSI treatment 

NRARP Response element, GSI treatment, Luciferase (mouse), EMSA, 
NICD Mutation (mouse), NICD3 transfection 

PBX1 Response element, Cycloheximide treatment, GSI treatment, NICD3 inhibition 

PIN1 Response element, Luciferase assay, ChIP, GSI treatment, NICD1 
overexpression 

PLXND1 Response element, Luciferase assay, dnRBPj, NICD1 overexpression 

SOX9 Response element, ChIP, GSI treatment, Notch1 signaling induction, 
Cycloheximide treatment 

 

 

1.4. Next generation sequencing and comprehensive genomics / transcriptomics 

In 1977, Frederick Sanger and colleagues published their protocol for sequencing DNA 

using chain-terminating inhibitors (Sanger et al. 1977). This method became the gold 

standard for DNA sequencing for the next several decades and was so groundbreaking that 

it is nowadays known as Sanger sequencing. Sanger sequencing was used to achieve 

countless milestones in genetics and molecular biology, most famously the Human Genome 

Project, which took 13 years and $2.7 billion to complete (Lander et al. 2001). Although 

Sanger sequencing still has its uses today, it has been largely replaced over time by newer 

and more efficient methods (Slatko et al. 2018).  

Increasing knowledge and understanding of DNA, as well as advances in robotics and 

microtechnology, have given rise to modern microarray analyses. In microarray analyses, 

the hybridization of the fixed DNA probes on the array with the labeled (e.g. fluorophore) 

input target DNA is used for the analysis of expression, protein binding or genotypes 

(Solomon et al. 1988; Wang et al. 1998; Richter et al. 2002). Microarrays are easy to use 

and relatively inexpensive, which is why they have been and continue to be used in both 

research and clinical applications (Ahrendt et al. 1999; Wu et al. 2005). The predominate 

use case for microarrays is the analysis of the whole transcriptome, which can elucidate 

complex transcriptional networks (Lockhart et al. 1996; Bumgarner 2013). However, 

microarrays have some fundamental disadvantages such as the limitation of the probes. 

Microarrays can only analyze sequences for which they were designed to detect, making it 
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impossible to identify new genes, undescribed spliced genes or unknown non-coding RNAs 

(Bumgarner 2013).  

A more modern approach is the massive parallel sequencing of large numbers of short 

reads, known as next generation sequencing (NGS). Here, relatively short reads (300 - 500 

bp) are analyzed by applying the sequencing by synthesis (SBS) method (Zhang et al. 2011; 

McCombie et al. 2019). While there are several techniques available, the most commonly 

used one is provided by Illumina (Hu et al. 2021). Although there are several Illumina 

systems or those from other companies, a common disadvantage is that all of these SBS 

methods inherently have higher error rates. To overcome this problem, vast numbers (up to 

a billion) of DNA fragments must be sequenced (Slatko et al. 2018). Nonetheless, the cost 

and time needed for NGS has decreased dramatically over time and nowadays a 

sequencing of the human genome takes less than two days and costs less than 1000$.  

The possibilities of NGS gave rise to many techniques including the typical RNA-seq (Wang 

et al. 2009), ChIP-seq (Furey 2012) and ATAC-seq (Buenrostro et al. 2015), but also more 

specialized or refined approaches like CUT&Tag (Kaya-Okur et al. 2019), HiChIP (Mumbach 

et al. 2016), GRO-seq (Lopes et al. 2017) and several more. Nowadays, NGS is also utilized 

for the analysis of individual cells (single cell analysis), which allows an even more precise 

and detailed understanding of molecular biological processes (Wang and Bodovitz 2010).  

The use of ChIP-seq and RNA-seq has dramatically expanded the understanding of 

genetics and molecular biology by providing comprehensive insides into regulatory networks 

and greatly impacted projects such as the ENCyclopedia Of DNA Elements (The ENCODE 

(ENCyclopedia Of DNA Elements) Project 2004; ENCODE Project Consortium 2012).  

The single-molecule sequencing techniques are a more modern approach compared to SBS 

methods (Thompson and Steinmann 2010). They circumvented the problematic 

amplification step that is required for the SBS techniques by analyzing only single molecules. 

However, SMS reads currently have a higher error rate than SBS, which is why few 

instruments have achieved commercial status (McCombie et al. 2019).  
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1.5. Aims of the study 

Despite significant progress, unraveling the specificity of the transcriptional response 

mediated by Notch remains one of the central questions in the field. In particular, the function 

of the transcription factor RBPJ, which can act as either an activator or a repressor demands 

further investigation. Addressing this, the genome-wide function of RBPJ, particularly its 

currently poorly characterized repressive function, in the context of Notch signaling is critical 

for further understanding of the Notch response. 

In this study, I aim to elucidate the genome-wide function of RBPJ, both repressive, Notch-

independent, and activating, Notch-dependent. This is achieved by analyzing different 

transcriptomic and (epi)genomic datasets. Initially, the switch of RBPJ from a repressor to 

an activator and vice versa is analyzed by activation and inactivation of the Notch pathway, 

followed by a thorough examination of the resulting impact on transcription and chromatin 

structure. This exploration aims to ascertain whether RBPJ regulates (activates or 

represses) all genes equally or whether distinct regulatory patterns emerge. In addition, it is 

tested if different transcriptional programs are associated with possible distinct functions of 

RBPJ. Subsequently, I identify the transcriptional functional RBPJ binding sites in the 

context of Notch signaling. Lastly, I focus on the identification of distinct features, which 

characterize transcriptional functional RBPJ binding sites and test these features in different 

cell types. 

 

 

 

 

 

 

 

 



2. Material and Methods 

32 
 

2. Material and Methods 

 

2.1. Wet lab experiments  

All wet lab experiments were performed by Dr. Benedetto Daniele Giaimo and Dr. Francesca 

Ferrante in the lab of Prof. Dr. Tilman Borggrefe (Institute of Biochemistry, Justus-Liebig 

University, Giessen). Detailed protocols, kits, plasmids and chemicals used in this study 

have been previously published in (Giaimo et al. 2017; Yuan et al. 2019; Ferrante et al. 

2022; Friedrich et al. 2022). 

 

2.1.1. Cell culture and treatment 

Mouse hybridoma mature T (MT) E2-10HA cells and mouse leukemia progenitor T-cells 

(Beko) were grown in Iscove's Modified Dulbecco Medium supplemented with 2% fetal 

bovine serum, 5 mg/l insulin, 0.3 mg/ml Primatone, nonessential amino acids and 

penicillin/streptomycin at 37°C under 5% CO2. Phoenix™ cells were cultured in Dulbecco's 

modified Eagle's medium added with 10% fetal calf serum (FCS) and penicillin/streptomycin 

at 37°C under 5% CO2. 

MT cells and Beko cells were treated with 20 μg/ml GSI or with DMSO as control for 24 h. 

For the washout of GSI in Beko cells, the cells were treated with 10 μg/ml GSI for 48 h, 

followed by the washout of GSI and culturing for additional 24 h. In addition, Beko cells were 

treated with 0.01 μg/ml apicidin. MT NICD1-ER cells were induced with (Z)-4-

hydroxytamoxifen (4-OHT) at 1 μM final concentration or ethanol as control.  

 

2.1.2. Infection of MT  

Phoenix™ cells were used to generate retrovirus containing the plasmid DNA of interest. 20 

μg of DNA of interest, 860 μL of H2O and 120 μL of 2 M CaCl2 were mixed and transferred 

to 1 mL of 2 × HBS buffer, followed by 20 min of incubation at room temperature. In parallel, 

25 μM Chloroquine solution was added to the Phoenix™ cells (1 μl/ml) and incubated for 20 

min. The DNA containing solution was added to the cells and after 12 h the medium was 

replaced. The medium containing the retroviral suspension was filtered after 24 h and 

polybrene solution was added. The retroviral solution was used for the infection of the MT 

cells by centrifugation, followed by selection with puromycin or blasticidin. 
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2.1.3. RNA extraction and library preparation 

The total RNA was purified with the RNeasy Mini Kit, the QIAshredder and the DNase I. 

Subsequently the libraries were prepared using the TruSeq® Stranded Total RNA LT-Ribo-

Zero Gold kit.  

 

2.1.4. CUT&Tag and ATAC-seq preparation 

CUT&Tag was performed using the CUT&Tag kit (Active Motif 53160) and ATAC-seq with 

the ATAC-Seq kit (Active Motif 53150) accordingly to manufacturer´s instructions. 

 

2.1.5. ChIP-seq preparation 

Cells were fixed for 30 min in 1% FMA at room temperature, followed by 5 min of blocking 

by 1/8 volume of 1 M glycine pH 7.5. Next, cells were two times washed with PBS and 

resuspended in 1 ml of SDS Lysis Buffer, followed by 10 min of incubation on ice. 

Subsequently, the cells were sonicated and the chromatin was diluted in ChIP Dilution 

Buffer. Next, the samples were 30 min pre-cleared using protein-A-Sepharose beads at 4°C, 

followed by overnight incubation with the needed antibody and 1 h of antibody immobilization 

with 40 μl protein-A-Sepharose beads at 4°C. Subsequently, the chromatin was eluted using 

Elution Buffer and the crosslink was reverted at 65°C over night. Next, the SDS was diluted 

with TE buffer, the samples were 2 h incubated with RNAse A at 37°C and for 2 h with 

Proteinase K at 55°C. Lastly, the DNA was extracted using phenol/chloroform/isoamylic 

alcohol and purified with the Qiaquick PCR cleanup kit. Libraries were prepared with the 

Diagenode MicroPlex Library Preparation kit v2 or the Diagenode MicroPlex Library 

Preparation kit v3 and subsequently purified using Agencourt AMPure XP Beads.  

 

2.1.6. Protein extraction and Western blotting 

The cells were washed twice in PBS and then resuspended in a Hypotonic buffer (20 mM 

Hepes pH 7.9, 20 mM NaCl, 5 mM MgCl2, 10% glycerol, 0.2 mM PMSF). After incubating 

the samples on ice for 20 min, they were centrifuged at 4.000 rpm and 4°C for 10 min and 

the resulting nuclei were washed twice with ice-cold PBS. Next, the isolated nuclei were 

lysed in a Hypertonic buffer (20 mM Hepes pH 7.9, 1 mM MgCl2, 300 mM NaCl, 0.2% NP-

40, 25% glycerol, 0.2 mM PMSF, 1x Protease inhibitor mix, 0.3 mM DTT). The lysates were 

incubated on ice for an additional 20 min and then centrifuged at 14.000 rpm and 4°C for 5 
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min. The supernatants were collected for further analysis. The protein concentration in the 

nuclear extracts was determined using the Bradford assay (Sigma-Aldrich). To prepare the 

extracts for Western blotting, they were boiled in the presence of SDS loading buffer. 

The proteins were dissolved in SDS polyacrylamide gels and then transferred to a 

Nitrocellulose membrane (Amersham) using wet blotting. Next, membranes were then 

blocked in 5% milk / TBST (1x TBS, 0.1% Tween 20) and subsequently overnight incubated 

with the antibody of interest diluted (1:1000) in 5% milk / TBST. Membranes were washed 

in TBST, followed by incubation at room temperature for 1 hour with secondary antibody 

(IgG HRP) diluted 1:5000 in 5% milk / TBST. Membranes were washed in TBST and 

subsequently incubated at room temperature with ECL solution. Finally, chemiluminescence 

was detected using a Vilber Fusion FX7 system. 

 

2.2. Antibodies 

Table 2: List of all antibodies used in this study. 

Target Company Number 

H3 abcam ab1791 

H3K4me1 abcam ab8895 

H3K4me3 Diagenode pAb-003-050 

H3K9ac abcam ab4441 

H3K18ac Cell Signaling #9675 

H3K27ac Diagenode pAb-174-050 

H3K36me3 Cell Signaling #4909 

IgG Diagenode C15410206 

IgG HRP Cell Signaling #7074 

NICD1 Cell Signaling #4147 

RBPJ Cell Signaling #5313 

 

2.3. Cell types 

Table 3: List of all cell lines from the Borggrefe lab. 

Name Origin Species 

Beko Progenitor T-cells Mouse 

Mature T-cells Hybridoma mature T-cells Mouse 

Mature T-cells RBPJ depletion Hybridoma mature T-cells Mouse 
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Table 4: List of all cell lines from publicly available data. 

Name Origin Species Publication 

T6E Murine T-ALL Mouse (Severson et al. 2017) 

Phase I T-cells Primary T-cells Mouse 
(Romero-Wolf et al. 2020) 

Phase II T-cells Primary T-cells Mouse 

KP1 Small cell lung cancer Mouse (George et al. 2015) 

HCC1599 TNBC Human 
(Petrovic et al. 2019) 

MB157 TNBC Human 

CUTLL1 T-ALL Human (Wang et al. 2011) 

IC8 Squamous cell carcinoma Human (Pan et al. 2020) 

 

2.4. Genomes 

Both UCSC mouse (mm9) and human (hg19) genomes together with their corresponding 

genome transfer file (GTF) were downloaded from Illumina’s iGenomes website. 

(https://emea.support.illumina.com/sequencing/sequencing_software/igenome.html) 

  

2.5. Publicly available and self-generated data sets 

Table 5: List of all NGS / microarray data sets used in chapter I (Suppl. Table S1). 

Name Type GEO Entry PMID 

Mature T-cells 

Control_sgRbpj_Rep_1 RNA-seq GSM5705476 35848919 

Control_sgRbpj_Rep_2 RNA-seq GSM5705477 35848919 

sgRbpj_2-12_Rep_1 RNA-seq GSM5705478 35848919 

sgRbpj_2-12_Rep_2 RNA-seq GSM5705479 35848919 

sgRbpj_2-14_Rep_1 RNA-seq GSM5705480 35848919 

sgRbpj_2-14_Rep_2 RNA-seq GSM5705481 35848919 

NICD1-ER_24h_EtOH_Rep_1 RNA-seq GSM5705482 35848919 

NICD1-ER_24h_EtOH_Rep_2 RNA-seq GSM5705483 35848919 

NICD1-ER_24h_EtOH_Rep_3 RNA-seq GSM5705484 35848919 

NICD1-ER_24h_OHT_Rep_1 RNA-seq GSM5705485 35848919 

NICD1-ER_24h_OHT_Rep_2 RNA-seq GSM5705486 35848919 

NICD1-ER_24h_OHT_Rep_3 RNA-seq GSM5705487 35848919 

NICD1-ER_4h_OHT_Rep_1 RNA-seq GSM5705488 35848919 

NICD1-ER_4h_OHT_Rep_2 RNA-seq GSM5705489 35848919 

https://emea.support.illumina.com/sequencing/sequencing_software/igenome.html
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705476
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705477
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705478
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705479
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705480
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705481
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705482
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705483
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705484
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705485
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705486
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705487
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705488
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705489
https://www.ncbi.nlm.nih.gov/pubmed/35848919
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NICD1-ER_4h_OHT_Rep_3 RNA-seq GSM5705490 35848919 

NICD1-ER_8h_OHT_Rep_1 RNA-seq GSM5705491 35848919 

NICD1-ER_8h_OHT_Rep_2 RNA-seq GSM5705492 35848919 

NICD1-ER_8h_OHT_Rep_3 RNA-seq GSM5705493 35848919 

GSI_Rep_1 RNA-seq GSM5705503 35848919 

GSI_Rep_2 RNA-seq GSM5705504 35848919 

DMSO_Rep_1 RNA-seq GSM5705505 35848919 

DMSO_Rep_2 RNA-seq GSM5705506 35848919 

Control_sgRbpj+Biocontrol_Rep_1_1 RNA-seq GSM5705507 35848919 

Control_sgRbpj+Biocontrol_Rep_2_1 RNA-seq GSM5705508 35848919 

Control_sgRbpj+Biocontrol_Rep_3_1 RNA-seq GSM5705509 35848919 

Control_sgRbpj+BioNICD1_WT_Rep_1_1 RNA-seq GSM5705510 35848919 

Control_sgRbpj+BioNICD1_WT_Rep_2_1 RNA-seq GSM5705511 35848919 

Control_sgRbpj+BioNICD1_WT_Rep_3_1 RNA-seq GSM5705512 35848919 

sgRbpj+Biocontrol_Rep_1_1 RNA-seq GSM5705513 35848919 

sgRbpj+Biocontrol_Rep_2_1 RNA-seq GSM5705514 35848919 

sgRbpj+Biocontrol_Rep_3_1 RNA-seq GSM5705515 35848919 

sgRbpj+BioNICD1_WT_Rep_1_1 RNA-seq GSM5705516 35848919 

sgRbpj+BioNICD1_WT_Rep_2_1 RNA-seq GSM5705517 35848919 

sgRbpj+BioNICD1_WT_Rep_3_1 RNA-seq GSM5705518 35848919 

Biocontrol_Rep_1 RNA-seq This study This study 

Biocontrol_Rep_2 RNA-seq This study This study 

BioNICD1_WT_Rep_1 RNA-seq GSM3020596 29986055 

BioNICD1_WT_Rep_2 RNA-seq GSM3020597 29986055 

NICD1-ER_24h_OHT_Rep_4 RNA-seq GSM3020602 29986055 

NICD1-ER_24h_OHT_Rep_5 RNA-seq GSM3020603 29986055 

NICD1-ER_24h_EtOH_Rep_4 RNA-seq GSM3020600 29986055 

NICD1-ER_24h_EtOH_Rep_5 RNA-seq GSM3020601 29986055 

MT_sgH2afv/H2afz_#12_rep1 RNA-seq GSM3020594 29986055 

MT_sgH2afv/H2afz_#12_rep2 RNA-seq GSM3020595 29986055 

MT_sgH2afv/H2afz_#12_rep3 RNA-seq GSM3143012 29986055 

MT_sgH2afv/H2afz_#12_rep4 RNA-seq GSM3143013 29986055 

MT_sgH2afv/H2afz_#12_rep5 RNA-seq GSM3143014 29986055 

MT_sgH2afv/H2afz_#12_rep6 RNA-seq GSM3143015 29986055 

MT_CRISPR_Control_rep1 RNA-seq GSM3020592 29986055 

MT_CRISPR_Control_rep2 RNA-seq GSM3020593 29986055 

MT_CRISPR_Control_rep3 RNA-seq GSM3143016 29986055 

MT_CRISPR_Control_rep4 RNA-seq GSM3143017 29986055 

https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705490
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705491
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705492
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705493
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705503
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705504
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705505
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705506
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705507
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705508
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705509
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705510
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705511
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705512
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705513
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705514
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705515
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705516
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705517
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705518
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3020596
https://www.ncbi.nlm.nih.gov/pubmed/29986055
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3020597
https://www.ncbi.nlm.nih.gov/pubmed/29986055
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3020602
https://www.ncbi.nlm.nih.gov/pubmed/29986055
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3020603
https://www.ncbi.nlm.nih.gov/pubmed/29986055
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3020600
https://www.ncbi.nlm.nih.gov/pubmed/29986055
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3020601
https://www.ncbi.nlm.nih.gov/pubmed/29986055
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3020594
https://www.ncbi.nlm.nih.gov/pubmed/29986055
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3020595
https://www.ncbi.nlm.nih.gov/pubmed/29986055
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3143012
https://www.ncbi.nlm.nih.gov/pubmed/29986055
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3143013
https://www.ncbi.nlm.nih.gov/pubmed/29986055
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3143014
https://www.ncbi.nlm.nih.gov/pubmed/29986055
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3143015
https://www.ncbi.nlm.nih.gov/pubmed/29986055
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3020592
https://www.ncbi.nlm.nih.gov/pubmed/29986055
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3020593
https://www.ncbi.nlm.nih.gov/pubmed/29986055
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3143016
https://www.ncbi.nlm.nih.gov/pubmed/29986055
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3143017
https://www.ncbi.nlm.nih.gov/pubmed/29986055
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MT_CRISPR_Control_rep5 RNA-seq GSM3143018 29986055 

MT_CRISPR_Control_rep6 RNA-seq GSM3143019 29986055 

sgRbpj_2-12_RBPJ_Rep_1 ChIP-seq GSM5705534 35848919 

sgRbpj_2-12_RBPJ_Rep_2 ChIP-seq GSM5705535 35848919 

Control_sgRbpj_RBPJ_Input ChIP-seq GSM5705536 35848919 

sgRbpj_2-12_RBPJ_Input ChIP-seq GSM5705537 35848919 

Biocontrol_RBPJ_Input ChIP-seq GSM5705538 35848919 

Biocontrol_RBPJ_Rep_1 ChIP-seq GSM5705539 35848919 

Biocontrol_RBPJ_Rep_2 ChIP-seq GSM5705540 35848919 

BioNICD1_DEP_RBPJ_Input ChIP-seq GSM5705541 35848919 

BioNICD1_DEP_RBPJ_Rep_1 ChIP-seq GSM5705542 35848919 

BioNICD1_DEP_RBPJ_Rep_2 ChIP-seq GSM5705543 35848919 

BioNICD1_WT_RBPJ_Input ChIP-seq GSM5705544 35848919 

BioNICD1_WT_RBPJ_Rep_1 ChIP-seq GSM5705545 35848919 

BioNICD1_WT_RBPJ_Rep_2 ChIP-seq GSM5705546 35848919 

Control_sgRbpj_H3K27ac_Rep_1_1 ChIP-seq GSM5705547 35848919 

Control_sgRbpj_H3K27ac_Rep_2_1 ChIP-seq GSM5705548 35848919 

Control_sgRbpj_H3K4me1_Rep_1_1 ChIP-seq GSM5705549 35848919 

Control_sgRbpj_H3K4me1_Rep_2_1 ChIP-seq GSM5705550 35848919 

Control_sgRbpj_H3K4me3_Rep_1_1 ChIP-seq GSM5705551 35848919 

Control_sgRbpj_H3K4me3_Rep_2_1 ChIP-seq GSM5705552 35848919 

sgRbpj_2-12_H3K27ac_Rep_1_1 ChIP-seq GSM5705553 35848919 

sgRbpj_2-12_H3K27ac_Rep_2_1 ChIP-seq GSM5705554 35848919 

sgRbpj_2-12_H3K4me1_Rep_1_1 ChIP-seq GSM5705555 35848919 

sgRbpj_2-12_H3K4me1_Rep_2_1 ChIP-seq GSM5705556 35848919 

sgRbpj_2-12_H3K4me3_Rep_1_1 ChIP-seq GSM5705557 35848919 

sgRbpj_2-12_H3K4me3_Rep_2_1 ChIP-seq GSM5705558 35848919 

Input_Control_sgRbpj_histone_marks_Rep_1_1 ChIP-seq GSM5705559 35848919 

Input_Control_sgRbpj_histone_marks_Rep_2_1 ChIP-seq GSM5705560 35848919 

Input_sgRbpj_2-12_histone_marks_Rep_1_1 ChIP-seq GSM5705561 35848919 

Input_sgRbpj_2-12_histone_marks_Rep_2_1 ChIP-seq GSM5705562 35848919 

sgRbpj_2-12_ATAC_Rep_1_1 ATAC-seq GSM5705563 35848919 

sgRbpj_2-12_ATAC_Rep_2_1 ATAC-seq GSM5705564 35848919 

sgRbpj_2-12_ATAC_Rep_3_1 ATAC-seq GSM5705565 35848919 

Control_sgRbpj_ATAC_Rep_1_1 ATAC-seq GSM5705566 35848919 

Control_sgRbpj_ATAC_Rep_2_1 ATAC-seq GSM5705567 35848919 

Control_sgRbpj_ATAC_Rep_3_1 ATAC-seq GSM5705568 35848919 

    

https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3143018
https://www.ncbi.nlm.nih.gov/pubmed/29986055
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3143019
https://www.ncbi.nlm.nih.gov/pubmed/29986055
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705534
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705535
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705536
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705537
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705538
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705539
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705540
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705541
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705542
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705543
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705544
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705545
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705546
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705547
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705548
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705549
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705550
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705551
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705552
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705553
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705554
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705555
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705556
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705557
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705558
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705559
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705560
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705561
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705562
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705563
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705564
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705565
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705566
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705567
https://www.ncbi.nlm.nih.gov/pubmed/35848919
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5705568
https://www.ncbi.nlm.nih.gov/pubmed/35848919
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T6E 

T6E MigR1-DMSO-rep 1 Microarray GSM2565735 GSE97465 

T6E MigR1-DMSO-rep 2 Microarray GSM2565736 GSE97465 

T6E MigR1-DMSO-rep 3 Microarray GSM2565737 GSE97465 

T6E ICN1-DMSO-rep 1 Microarray GSM2565747 GSE97465 

T6E ICN1-DMSO-rep 2 Microarray GSM2565748 GSE97465 

T6E ICN1-DMSO-rep 3 Microarray GSM2565749 GSE97465 

    

KP1 

Empty vector transfected cells, biological rep1 Microarray GSM1692708 26168399 

Empty vector transfected cells, biological rep2 Microarray GSM1692709 26168399 

Empty vector transfected cells, biological rep3 Microarray GSM1692710 26168399 

Notch1-ICD transfected cells, biological rep 1 Microarray GSM1692711 26168399 

Notch1-ICD transfected cells, biological rep 2 Microarray GSM1692712 26168399 

Notch1-ICD transfected cells, biological rep 3 Microarray GSM1692713 26168399 

    

Primary T-cells 

GSE148441_Phase1_Notch_KO_DLL1.txt.gz RNA-seq GSE148441 32756905 

GSE148441_Phase2_Notch_KO_DLL1.txt.gz RNA-seq GSE148441 32756905 

 

 

Table 6: List of all NGS / microarray data sets used in chapter II (Suppl. Table S8). 

Name Type GEO Entry Publication 

Beko 

Apicidin_Rep1 RNA-seq GSM2836561 32107550 

Apicidin_Rep2 RNA-seq GSM2836562 32107550 

DMSO_Apicidin_Rep1 RNA-seq GSM2836563 32107550 

DMSO_Apicidin_Rep2 RNA-seq GSM2836564 32107550 

GSI_Rep1 RNA-seq GSM2836565 32107550 

GSI_Rep2 RNA-seq GSM2836566 32107550 

DMSO_Rep1 RNA-seq GSM2836567 32107550 

DMSO_Rep2 RNA-seq GSM2836568 32107550 

GSI_washout_Rep1 RNA-seq This study This study 

GSI_washout_Rep2 RNA-seq This study This study 

GSI_Rep1 RNA-seq This study This study 

GSI_Rep2 RNA-seq This study This study 

https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM2565735
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE97465
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM2565736
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE97465
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM2565737
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE97465
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM2565747
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE97465
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM2565748
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE97465
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM2565749
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE97465
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM1692708
https://www.ncbi.nlm.nih.gov/pubmed/26168399
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM1692709
https://www.ncbi.nlm.nih.gov/pubmed/26168399
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM1692710
https://www.ncbi.nlm.nih.gov/pubmed/26168399
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM1692711
https://www.ncbi.nlm.nih.gov/pubmed/26168399
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM1692712
https://www.ncbi.nlm.nih.gov/pubmed/26168399
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM1692713
https://www.ncbi.nlm.nih.gov/pubmed/26168399
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE148441
https://www.ncbi.nlm.nih.gov/pubmed/32756905
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE148441
https://www.ncbi.nlm.nih.gov/pubmed/32756905
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM2836561
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM2836562
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM2836563
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM2836564
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM2836565
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM2836566
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM2836567
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM2836568
https://www.ncbi.nlm.nih.gov/pubmed/32107550
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DMSO_Input_RBPJ ChIP-seq GSM3383946 32107550 

DMSO_RBPJ_Rep1 ChIP-seq GSM3383948 32107550 

DMSO_RBPJ_Rep2 ChIP-seq GSM3383949 32107550 

GSI_Input_RBPJ ChIP-seq GSM3383947 32107550 

GSI_RBPJ_Rep1 ChIP-seq This study This study 

GSI_RBPJ_Rep2 ChIP-seq This study This study 

Apicidin_Input_RBPJ ChIP-seq GSM3383945 32107550 

Apicidin_RBPJ_Rep1 ChIP-seq This study This study 

Apicidin_RBPJ_Rep2 ChIP-seq This study This study 

DMSO_RBPJ_Rep3 ChIP-seq GSM5825470 35821235 

DMSO_RBPJ_Rep4 ChIP-seq GSM5825471 35821235 

DMSO_RBPJ_Rep5 ChIP-seq GSM5825472 35821235 

DMSO_Input_RBPJ ChIP-seq GSM5825469 35821235 

GSI_RBPJ_Rep3 ChIP-seq This study This study 

GSI_RBPJ_Rep4 ChIP-seq This study This study 

GSI_RBPJ_Rep5 ChIP-seq This study This study 

GSI_Input_RBPJ ChIP-seq This study This study 

DMSO_H3K9ac_Rep1 ChIP-seq This study This study 

DMSO_H3K18ac_Rep1 ChIP-seq This study This study 

DMSO_H3K36me3_Rep1 ChIP-seq This study This study 

DMSO_H3K36me3_Rep2 ChIP-seq This study This study 

DMSO_H3K9ac_Rep2 ChIP-seq This study This study 

DMSO_H3K18ac_Rep2 ChIP-seq This study This study 

DMSO_Input_H3K36me_H3K9ac_H3K18ac_Rep1 ChIP-seq This study This study 

DMSO_Input_H3K36me_H3K9ac_H3K18ac_Rep2 ChIP-seq This study This study 

GSI_H3K36me3_Rep1 ChIP-seq This study This study 

GSI_H3K36me3_Rep2 ChIP-seq This study This study 

GSI_H3K9ac_Rep1 ChIP-seq This study This study 

GSI_H3K18ac_Rep1 ChIP-seq This study This study 

GSI_H3K9ac_Rep2 ChIP-seq This study This study 

GSI_H3K18ac_Rep2 ChIP-seq This study This study 

GSI_Input_H3K36me_H3K9ac_H3K18ac_Rep1 ChIP-seq This study This study 

GSI_Input_H3K36me_H3K9ac_H3K18ac_Rep2 ChIP-seq This study This study 

DMSO_H3K4me1_Rep1 ChIP-seq This study This study 

DMSO_H3K4me3_Rep1 ChIP-seq This study This study 

DMSO_H3K4me1_Rep2 ChIP-seq This study This study 

DMSO_H3K4me3_Rep2 ChIP-seq This study This study 

DMSO_Input_H3K4me_Rep1 ChIP-seq This study This study 

https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3383946
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3383948
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3383949
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3383947
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3383945
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5825470
https://www.ncbi.nlm.nih.gov/pubmed/35821235
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5825471
https://www.ncbi.nlm.nih.gov/pubmed/35821235
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5825472
https://www.ncbi.nlm.nih.gov/pubmed/35821235
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5825469
https://www.ncbi.nlm.nih.gov/pubmed/35821235
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DMSO_Input_H3K4me_Rep2 ChIP-seq This study This study 

GSI_H3K4me1_Rep1 ChIP-seq This study This study 

GSI_H3K4me3_Rep1 ChIP-seq This study This study 

GSI_H3K4me1_Rep2 ChIP-seq This study This study 

GSI_H3K4me3_Rep2 ChIP-seq This study This study 

GSI_Input_H3K4me_Rep1 ChIP-seq This study This study 

GSI_Input_H3K4me_Rep2 ChIP-seq This study This study 

DMSO_H3K27ac_Rep1 ChIP-seq GSM3383941 32107550 

DMSO_H3K27ac_Rep2 ChIP-seq GSM3383942 32107550 

DMSO_Input_Rep1 ChIP-seq GSM3383946 32107550 

GSI_H3K27ac_Rep1 ChIP-seq GSM3383943 32107550 

GSI_H3K27ac_Rep2 ChIP-seq GSM3383944 32107550 

GSI_Input_Rep1 ChIP-seq GSM3383947 32107550 

Apicidin_H3K27ac_Rep1 ChIP-seq GSM3383939 32107550 

Apicidin_H3K27ac_Rep2 ChIP-seq GSM3383940 32107550 

Apicidin_Input_Rep1 ChIP-seq GSM3383945 32107550 

Normoxia_RBPJ_Rep1 ChIP-seq GSM5825493 35821235 

Normoxia_RBPJ_Rep2 ChIP-seq GSM5825494 35821235 

Hypoxia_RBPJ_Rep1 ChIP-seq GSM5825487 35821235 

Hypoxia_RBPJ_Rep2 ChIP-seq GSM5825488 35821235 

Normoxia_Input_Rep1 ChIP-seq GSM5825491 35821235 

Normoxia_Input_Rep2 ChIP-seq GSM5825492 35821235 

Hypoxia_Input_Rep1 ChIP-seq GSM5825485 35821235 

Hypoxia_Input_Rep2 ChIP-seq GSM5825486 35821235 

DMSO_Rep1 ATAC-seq This study This study 

DMSO_Rep2 ATAC-seq This study This study 

DMSO_Rep3 ATAC-seq This study This study 

GSI_Rep1 ATAC-seq This study This study 

GSI_Rep2 ATAC-seq This study This study 

GSI_Rep3 ATAC-seq This study This study 

CT_H3K27ac_DMSO_Rep1 CUT&Tag This study This study 

CT_H3K27ac_DMSO_Rep2 CUT&Tag This study This study 

CT_H3K27ac_GSI_Rep1 CUT&Tag This study This study 

CT_H3K27ac_GSI_Rep2 CUT&Tag This study This study 

Beko_DNMAML_Eth Microarray GSM1528411 25805888 

Beko_DNMAML_OHT Microarray GSM1528412 25805888 

 

 
   

https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3383941
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3383942
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3383946
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3383943
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3383944
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3383947
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3383939
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3383940
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3383945
https://www.ncbi.nlm.nih.gov/pubmed/32107550
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5825493
https://www.ncbi.nlm.nih.gov/pubmed/35821235
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5825494
https://www.ncbi.nlm.nih.gov/pubmed/35821235
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5825487
https://www.ncbi.nlm.nih.gov/pubmed/35821235
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5825488
https://www.ncbi.nlm.nih.gov/pubmed/35821235
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5825491
https://www.ncbi.nlm.nih.gov/pubmed/35821235
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5825492
https://www.ncbi.nlm.nih.gov/pubmed/35821235
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5825485
https://www.ncbi.nlm.nih.gov/pubmed/35821235
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM5825486
https://www.ncbi.nlm.nih.gov/pubmed/35821235
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM1528411
https://www.ncbi.nlm.nih.gov/pubmed/25805888
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM1528412
https://www.ncbi.nlm.nih.gov/pubmed/25805888
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HCC1599 

HCC1599_WO_RNAseq_rep1 RNA-seq GSM3263171 30745086 

HCC1599_WO_RNAseq_rep2 RNA-seq GSM3263172 30745086 

HCC1599_WO_RNAseq_rep3 RNA-seq GSM3263173 30745086 

HCC1599_GSI_RNAseq_rep1 RNA-seq GSM3263174 30745086 

HCC1599_GSI_RNAseq_rep2 RNA-seq GSM3263175 30745086 

HCC1599_WO_H3K27ac_ChIPseq_rep1 ChIP-seq GSM3263177 30745086 

HCC1599_WO_H3K27ac_ChIPseq_rep2 ChIP-seq GSM3263178 30745086 

HCC1599_GSI_H3K27ac_ChIPseq_rep1 ChIP-seq GSM3263179 30745086 

HCC1599_GSI_H3K27ac_ChIPseq_rep2 ChIP-seq GSM3263180 30745086 

HCC1599_WO_NICD1_ChIPseq_rep1 ChIP-seq GSM3263189 30745086 

HCC1599_WO_NICD1_ChIPseq_rep2 ChIP-seq GSM3263190 30745086 

HCC1599_GSI_NICD1_ChIPseq_rep1 ChIP-seq GSM3263191 30745086 

HCC1599_GSI_NICD1_ChIPseq_rep2 ChIP-seq GSM3263192 30745086 

HCC1599_WO_RBPJ_ChIPseq_rep1 ChIP-seq GSM3263193 30745086 

HCC1599_WO_RBPJ_ChIPseq_rep2 ChIP-seq GSM3263194 30745086 

HCC1599_GSI_RBPJ_ChIPseq_rep1 ChIP-seq GSM3263195 30745086 

HCC1599_GSI_RBPJ_ChIPseq_rep2 ChIP-seq GSM3263196 30745086 

HCC1599_ChIPseq_input_GSI ChIP-seq GSM3263198 30745086 

HCC1599_ChIPseq_input_WO ChIP-seq GSM3263199 30745086 

    

MB157 

MB157_WO_RNAseq_rep1 RNA-seq GSM3263137 30745086 

MB157_WO_RNAseq_rep2 RNA-seq GSM3263138 30745086 

MB157_WO_RNAseq_rep3 RNA-seq GSM3263139 30745086 

MB157_GSI_RNAseq_rep1 RNA-seq GSM3263140 30745086 

MB157_GSI_RNAseq_rep2 RNA-seq GSM3263141 30745086 

MB157_GSI_RNAseq_rep3 RNA-seq GSM3263142 30745086 

MB157_GSI_H3K27ac_ChIPseq_rep1 ChIP-seq GSM3263143 30745086 

MB157_GSI_H3K27ac_ChIPseq_rep2 ChIP-seq GSM3263144 30745086 

MB157_WO_H3K27ac_ChIPseq_rep1 ChIP-seq GSM3263145 30745086 

MB157_WO_H3K27ac_ChIPseq_rep2 ChIP-seq GSM3263146 30745086 

MB157_WO_NICD1_ChIPseq_rep1 ChIP-seq GSM3263155 30745086 

MB157_WO_NICD1_ChIPseq_rep2 ChIP-seq GSM3263156 30745086 

MB157_GSI_NICD1_ChIPseq_rep1 ChIP-seq GSM3263157 30745086 

MB157_GSI_NICD1_ChIPseq_rep2 ChIP-seq GSM3263158 30745086 

MB157_WO_RBPJ_ChIPseq_rep1 ChIP-seq GSM3263159 30745086 

MB157_WO_RBPJ_ChIPseq_rep2 ChIP-seq GSM3263160 30745086 

https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263171
https://www.ncbi.nlm.nih.gov/pubmed/30745086
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263172
https://www.ncbi.nlm.nih.gov/pubmed/30745086
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263173
https://www.ncbi.nlm.nih.gov/pubmed/30745086
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263174
https://www.ncbi.nlm.nih.gov/pubmed/30745086
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263175
https://www.ncbi.nlm.nih.gov/pubmed/30745086
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263177
https://www.ncbi.nlm.nih.gov/pubmed/30745086
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263178
https://www.ncbi.nlm.nih.gov/pubmed/30745086
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263179
https://www.ncbi.nlm.nih.gov/pubmed/30745086
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263180
https://www.ncbi.nlm.nih.gov/pubmed/30745086
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263189
https://www.ncbi.nlm.nih.gov/pubmed/30745086
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263190
https://www.ncbi.nlm.nih.gov/pubmed/30745086
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263191
https://www.ncbi.nlm.nih.gov/pubmed/30745086
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263192
https://www.ncbi.nlm.nih.gov/pubmed/30745086
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263193
https://www.ncbi.nlm.nih.gov/pubmed/30745086
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263194
https://www.ncbi.nlm.nih.gov/pubmed/30745086
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263195
https://www.ncbi.nlm.nih.gov/pubmed/30745086
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263196
https://www.ncbi.nlm.nih.gov/pubmed/30745086
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263198
https://www.ncbi.nlm.nih.gov/pubmed/30745086
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263199
https://www.ncbi.nlm.nih.gov/pubmed/30745086
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263137
https://www.ncbi.nlm.nih.gov/pubmed/30745086
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM3263138
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MB157_GSI_RBPJ_ChIPseq_rep1 ChIP-seq GSM3263161 30745086 

MB157_GSI_RBPJ_ChIPseq_rep2 ChIP-seq GSM3263162 30745086 

MB157_ChIPseq_input ChIP-seq GSM3263167 30745086 

    

CUTLL1 

CUTLL_GSI_1 RNA-seq GSM1446780 25104330 

CUTLL_GSI_2 RNA-seq GSM1446781 25104330 

CUTLL_GSI_3 RNA-seq GSM1446782 25104330 

CUTLL_Washout_1 RNA-seq GSM1446783 25104330 

CUTLL_Washout_2 RNA-seq GSM1446784 25104330 

CUTLL_Washout_3 RNA-seq GSM1446785 25104330 

CUTLL-RBPJ-1 ChIP-seq GSM732905 21737748 

CUTLL-RBPJ-2 ChIP-seq GSM732906 21737748 

CUTLL-Input-1 ChIP-seq GSM732908 21737748 

CUTLL-Input-2 ChIP-seq GSM732909 21737748 

input DNA GSI ChIP-seq GSM1252932 24374627 

RBPJ GSI ChIP-seq GSM1252934 24374627 

input DNA w4h ChIP-seq GSM1252935 24374627 

RBPJ w4h ChIP-seq GSM1252937 24374627 

H3K27ac GSI ChIP-seq GSM1252939 24374627 

H3K27ac w4h ChIP-seq GSM1252940 24374627 

    

IC8 

IC8-L1597H-0h-RBPJ ChIP-seq GSM4732255 32936072 

IC8-L1597H-4h-RBPJ ChIP-seq GSM4732256 32936072 

IC8-L1597H-0h-RBPJ-input ChIP-seq GSM4732257 32936072 

IC8-L1597H-4h-RBPJ-input ChIP-seq GSM4732258 32936072 

H3K27Ac_0h ChIP-seq GSM4732247 32936072 

H3K27Ac_4h ChIP-seq GSM4732250 32936072 

H3K27Ac_0h_input ChIP-seq GSM4732251 32936072 

H3K27Ac_4h_input ChIP-seq GSM4732254 32936072 

 

2.6. The systemPipeR workflow 

The systemPipeR (H Backman and Girke 2016) R package provides a great pipeline for the 

basic analysis of NGS based techniques (e.g. RNA-seq, ChIP-seq) in R. The concept of 

systemPipeR v.2.2.2. includes a “target” file that contains the path to the input files, names 

of the samples, groups of the sample, comparison of interest and more (Fig. 5). The other 
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important file type is the parameter (.param) file. The information from both files is used to 

create system calls within the R environment for every individual sample in order to 

automatically run system tools (e.g. trimming, alignment, peak calling). Required parameters 

and the full paths to the data samples are preselected and extracted from the target files. 

Several new param files for the corresponding tools used in this study were created 

(Appendix/ Parameter_files). 

In R, the systemArgs function generates the system calls for each input file or for multiple 

input files, e.g. for paired-end data. These system calls can be executed using the 

runCommandline function. The function also checks if the output files already exist and is 

able to convert Sequence Alignment Maps (SAM) to Binary Alignment Maps (BAM) using 

Rsamtools (Morgan et al. 2017). To note, I expanded and modified the function to be able 

to recognize more output formats and generate multiple outputs needed for some specific 

tools (Appendix/R_code/Functions/SysArgs_New). In a last step, a new target file is 

generated using the writeTargetsout function. This new target file will be used as an input 

for the next step of the pipeline containing adjusted sample names and paths. 

In addition, systemPipeR includes functions for visualization of the quality FASTQ files 

(seeFastq) and the calculation of the alignment percentage (alignStats).  

Finally, systemPipeR is able to perform some of the downstream analysis for RNA-seq, 

ChIP-seq and other techniques. 

 

 

Figure 5) The systemPipeR workflow. The systemPipeR workflow includes input files, 
target files and the runCommandline function. 
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2.7. Data analysis 

2.7.1. Unix / R 

All analyses were performed on a computer with 64GB RAM and 24 threads (Ryzen 9 

3900x) running Ubuntu 20.04. LTS as an operating system. R version 4.2.1 (R Core Team 

2022) together with RStudio (RStudio Team 2022) was used for R-based analyses. 

 

2.7.2. Primary analysis (from raw FASTQ file to final BAM file) 

Publicly available NGS data sets were downloaded from the Gene Expression Omnibus 

(GEO) (Edgar et al. 2002) database using the fasterq-dump function provided by the SRA-

Toolkit (https://github.com/ncbi/sra-tools) and saved as FASTQ files.  

The first step of the analysis of NGS data was to trim the raw FASTQ files. This includes 

trimming of the bases with insufficient quality or leftover sequencing adapters. Finally, reads 

below a certain length were removed (Fig. 6). For this purpose, the TrimGalore (Krueger 

2019) tool was used with “--phred33” parameter. It combines the two tools Cutadapt (Martin 

2011) for adapter, primer and poly-A trimming and FastQC (Andrews et al. 2020) for quality 

control. Without providing a specific adapter parameter (e.g. Ilumina, Nextera), the default 

method is to automatically detect the used sequencing adapter. For the automatic adapter 

detection TrimGalore uses the first 1 million reads and search for known sequencing 

adapters, which are subsequently removed from the reads in the entire file. TrimGalore 

provides detailed statistics on the effectiveness of trimming for each file. Furthermore, 

systemPipeR’s seeFastq function was used to provide a visual representation of the quality 

for given FASTQ files.  

The next step, the alignment, was based on the trimmed FASTQ files. Here, varying tools 

were used for the alignment of individual samples (Suppl. Table S1 & S8). The first few 

analyses (RBPJ binding in MT cells - RBPK KO in MT cells) were aligned with bowtie2 

(Langmead and Salzberg 2012) for ChIP-seq or the splice-aware tophat2 (Kim et al. 2013) 

for RNA-seq. All other files were aligned with HISAT2 (Kim et al. 2019), which provides a 

much faster alignment and can be used for both spliced and non-spliced reads. To increase 

the speed of the alignment in case of spliced reads, a maximum intron length of 3000 bp 

was set. In this way, over 70% of all introns in the mouse genome can still be detected, and 

no significant disadvantage was shown compared to considering all intron lengths when 

analyzing typical differentially expressed genes (tested on multiple data sets, data not 

shown). All three alignment tools provide a detailed statistics on the quality of the alignment 

https://github.com/ncbi/sra-tools
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for each individual SAM/BAM file. For a simpler and more lucid comparison, systemPipeR’s 

alignStats function was used. This function counted the successfully aligned reads, 

compared them to the number of unmappable reads and provided a compact list of those 

values for multiple files at once. 

The generated SAM files were directly converted to BAM files by the parameter “make_bam 

= T” when using systemPipeR’s runCommandline function, which uses Rsamtools for the 

conversion (Morgan et al. 2017).  

For the ChIP-seq, ATAC-seq, CUT&TAG and some RNA-seq (MT cells RBPJ depletion) 

analyses, the aligned reads were filtered for potential PCR duplicates. For this, I used Picard 

tools MarkDuplicates function with “REMOVE_SEQUENCING_DUPLICATES = true 

REMOVE_DUPLICATES = true“ parameters (http://broadinstitute.github.io/picard/) and 

saved the output as BAM file. These filtered BAM files were indexed using samtools’ (Li et 

al. 2009) index function. For the generation of normalized coverage tracks (bigWigs), the 

filtered BAM files were converted with deepTools’ bamCoverage function (Ramírez et al. 

2014). In case of cross-sample normalization of the coverage track files, DESeq2’s (Love et 

al. 2014) size factors were used as scaling factors with the parameter “--scaleFactor”.  

 

 

Figure 6) Illustration of the NGS primary analysis. SAM = Sequence Alignment Map, 
BAM = Binary Alignment Map. 

 

 

2.7.3. Downstream analysis of RNA-seq 

The GTF file for each organism was imported into R and converted directly into a TxDb 

object using the makeTxDBfromGFF function (Lawrence et al. 2013) (Fig. 7). The genomic 

position information for the exons of each gene was extracted from the corresponding TxDB 

object and stored as a GRanges object. The summarizedOverlaps function with the “mode 

http://broadinstitute.github.io/picard/
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= ‘Union’” and the specific parameter for single-end or paired-end samples was used to 

count reads of the BAM files for the genomic ranges of all exons, yielding absolute numbers 

of reads aligned to individual genes. These counts were used as input for the differential 

gene expression analysis with DESeq2 (Love et al. 2014). DESeq2’s median of ratio 

normalization was used for the cross-sample normalization over all samples. In the cases 

where samples from different experiments were pooled (NICD1-ER) to identify differentially 

expressed genes (DEGs), additional batch normalization was applied. The quality of the 

normalization was validated by plotting the normalized read counts of all samples as box 

plots. The overall quality and comparability of the replicates was visualized and tested by 

both Pearson correlation coefficient (PCC) or principal component analysis. Unless 

otherwise indicated, genes with a log2 fold change (FC) < -1 or > 1 and adjusted p-value 

(Benjamini and Hochberg 1995) < 0.05 were identified as significantly deregulated. Heat 

maps for expression changes (log2 FC), z-scaled expression values or PCC were generated 

using gplots’ heatmap.2 function. Line plots visualizing the expression were plotted using 

ggplot2 (Wickham 2016). Volcano plots for gene expression changes and adjusted p-values 

were created using the EnhancedVolcano package 

(github.com/kevinblighe/EnhancedVolcano).  

 

 

Figure 7) Schematic representation of the downstream analysis of RNA-seq. BAM = 
Binary Alignment Map, DEGs = differentially expressed genes, ORA = over representation 
analysis, GSEA = gene set enrichment analysis. 

 

 

2.7.4. Downstream analysis of ChIP-seq, ATAC-seq and CUT&Tag 

To obtain the optimal peak set, peak calling based on the final BAM files was performed with 

both MACS2 (Zhang et al. 2008) and Peakranger (Feng et al. 2011) (Fig. 8). The resulting 

peak sets were compared by optical inspection and the peak caller with the more convincing 

results was used. For ChIP-seq classical input (without AB) was used, while ATAC-seq was 

analyzed without any input. For CUT&Tag, both no AB and IgG input was tested as an input 

https://github.com/kevinblighe/EnhancedVolcano
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for the peak calling. For the final peak sets of the CUT&Tag data, I used the peaks for which 

IgG was used as input because they looked more convincing on visual inspection. 

Due to the "poor" signal-to-noise ratio in the case of the RBPJ ChIP-seq data, the peak sets 

from multiple replicates were combined using the MSPC tool (Jalili et al. 2015) with 

parameters “-r bio -w 1e-6 -s 1e-10”. The basic idea of this approach is to perform a less 

stringent peak calling on the individual samples to get a larger and less specific set of peaks 

for the individual samples. These weaker peaks were then cross-validated between the 

different samples, allowing weaker peaks to be identified as "true positive peaks” if they 

were conserved between replicates. These “true positive peaks” were taken for the next 

steps. 

To increase the confidence in the final set of peaks of the other data sets (except for RBPJ 

ChIP-seq), the overlap between replicates was used to generate the final set of peaks. For 

ATAC-seq or ChIP-seq of histone modifications (H3K27ac, H3K4me1, H3K4me3, H3K18ac, 

H3K9ac), a peak had to be conserved in 3 out of 4 (Control/sgRBPJ, DMSO/GSI or 

GSI/Washout) replicates. These final peak sets were filtered for the ENCODE blacklisted 

regions, which contain “…anomalous, unstructured, or high signal in next-generation 

sequencing experiments independent of cell line or experiment” (Amemiya et al. 2019). Final 

peak sets were validated by optical inspection in the IGV browser (Robinson et al. 2011).  

In case of mature T-cell data, the csaw R package (Lun and Smyth 2016) was used to 

quantify binding of RBPJ and associated histone modifications. The windowCounts function 

with parameters “ext = 110, width = 10” generated windows with a width of 10 bp and a 

spacing between each window of 50 bp (default). Next, a sliding window approach was then 

used to count the number of reads (based on the BAM files) that overlap with each window. 

The minimum allowable mapping score for the reads was set to 20. As a control to the sites 

of interest (identified RBPJ binding sites) an additional 150000 random sites with an equal 

length as the RBPJ sites were used. These reads were normalized to achieve a comparable 

background level (average reads at 150000 random sites) of reads.  

For the identification of differentially bound regions (DBRs) or differential accessibility 

regions (DARs) for Beko or human data sets, the summarizedOverlaps (see 2.7.3. 

Downstream analysis of RNA-seq) function was used to count reads based on the BAM files 

and the regions of interest e.g. peaks. Normalization of the counts and identification of 

DBRs/DARs was performed using DESeq2. 



2. Material and Methods 

48 
 

Heat maps for binding intensity of ChIP-seq, ATAC-seq or CUT&Tag were generated using 

deepTools’ (Ramírez et al. 2014) computeMatrix and plotHeatmap functions. Input for these 

functions included the peak set and the normalized coverage tracks (bigWigs). Line plots 

were generated using ggplot2 based on the matrix files from deepTools’ computeMatrix 

function. The plotted lines indicated the mean and outlines standard deviation for the used 

replicates. Snapshots were generated using Gviz (Hahne and Ivanek 2016) with the 

normalized coverage tracks as input. Association of binding sites to genes was performed 

using an inhouse tool that works in a comparable manner like GREAT’s (McLean et al. 2010) 

basal plus extension mode that allows mapping to two genes but prioritizes transcription 

start site (TSS) regions (5 kb upstream, 1 kb downstream). Identification of genomic features 

at RBPJ binding sites and distance to the next TSS were calculated using ChIPseeker’s (Yu 

et al. 2015) annotatePeak function with the corresponding GTF file. Motif analysis of RBPJ 

sites (summits + / - 50 bp) was performed using the Meme suite v5.05 (Bailey et al. 2009) 

running in a docker container (memesuite/memesuite). Different numbers of states were 

tested for the description of the chromatin landscape with ChromHMM (Ernst and Kellis 

2017) on H3K4me1, H3K27ac, H3K4me3 ChIP-Seq, and ATAC-Seq data sets.  

 

 

Figure 8) The downstream analysis of ChIP-seq, ATAC-seq and CUT&Tag. BAM = 
Binary Alignment Map, DBR = differentially bound regions, DAR = differential accessibility 
regions. 

 

2.7.5. Microarray analysis 

Microarray data sets (SCLC, T6E and Beko) were analyzed in R. The data was downloaded 

and imported in R from GEO (GSE97465, GSE69091 and GSE62528) using the getGEO 

function from the GEOquery R package (Davis and Meltzer 2007). The limma (Ritchie et al. 

2015) R package was used to scale normalize the raw data and detect DEGs. 



2. Material and Methods 

49 
 

2.8. Identification of “Super Enhancers” in Beko cells 

While there are several methods to identify super enhancers, the basic idea is the same for 

all of them. The first step involves identifying active enhancer regions by performing a 

genome-wide binding assay (e.g., ChIP-seq or CUT&Tag). Several targets are known for 

the identification of such enhancer regions, including histone modifications such as 

H3K27ac, BRD4 or subunits of the Mediator complex such as MED1. Subsequently, 

enhancers that are located at a certain distance from each other are assigned to larger 

enhancer clusters. These enhancer clusters are sorted according to their activity level, which 

is characterized by the strength of binding of the enhancer factor. With this approach, there 

should be a small group of enhancers characterized by a much higher activity level than the 

vast majority of others. This group is referred to as super-enhancers. 

In this study, I used the ROSE tool (Whyte et al. 2013) for identifying super-enhancers, which 

was developed by the Young lab. The ROSE tool needs two input files, first the identified 

enhancer regions as a General Feature Format (GFF) file and second the associated 

aligned reads as a BAM file. Due to the two replicates of H3K27ac ChIP-seq in control Beko 

cells (DMSO), I first merged the two BAM files using samtools’ merge function. To keep 

consistent, this merged BAM file was used for a new peak calling using MACS2 with the 

single input control. The resulting narrow peaks were converted to a GFF file within R. This 

GFF file together with the merged BAM file was used as an input for ROSE. The typical 

output of ROSE includes a file for the identified enhancer clusters (stitched enhancers), 

super enhancers and the curve showing the strength of all enhancer clusters. The resulting 

935 super enhancers in Beko cells were optically validated within the IGV browser and 

compared to known super enhancers in T-cells.  

 

2.9. GO / GSEA functions 

Many RNA-seq analyses involve the same basic questions. The typical questions are: Which 

genes are significantly deregulated? With which known signaling pathways / GO terms are 

these genes associated? Which gene sets are significantly regulated? 

To answer these questions in an automated way, I have developed a set of functions that 

can answer these questions and automatically generate publication ready figures 

(Appendix/R_code/Functions/my_GO_analysis). These functions need only the generated 

DESeq2 object and the contrast of interest defined in systemPipeR’s targets file. The first 

step is to translate the human-readable Gene Symbols to Entrez Gene IDs using bitr. These 
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Entrez Gene IDs are used as input for the over representation analysis (ORA) with either 

the Gene Ontology (GO) (BP, MF, CC) or the KEGG database. The ORA analysis is based 

on the clusterProfiler (Yu et al. 2012) package (enrichGO / enrichKEGG). All genes with at 

least one read in one sample are defined as the background (universe) for the ORA. 

For the gene set enrichment analysis (GSEA), all genes are ranked by their Wald test 

statistic (max to min) provided by DESeq2. Genes without values are removed. These 

ranked gene lists are used as an input for the gseGO or gseKEGG functions.  

The results of all analyses are tables including all significant pathways with p-values, 

associated genes and other statistics. Furthermore, dot plots for the top 10 significant 

pathways, GSEA plots and KEGG maps are generated. Additionally, .rds objects store all 

necessary information to reproduce all plots with specific pathways of interest. To increase 

the speed of the analysis, there are parameters that define which part of the analyses should 

be performed. 

 

2.10. Prediction of dynamic RBPJ binding sites 

I tested the prediction of dynamic or static binding behavior of RBPJ sites in Beko cells 

based on several features. These features included min-max normalized MSPC’s negative 

decadal log p-values (proxy for the quality of binding), distance relative to the nearest TSS, 

genomic feature (see ChIP-seq section), association with different histone marks, 

occurrence of the canonical RBPJ motif and more. To create and test different prediction 

approaches the caret package was used (Kuhn 2008). First, the raw data set was split into 

two data sets (training and test) using the createDataPartition function from the caret 

package. Due to the strong imbalance in the classifications (5% dynamic, 95% static), I 

tested random subsets with varying percentage of static sites as an input for the training set. 

158, 500, 1000, 1500, 2500, 3000 and all static sites were tested as an input for the model 

(Suppl. Table S15). Therefore, random subsampling of static sites was used. The 

createDataPartition function of the caret (Kuhn 2008) package was used to split the data set 

(all dynamic sites + variable number of static sites) into 80% training data and 20% test data. 

Finally, 1500 static sites represent the sweet spot for the best prediction. 

Various machine learning algorithms were tested for the prediction, including random forest, 

generalized linear model and others. The most accurate prediction was using the random 

forest algorithm with over 95% overall accuracy. The random forest model was generated 

based on the training data using the randomForest function of the randomForest (Liaw 2002) 
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package. Mean accuracy (fraction of correctly predicted sites in test data) was measured 

over 500 random forest models based randomly subsampled static sites. Finally, one 

random model with an accuracy over the mean of all 500 models was chosen as the final 

one. This exact same model was used for the prediction of dynamic or static binding 

behavior of RBPJ sites in other cell types. 

Lastly, the two features that showed the strongest predictive power for dynamic or static 

sites were MSPC’s p-value and the associated genomic feature (defined by the 

ChIPseeker’s annotatePeaks function), while all other features had only a minor impact on 

the overall accuracy.  

Receiver operating characteristic (ROC) curve showing the true vs. false positive rates for 

both static and dynamic site prediction was calculated using the ROCR package (Sing et al. 

2005). 

 

2.11. System tools and R environment 

All system tools, R code and the R “sessionInfo” that were used for bioinformatics analysis 

are in the appendix. 
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3. Results 

Chapter I: Notch-dependent and -independent functions of 

transcription factor RBPJ 
 

3.1.1. Characterization of RBPJ binding sites in mature T-cells 

The transcriptional response of the Notch pathway is mediated by the transcription factor 

RBPJ, which is the major interaction partner of the Notch intracellular domain (NICD) (Siebel 

and Lendahl 2017). Depending on the activation state of the Notch pathway, RBPJ can act 

as an activator or a repressor by interaction either with co-activators (Notch active) or co-

repressors (Notch inactive). To elucidate the molecular mechanism of RBPJ-mediated 

repression genome-wide, I analyzed different ChIP-seq and ATAC-seq data sets in a mature 

T-cell line (MT) displaying no Notch signaling (Notch-OFF) (Xu et al. 2017). In MT cells the 

role of RBPJ was described to repress Notch target gene expression (Yuan et al. 2019).  

First, I identified RBPJ binding sites in MT cells by analyzing RBPJ ChIP-seq data in control 

(eV) MT cells. I was able to identify 1753 RBPJ binding sites that were shared between two 

replicates (Fig. 9A, Appendix Fig. 1A, Suppl. Table S2). To test the function of RBPJ and 

validate the ChIP-seq signals, I additionally analyzed data from MT cells with CRISPR-

meditated depletion of RBPJ (KO). Some groups suggest using depletion experiments in 

ChIP-seq to eliminate “phantom peaks”, regions that are not enriched due to specific 

immunoprecipitation but are rather identified nonspecifically (Jain et al. 2015). Thus, I 

removed all peaks that still had a detectable signal in either replicate of RBPJ depleted MT 

cells. (Fig. 9A). 

It is known that many TFs, including RBPJ, bind to open chromatin regions (Tsompana and 

Buck 2014). ATAC-seq provides a useful tool to identify open chromatin regions on genome-

wide scale. Analysis of ATAC-seq data derived from control MT cells revealed 47763 open 

chromatin regions (Fig. 9C, Suppl. Table S2). As expected, the vast majority of RBPJ sites 

(1735/1753) were within these accessible regions. Noteworthy, the visual inspection of the 

18 non-overlapping sites indicated that these regions were nonetheless enriched for ATAC-

seq signals, but the stringency of peak calling resulted in the failure to detect these as 

accessible regions. Nevertheless, these regions were removed from the set of RBPJ sites.  

Typically, TFs recognize and bind specific DNA motifs to regulate their target regions. To 

identify motifs at RBPJ sites, I performed a DNA binding motif identification analysis. As 
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expected, I found the canonical RBPJ binding motif significantly (E-value = 8.2×10-31) 

enriched at these sites (Fig. 9D). Surprisingly, only 340 of the 1735 sites carried the 

canonical RBPJ motif. The most enriched and frequently identified motif was not the RBPJ 

consensus binding sequence but the transcription factor specificity protein 1 (SP1) motif (E-

value = 8.1×10-170), which is mainly found at promoter regions (Hasegawa and Struhl 2021). 

In addition, other motifs such as RUNX2, NRF1, SP2, and others were identified as 

significantly enriched (Suppl. Table S3). 

In summary, the above findings supported the specificity of the identified RBPJ binding sites 

in MT cells and showed that the SP1 and RBPJ consensus binding sequence, among others, 

were enriched at RBPJ sites. 
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Figure 9) Characterization of RBPJ binding sites in mature T-cells. A) Heat map and 
average binding plot (profile) showing the 1735 RBPJ binding sites in control (green) and 
RBPJ-depleted (red) mature T-cells by ChIP-seq. B) Heat map and average binding plot 
(profile) of the chromatin accessibility at 1735 RBPJ sites in control (green) and RBPJ-
depleted (red) MT cells. Chromatin accessibility was measured by ATAC-seq. C) Venn 
diagram depicts the overlap of identified open chromatin regions (ATAC-seq) and RBPJ 
binding sites (ChIP-seq) in control MT cells. D) Table shows enriched DNA binding motifs 
at RBPJ sites including the SP1, NRF1 and RBPJ motif. Motif discovery was performed 
using MEME-ChIP. 
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It is known that RBPJ can affect the chromatin structure during the regulation of the Notch 

target genes by recruiting several chromatin modifiers including the acetyltransferase p300 

(activator) or the HDAC and histone demethylase recruiting SHARP/NCoR complex (co-

repressors) (Oswald et al. 2001; Oswald et al. 2002). This led to the assumption that the 

RBPJ could lead to repressive chromatin conformation in MT cells. In order to test this, I 

analyzed ATAC-seq results upon depletion of RBPJ. Surprisingly, the overall chromatin 

accessibility at RBPJ sites was not affected by the depletion of RBPJ (Fig. 9B, Appendix 

Fig. 1B).  

To characterize the RBPJ-mediated effects in regard to histone marks, I analyzed ChIP-seq 

data of H3K27ac (active chromatin), H3K4me3 (promoter regions) and H3K4me1 (enhancer 

regions) in control and RBPJ-depleted MT cells. Overall, RBPJ sites were enriched for 

H3K27ac (Fig. 10A, Appendix Fig. 2A) and H3K4me3 (Fig. 10B, Appendix Fig. 2B). The 

typical peak-valley-peak pattern (Pundhir et al. 2016), representing RBPJ binding in the 

valley and the modifications at the surrounding nucleosomes, was found for both histone 

marks. Overall, RBPJ binding sites and their proximity showed a decreased level of 

H3K4me1, compared to the outer regions (+/- 3 kb) surrounding the RBPJ sites (Fig. 10C, 

Appendix Fig. 2C). Previously, H3K4me1 was shown to be found flanking H3K4me3 at 

active promoters (Bae and Lesch 2020).This indicated that RBPJ sites are mainly found at 

active promoter regions.  

To test whether RBPJ depletion affects the adjacent chromatin landscape, I compared 

control MT cells to MT cells depleted of RBPJ. Despite the described function of RBPJ to 

remodel its adjacent chromatin, the overall level of H3K27ac, H3K4me3 and H3K4me1 at 

RBPJ were only slightly affected upon RBPJ depletion (Fig. 10A - C). Although RBPJ acts 

as a repressor in MT cells (Yuan et al. 2019) and should therefore be associated with 

inactive chromatin, the H3K27ac levels where slightly reduced upon RBPJ depletion. 

Furthermore, H3K4me3 and H3K4me1 were slightly enriched by the depletion.  

In contrast to the overall response, chromatin at some RBPJ sites showed a strong increase 

of H3K27ac and H3K4me3 levels. These RBPJ sites were mainly in the proximity or directly 

at known Notch target genes like Hes1 or DTX1, but also near Kcnn1, which has not yet 

been associated with Notch signaling (Fig. 10D).  

In summary, RBPJ sites were associated with the typical active promoter chromatin marks 

H3K27ac and H3K4me3. Surprisingly, and in contrast to the described function of RBPJ as 

a repressor, most RBPJ sites were located in active open chormatin. Overall, the depletion 
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of RBPJ was not associated with changes of the chromatin modifications. However, a 

minority of sites showed a strong change upon RBPJ depletion 

 

 

Figure 10) The chromatin landscape at RBPJ binding sites in mature T-cells. Heat map 
and average binding plot (profile) showing the overall enrichment of A) H3K27ac, B) 
H3K4me3 and C) H3K4me1 at 1735 RBPJ binding sites in control (green) and RBPJ-
depleted (red) mature T-cells. D) Genomic snapshots of the gene loci of Hes1 (left), Dtx1 
(middle) and Kcnn1 (right) displaying associated histone modifications H3K7ac, H3K4me3 
and H3K4me1 for control and RBPJ-depleted MT cells. Histone modifications were analyzed 
by ChIP-seq.  
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3.1.2. Transcriptional regulation by RBPJ in absence of Notch signaling 

After analyzing the effects of RBPJ on surrounding chromatin, the question arose how RBPJ 

affects transcription, since chromatin conformation and transcription are closely linked. The 

RBPJ-mediated transcriptional activation of Notch target genes is well described in various 

cellular systems. However, the RBPJ-mediated repression of genes is less-well understood. 

Previously, our group published the repressive function of RBPJ on the known Notch target 

genes Hes1 and Hey1 in the absence of active Notch signaling (Yuan et al. 2019). To 

understand the genome-wide repressive potential of RBPJ, I analyzed RNA-seq data from 

control and RBPJ-depleted MT cells. 

First of all, I identified 509 significantly upregulated (log2 FC > 1 & FDR < 0.05) and 148 

significantly downregulated (log2 FC < -1 & FDR < 0.05) genes upon depletion of RBPJ (Fig. 

11, Suppl. Table S4). In line with the previous publication (Yuan et al. 2019), Hes1 and Hey1, 

but also the known Notch target genes Lgmn and Il2ra were among the significantly 

upregulated genes. Overall, the depletion of RBPJ resulted in much more upregulated of 

genes. This is in line with RBPJ’s proposed function as a repressor in the absence of an 

active Notch pathway.  

 

 

Figure 11) Overall depletion of RBPJ leads to upregulation of transcription. A) Bar plot 
of the 509 significantly upregulated and 109 significantly downregulated genes. Stringency 
thresholds were log2 FC > 1 (upregulated) or log2 FC < -1 (downregulated) and adjusted p-
value (FDR) < 0.05. B) Volcano plot of the transcriptional response upon RBPJ-depletion in 
mature T-cells measured by RNA-seq. Labeled are the known and significantly upregulated 
Notch-target genes Hes1, Hey, Il2ra and Lgmn.  
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As described above, it was shown that RBPJ together with co-factors can affect neighboring 

chromatin regions, which has been shown to be important for transcriptional regulation. In 

order to find the direct RBPJ target genes and to remove genes that are indirectly regulated 

by secondary effects, I integrated ChIP-seq and RNA-seq. I defined direct RBPJ target 

genes as genes associated with an RBPJ binding site that are significantly deregulated upon 

depletion of RBPJ. 

Although there were 1735 RBPJ binding sites and 657 deregulated genes, only 72 genes 

were fulfilling these criteria (Fig. 12). Both Hes1 and Kcnn1, which showed increased levels 

of H3K27ac upon depletion of RBPJ (Fig. 10B) and the other well-described Notch target 

genes Hey1 and Lgmn were found to be direct RBPJ targets. This suggests that in the 

absence of Notch signaling, RBPJ acts directly as a repressor only on a subset of target 

genes. 

Interestingly, I found a set of 32 (~44%) genes that were bound by RBPJ and showed a 

repression (downregulation) of transcription upon RBPJ-depletion. This may indicate a yet 

largely undescribed function of RBPJ as an activator in the absence of Notch. 

In summary, depletion of RBPJ resulted in more upregulated genes than downregulated 

genes, supporting the function of RBPJ as a repressor in cells with an inactive Notch 

pathway. Only 40 of the 509 significantly upregulated genes were associated with an RBPJ 

binding site, indicating direct repression by RBPJ. Within those 40 genes were several 

known Notch target genes, demonstrating the repressive function of RBPJ on a subset of 

Notch target genes.  

 

 

Figure 12) Identification of 72 direct RBPJ target genes in mature T-cells. Heat map of 
the significantly deregulated (log2 FC > 1 or < -1 and adjusted p-value < 0.05) genes upon 
depletion of RBPJ (RNA-seq) that are associated with an RBPJ binding site (ChIP-seq).  
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3.1.3. Notch-mediated activation of target genes is dependent on RBPJ 

Activation of the Notch pathway results in the cleavage of the Notch receptor allowing the 

translocation of the NICD from the plasma membrane into the nucleus. Here, NICD interacts 

with DNA-bound RBPJ and switches the function of RBPJ from a repressor to an activator. 

In order to understand the transcriptional response of activating the Notch pathway in MT 

cells, I analyzed RNA-seq data sets before and after induction of a tamoxifen (4-OHT)-

inducible NICD1 (NICD1-ER) or (Bio-tagged) NICD1 wild type (NICD1 WT) and their 

controls. Here, the tamoxifen inducible system is used to measure the effects of Notch 

activation after a specific time point, while the NICD1 WT overexpression results in a 

constant activation of the Notch pathway.  

The cells with a constant activation of the Notch pathway (NICD1 WT) showed 1077 

significantly upregulated and 150 significantly downregulated genes compared to their 

control cells. In comparison, the 24 h of Notch activation by tamoxifen treatment resulted in 

only to 299 significantly upregulated and 48 significantly downregulated genes (Fig. 13A - 

B, Suppl. Table S4). This already showed that the constant Notch activation led to much 

stronger changes in the transcriptome and thus to most likely more secondary effects, 

compared to 24 h of Notch signaling. To identify the genes directly induced by Notch and 

rule out secondary or indirect effects, I took the 216 commonly upregulated genes (p-value 

= 1.9×10-227) between NICD-WT and 24 h of NICD1-ER. This minimizes the chance of 

including indirectly regulated genes since two independent methods of Notch activation were 

compared. In the literature, NICD is described to act as an activator of transcription. 

Surprisingly, 15 genes were commonly downregulated (p-value = 1.4×10-21). Even though 

the overlap is statistically significant, the fraction of commonly upregulated genes is much 

higher than the proportion of commonly downregulated genes, indicating a possible indirect 

effect.  
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Figure 13) Identification of Notch target genes. Venn diagram depicting the overlap of 
significantly A) upregulated (log2 FC > 1 and adjusted p-value < 0.05) and significantly B) 
downregulated (log2 FC < -1 and adjusted p-value < 0.05) genes upon constant 
overexpression of NICD1 WT and 24 h of NICD1-ER. Hypergeometric test: Overlap 
upregulated: p-value = 1.9×10-227; overlap downregulated: p-value = 1.4×10-21. 

 

 

In order to test whether genes previously associated Notch were enriched within the 216 

commonly Notch-induced genes, I performed an over representation analysis (ORA) using 

the GO and KEGG database. Among others, I found three Notch-associated pathways to 

be significantly overrepresented within the 216 genes (Fig. 14A, Suppl. Table S5). These 

results confirmed the reliability of the identified Notch-induced genes, the efficacy of both 

treatments in mimicking Notch activation and further validated the genes as true Notch 

targets. 

It has been previously published that MT cells lack the cleaved NICD1 protein and are 

therefore Notch inactive (Xu et al. 2017). As additional validation of this finding, I tested the 

effect of γ-secretase inhibitor (GSI) on MT cells. GSI is a well-established Notch inhibitor 

that blocks the S3 cleave of the Notch receptor, resulting in downregulation of Notch target 

genes when cells have active Notch signaling (Olsauskas-Kuprys et al. 2013). As expected, 

no change in the expression of the 216 Notch target genes (Notch-induced genes) was 

detectable, confirming that Notch is indeed not active in MT cells (Fig. 14B). 

In the canonical model of the Notch pathway, the TF RBPJ is the main transcriptional 

mediator of the Notch response. This suggest that RBPJ is required for the transcriptional 

response upon activation Notch pathway. To prove importance of RBPJ for the Notch-
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mediated gene activation in MT cells, I analyzed the effect of Notch activation through NICD1 

WT overexpression in RBPJ-depleted MT cells. First, these new data sets (called BioeV and 

BioNICD1 WT) confirmed the previously identified 216 Notch target genes, as they were 

also strongly upregulated upon BioNICD1 WT compared to their control (BioeV). Second, 

as suggested by the model, there was no detectable upregulation of the 216 Notch-induced 

genes in RBPJ-depleted MT cells upon overexpression of NICD1 (BioNICD1 WT) (Fig. 14B, 

Suppl. Table S4). This confirms that RBPJ is indeed absolutely required for Notch activation. 

In summary, the genes commonly upregulated by 24 h of tamoxifen-induced NICD1 (NICD1-

ER) and constant overexpression of NICD1 (NICD1 WT) represented a bona fide set of 

direct Notch target genes in MT cells. Furthermore, MT cells had no Notch activity and 

transcriptional activation of the Notch pathway was absolutely dependent on RBPJ. 

 

 

Figure 14) Notch response in mature T-cells is RBPJ dependent. A) Dot plot showing 
that multiple Notch associated pathways are statistically overrepresented within 216 
commonly upregulated genes upon constant and 24 h of Notch activation. ORA analysis 
was performed using the GO “Biological Processes” database. Highlighted are Notch 
associated pathways. B) Box plot depicting the response of 216 bona fide Notch target 
genes upon BioNICD1 WT (BioNICD1 WT / BioeV) in control or RBPJ-depleted MT cells or 
upon GSI (GSI / DMSO) treatment. Analysis of transcriptional response was performed by 
RNA-seq.  
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3.1.4. Notch-activation in MT cells leads to increased RBPJ binding 

The above-mentioned experiments, together with the literature, demonstrated the role of the 

TF RBPJ as an essential mediator of the transcriptional response of the Notch pathway. 

Several studies indicated that the DNA binding of RBPJ may be dependent on active Notch 

signaling (Krejčí and Bray 2007; Castel et al. 2013; Wang et al. 2014). Therefore, I focused 

on the effects of Notch activation on the RBPJ binding. To this end, I analyzed new ChIP-

seq data of MT cells overexpressing NICD1 WT (NICD1 WT), a hypoactive NICD1 mutant 

(NICD1 ΔEP) or BioeV (empty vector) as a control. The NICD1 ΔEP mutant is unable to 

interact with the histone acetyltransferase EP300, which is described to play an important 

role in the assembly of the co-activator complex of RBPJ (Oswald et al. 2001). The ΔEP 

mutant can be used to investigate the function of the coactivator complex on RBPJ binding, 

as it has been previously described that the MAML/NICD/RBPJ complex increases DNA 

binding affinity (Wu et al. 2000). 

Identification of the RBPJ binding site was repeated using the NICD1 WT data for peak 

calling. There is evidence in the literature that RBPJ has a stronger DNA-binding in presence 

of the NICD (Castel et al. 2013), which should allow a more efficient peak calling. Indeed, I 

was able to detect 3757 binding sites using the RBPJ ChIP-seq in MT cells overexpressing 

NICD1 WT. Consistent with the above-mentioned literature, the RBPJ binding was stronger 

in the presence of NICD1 WT compared to their BioeV control cells. Surprisingly, the NICD1 

ΔEP mutant showed the overall lowest level of RBPJ binding (Fig. 15A, B & D, Appendix 

Fig. 3A & B). These findings suggest a potential role for the co-activator complex in the 

regulation of RBPJ binding to chromatin.  

The number of RBPJ binding sites was much higher (2022 new sites) in MT cells 

overexpressing NICD1 WT (3757 sites) compared to the control MT cells (Fig. 9; 1735 sites). 

To test how many of the additional 2022 sites were actually not identified with an inactive 

Notch pathway, I compared both sets of RBPJ binding sites (Fig. 15C, Suppl. Table S2). I 

found that only 1157 sites were commonly detected in both NICD1 WT and control MT cells. 

To explain the strong differences in the number of binding sites between NICD1 WT and 

control cell, I validated the 3757 NICD1 WT sites in control cells (Fig. 15A, Appendix Fig. 

3A). Overall, there was a lower binding signal detectable in the control cells, but the pattern 

was almost identical. Moreover, this signal was completely absent in RBPJ-depleted MT 

cells. Taken together, the large set of additional binding sites in the presence of NICD1 was 

most likely due to the stronger binding of RBPJ, resulting in better detectable of the ChIP-

seq signals, rather than representing a large set of de-novo binding sites.  
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Furthermore, the detection of DNA binding motifs within the larger set of RBPJ binding sites 

(3757) in the presence of NICD1 identified similar motifs to those in control cells. These 

included RBPJ, SP2 and RUNX1 (Suppl. Table S3). This further supports that the larger set 

of RBPJ binding sites in the presence of NICD1, is overall comparable to the RBPJ sites 

identified in the absence NICD1. 

In summary, the binding of RBPJ to the DNA was significantly stronger in the presence of 

the NICD1. However, the binding became even weaker upon the overexpression of the 

hypoactive NICD1 ΔEP mutant, which is unable to interact with EP300. This indicated the 

importance of the correct forming of the co-activator complex for the RBPJ-DNA binding. 

Overall, the set of RBPJ binding sites in the presence of NICD1 was comparable to cells 

without NICD1, indicating that there were not many de-novo binding sites.  
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Figure 15) Notch activation leads to increased RBPJ binding. A) Heat map and average 
binding plot (profile) depicting 3735 RBPJ binding sites identified in mature T-cells 
overexpressing NICD1 WT and their binding strength in BioeV control (grey), NICD1 WT 
(blue), NICD1 ΔEP (purple), CRISPR control (green) and RBPJ-depleted (red) MT cells. B) 
Heat map and average binding plot (profile) showing the increase in RBPJ binding at 3735 
RBPJ sites upon BioNICD1 WT. C) Venn diagram displaying the overlap of RBPJ binding 
sites identified in control or BioNICD1 WT overexpressing MT cells. D) Box plot showing the 
quantification of RBPJ binding at 3757 RBPJ binding sites in control, BioNICD1 WT or 
BioNICD1 ΔEP and at random control sites. [***] p < 0.001; Wilcoxon rank sum test. 
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3.1.5. Identification of bona fide Notch target genes in MT cells 

After characterization of the Notch-mediated transcriptional activation by 24 h of NICD1-ER 

or constant overexpression of NICD1 and the effect of NICD1 on the RBPJ binding, I focused 

on the direct transcriptional Notch response. Consistent with the literature proposing RBPJ 

as the central transcription factor of Notch signaling, the previous sections showed that 

RBPJ is essential for the activation of Notch target genes. Therefore, I sought to identify the 

Notch target genes directly mediated by RBPJ. To this end, I focused on the previously 

identified 216 Notch-induced genes and selected those associated with at least one of the 

3757 RBPJ binding sites in the presence of NICD1. This led to the detection of 65 genes 

that were induced by Notch-activation and bound by RBPJ (Fig. 16, Suppl. Table S4). These 

genes included several well-known Notch target genes such as Hes1, Hey1, Dtx1 and Nrarp. 

Taken together, I identified 65 bona fide Notch target genes in MT cells. These were defined 

as genes that are, firstly upregulated by both NICD1 WT and 24 h of NICD1-ER, secondly 

bound by RBPJ and thirdly this upregulation is dependent on the presence of RBPJ. 

 

 

Figure 16) Identification of direct Notch target genes in MT cells. Heat map depicting 
significantly upregulated (log2 FC > 1 and adjusted p-value < 0.05) genes upon 24 h of 
NICD1-ER (Upper) and constant expression of NICD1 WT (Lower) that are associated with 
a RBPJ site in MT cells overexpressing NICD1 WT. Analysis of transcriptional response was 
performed by RNA-seq. 
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3.1.6. Four distinct clusters of RBPJ-Notch target genes 

After characterizing both RBPJ-mediated repression and Notch-mediated activation of 

genes in MT, I wanted to integrate both groups to obtain a genome-wide picture of the 

overlaps, similarities and differences between the two regulatory mechanisms. Since I was 

able to show that RBPJ binding is a prerequisite for Notch-mediated gene expression, I 

focused only on genes associated with an RBPJ-binding site. 

In order to better understand the genome-wide regulatory mechanism of RBPJ and Notch, I 

took all genes that were associated with RBPJ binding in either NICD1 WT overexpressing 

or control MT cells and that were significantly upregulated by RBPJ depletion (RBPJ-

mediated repression), NICD1 WT (constant Notch activation) or NICD1-ER (24 h of Notch 

activation). Supervised clustering was used to divide these genes into distinct categories 

(Fig. 17, Suppl. Table S6). The first cluster included all genes upregulated by RBPJ-

depletion, NICD1 WT and 24 h of NICD1-ER. These genes were repressed by RBPJ in the 

absence of Notch and became activated in an RBPJ-mediated manner by Notch signaling. 

The second cluster was characterized by genes upregulated by RBPJ depletion and NICD1 

WT but not by 24 h NICD1-ER. The third cluster comprised genes upregulated by both 

NICD1 WT and 24 h NICD1-ER but not RBPJ depletion. The fourth cluster consisted of 

genes upregulated by RBPJ depletion but not with NICD1 WT or 24 h NICD1-ER. 

In summary, there were four distinct regulatory patterns of the RBPJ/Notch-mediated 

transcriptional response. Not all genes activated by Notch signaling were also actively 

repressed by RBPJ with an inactive Notch pathway. Furthermore, many genes that were 

actively repressed by RBPJ without Notch signaling were not activated by NICD. 
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Figure 17) Four distinct clusters of RBPJ-Notch target genes in MT cells. Heat map 
depicting significantly upregulated (log2 FC > 1 and adjusted p-value < 0.05) genes upon 24 
h of NICD1-ER or constant expression of NICD1 WT or depletion of RBPJ that are 
associated with a RBPJ site in MT cells overexpressing BioNICD1 WT or control cells. 
Heatmap is clustered as followed: I = sig. upregulated in BioNICD1 WT & 24 h of NICD1-
ER & RBPJ-depletion, II = sig. upregulated in BioNICD1 WT & RBPJ-depletion, III = sig. 
upregulated in BioNICD1 WT & 24 h of NICD1-ER, IV = sig. upregulated in RBPJ-depletion.  

 

 

3.1.6.1. Clusters of target genes represent different genomic features 

The previous analysis of histone modifications (Fig. 10) indicated that the vast majority of all 

RBPJ binding sites were located in promoter regions, as they were strongly enriched for the 

promoter mark H3K4me3. In order to validate this finding, I analyzed the genomic features 

associated with RBPJ binding sites. In simple terms, I tested at which previously annotated 

regions of the genome (e.g. promoter, intronic regions) the RBPJ binding sites were located. 

Next, I tested whether the RBPJ binding sites associated with the genes from the four 

clusters show any differences that could explain their distinct transcriptional responses.  

As expected by the histone modifications, annotation of RBPJ binding sites showed that the 

majority (~70%) of RBPJ binding sites were indeed located at promoter regions (Fig. 18). In 

contrast to this, the RBPJ binding sites associated with the genes from the different clusters 

were located at promoter regions to a much lesser extent (Fig. 18A). Instead, they were 

more associated with intronic and intergenic regions. Clusters I and II showed a very similar 

distribution of genomic features associated with their respective RBPJ-binding sites. Cluster 

III, which consisted of genes unresponsive to RBPJ-depletion, was highly associated with 

introns and intergenic regions. This showed that these sites compiled a much higher fraction 

of enhancers compared to the promoter regions of the other clusters. This finding suggested 

that RBPJ bound enhancer sites may be less depended on RBPJ-mediated repression. 

Cluster IV included the highest fraction of promoter sites compared to RBPJ sites from the 

other clusters. These observations highlighted that the identified clusters have differences 

in the associated genomic features that could contribute to their distinct transcriptional 

response upon Notch activation and RBPJ-depletion.  

To validate the findings of the different genomic feature associated with RBPJ binding sites, 

I used the previously analyzed ATAC-seq data and ChIP-seq data for H3K27ac, H3K4me1 

and H3K4me3 from control MT cells. These features were used to study the chromatin 

landscape in the context of RBPJ binding sites associated with the four different clusters. 
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Using the well-established chromHMM tool, which is capable of identifying different 

chromatin states based on the combinatory presence of histone marks, I was able to 

generate a four-state chromatin landscape model (Fig. 18B). In this model, state 1 

represented active enhancers, characterized by high levels of H3K4me3, H3K27ac and 

accessibility but only weak levels of H3K4me1. State 2 lacked any of level of accessibility or 

the aforementioned histone modifications, indicating gene and enhancer-free regions. State 

3 had the same features as state 1 but was more enriched in H3K4me1. This indicated 

active enhancer regions. State 4 represented poised enhancers, characterized by high 

levels of H3K4me1, but weak accessibility and minor levels of H3K27ac. Taken together, 

the generated chromatin states reflected the expected combination of histone modifications 

associated with the distinct genomic features (promoter, active and poised enhancer). 

First of all, the state 2 (gene and enhancer-free) was only weakly enriched at cluster I & IV 

and nearly not detectable for cluster II & III, indicating that RBPJ sites were mainly located 

at regulatory regions. As expected by the analysis of the genomic features, the RBPJ binding 

sites associated with genes from cluster III were more enriched for state 4 (poised 

enhancers) and less enriched for state 1 (active promoter) compared to the sites from the 

other clusters in control MT cells. This further validated them as enhancers, which potentially 

become active upon Notch signaling. In line with the genomic features, sites from cluster IV 

were the most enriched for state 1 (active promoter) and less enriched for state 2 (active 

enhancer) or 3 (poised enhancers). This suggested that even when RBPJ acts as a 

repressor, these genes remain in an overall active chromatin conformation located mainly 

located at promoters.  

In summary, RBPJ sites overall were strongly associated with promoter regions. In contrast 

to this, RBPJ sites from the genes of the four clusters were much less associated with 

promoter regions. RBPJ binding sites from all clusters were associated with the active 

chromatin states 1 and 3. RBPJ sites from cluster III genes were least associated with 

promoter regions, but more strongly associated with introns and intergenic regions, which 

was reflected by the enrichment of the poised enhancer chromatin state. Finally, the 

chromatin states generated reflected the known combinations of histone modifications and 

were able to further support the identified genomic features at RBPJ sites. 
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Figure 18) Cluster of RBPJ binding sites represent different genomic features. A) 
Stacked bar plots depicting the genomic features associated with all RBPJ sites or the 
individual sites from each cluster. B) Stacked bar plot showing the different chromatin states 
identified by chromHMM associated with the RBPJ binding clusters. Heat map describing 
the different chromatin states, which were identified based on H3K4me1, H3K4me3, 
H3K27ac and ATAC-seq.  

 

 

3.1.6.2. Clusters of target genes have distinct functions  

The previous chapters highlighted the different transcriptional responses of the four clusters 

and the different chromatin states at the RBPJ sites associated with the genes of the 

clusters. However, the actual function of the genes in the different clusters and whether they 

represent distinct biological functions remained to be investigated. 

To this end, I first focused on the genes of cluster I and II because their transcriptional 

response and binding location were comparable. The main difference was a much weaker 

response after 24 h of Notch activation. This suggested that these genes may need to be 

exposed to NICD1 for a longer period of time to be activated compared to cluster I genes. 

To test this, I analyzed a time-course experiment upon Notch activation. This examined early 

time points (4 & 8 h) of Notch activation using the same tamoxifen inducible system as it 

was used for 24 h. 
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The genes of cluster I and III were already strongly upregulated upon 4 h and even more so 

after 8 and 24 h of Notch induction. In contrast to this, genes of cluster II showed no 

expression change upon 4 h of Notch induction. A slight upregulation was detectable after 

8 h and a stronger upregulation after 24 h. As expected, genes of cluster IV showed no 

regulation throughout time-course experiment (Fig. 19, Suppl. Table S4). These results were 

validated using RT-qPCR (Friedrich et al. 2022).  

In summary, genes of cluster I and III responded directly to the induction of the Notch 

signaling, whereas genes of cluster II needed more time to respond. This suggested that 

there were early (cluster I & III) and late (cluster II) response genes. 

 

 

Figure 19) Genes from RBPJ clusters have different response times upon Notch 
activation. A) Line plot depicting different timepoints of the transcriptional response of 
genes from the different clusters upon NICD1-ER activation. Dots represents the mean log2 

FC. B) Box plot quantifying the gene expression changes of the different clusters or all genes 
upon different time points after NICD1-ER treatment.  

 

 

After the identification of potential early and late responsive genes, I aimed to elucidate the 

biological functions of the genes. To this end, I used an ORA with the GO database 

“Biological Processes” to analyze whether the genes within the four clusters were associated 

with distinct biological functions.  
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Genes of cluster I were associated for terms related to development (Fig. 20, Suppl. Table 

S7). Cluster II genes were enriched for genes associated with inflammatory and cytokine 

response. In contrast, cluster III were enriched for genes related to T-cell and immune 

system processes system. The genes of cluster IV were enriched for genes associated with 

B-cell proliferation and response to growth factor beta. Surprisingly, none individual clusters 

were significantly enriched for genes from the term “Notch pathway”. 

In summary, this indicated that the different clusters not only represented different regulatory 

mechanims and features, but were also associated with distinct bioloigcal functions. 

 

 

Figure 20) Different pathways are associated with the four clusters. Bar plots showing 
the top five significantly overrepresented pathways from the GO “Biological Processes” 
database for the genes from the four clusters. Dashed line marking the p-value of 0.05. 

 

 

3.1.6.3. Clusters of target genes are conserved in other cellular systems 

In the previous chapters, the four clusters of RBPJ-Notch target genes were characterized 

in terms of their associated genomic features and potential biological functions. However, 

the biological mechanism remained unclear. One possible regulatory mechanism could 
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include the function of the histone variant H2A.Z. A previous publication from our group 

highlighted that RBPJ and the H2A-Z-chaperone interact and that H2A.Z acts as repressor 

of Notch target genes in MT cells (Giaimo et al. 2018). Consequently, I focused on the 

function of histone variant H2A.Z on the genes of the four clusters. To test whether the RBPJ 

repressed genes (clusters I, II & IV) but not the genes from cluster III (which respond only 

to Notch) are regulated by H2A.Z, I analyzed RNA-seq data upon H2A.Z depletion. 

Only genes from cluster I, II and IV were significantly upregulated upon depletion of H2A.Z, 

whereas cluster III was not affected (Fig. 21A, Suppl. Table S4). This suggested that not 

specifically all Notch target genes are activated by depletion of H2A.Z in MT cells but rather 

RBPJ-repressed genes. 

To test whether these four clusters are specific for MT cells or whether they are conserved 

in other cell types, I analyzed several publicly available RNA-seq data sets. These data sets 

included T-cell acute lymphoblastic leukemia cells (T-ALL) called T6E and small cell lung 

cancer (SCLC) called KP1 upon NICD1 overexpression. Both cell lines showed a weak but 

significant activation of genes from cluster I and III (Fig. 21B & C). This was consistent with 

the results from MT cells, where clusters I and III also showed the strongest increase in 

transcription upon Notch activation. 

In addition, I analyzed data from primary T-cells (Phase 1: DN1 & DN2a stages and phase 

2: DN2b & DN3 stages) that were depleted for both Notch1 and Notch2. Especially, the 

phase I T-cells showed a strongly reduced transcription of the Notch-depended clusters I 

and III (Fig. 21D). Phase II T-cells showed a weaker but still significant reduced transcription 

of cluster I and II genes (Fig. 21E). Of note, phase I T-cells have higher levels of Notch1 

compared to phase II T-cells (Romero-Wolf et al. 2020). Taken together, these data 

suggested that genes from the specific clusters and their responses were at least partially 

conservation in other cellular systems.  

In summary, I was able to identify H2A.Z-dependent repression of genes that are actively 

repressed by RBPJ in MT cells. This supported a previous publication of our group, which 

highlighted interaction of the H2A.Z-chaperone and RBPJ in MT cells. Stunningly, the genes 

from the four clusters identified in MT cells were partially regulated in T-ALL, SCLC and 

primary T-cells. The perturbation of the Notch pathway by either overexpression of the 

NICD1 or depletion of Notch1 and Notch2 affected mainly the genes from the Notch 

responsive clusters I, II and III. 
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Figure 21) A comparable transcriptional response of genes from the four RBPJ-
Notch-depended clusters is conserved in different cell types. A) Box plot showing the 
gene expression changes from genes of the four clusters upon H2A.Z depletion in MT cells. 
B & C) Box plots depicting the transcriptional effects of the genes from the four clusters upon 
NICD1 overexpression in B) T6E cells and C) KP1 cells. D & E) Box plots of the gene 
expression changes of the genes from the four clusters upon depletion of Notch1 and Notch2 
in D) phase I and E) phase II primary T-cells. [***] p < 0.001, [**] p < 0.01, [*] p < 0.5, [NS] p 
> 0.05; Wilcoxon rank sum test. Data was analyzed by RNA-seq. Data availability: primary 
T-cells (GSE148441), T6E (GSE97465) and KP1 (GSE69091). 
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Chapter II: Predicting dynamic RBPJ binding sites 

3.2.1. Identification of dynamic RBPJ binding 

Previous publications highlighted two different binding behaviors of the TF RBPJ upon 

changes in the activation state of the Notch pathway. For one set of sites the binding was 

unaffected (static), while the other sites showed a significantly increased binding (dynamic) 

in the context of active Notch signaling (Krejčí and Bray 2007; Castel et al. 2013; Wang et 

al. 2014).  

First, I aimed to identify RBPJ binding in a mouse progenitor T-cell line called Beko by 

analyzing ChIP-seq data. Beko cells are characterized by a constitutive active Notch 

pathway and are sensitive to gamma secretase inhibitor (GSI), which leads to an inactivation 

of the Notch pathway (Ferrante et al. 2020). In control Beko cells (DMSO treatment), 3538 

RBPJ binding sites were detected as real sites by the MSPC tool (Fig. 22A & B, Appendix 

Fig. 4, Suppl. Table S9). This number was comparable with the 3757 RBPJ binding sites 

that were identified in MT cells with an active Notch signaling (Chapter I). To identify different 

binding behaviors of RBPJ, I compared the RBPJ binding strength to Beko cells with an 

inactivated Notch pathway by 24 h GSI treatment. The vast majority of sites (3380) where 

unaffected by the treatment, but a small fraction (158) showed reduced (log2 FC < -0.5) 

RBPJ binding upon GSI. These sites were designated as dynamic sites and static sites, 

respectively. Both binding patterns were validated by ChIP-qPCR in control or GSI treated 

Beko cells (Fig. 22F). 

In order to validate static and dynamic binding behavior using additional approaches, I tested 

both groups upon apicidin treatment and under hypoxic conditions (hypoxia). Both apicidin 

(HDAC inhibitor) and hypoxic conditions were shown to inactivate the Notch pathway by 

destabilizing the NICD1 protein (Ferrante et al. 2020; Ferrante et al. 2022) and should 

therefore reveal dynamic or static binding behavior, comparable to GSI treatment. 

Consistent with the described functions of both treatments, apicidin (vs. DMSO) and hypoxic 

conditions (vs. normoxic conditions) resulted in significantly reduced RBPJ binding at 

dynamic sites, whereas static sites remained unaffected (Fig. 22B - E, Appendix Fig. 4).  

In summary, I was able to identify the two different binding behaviors (dynamic and static) 

of TF RBPJ upon inactivation of the Notch pathway using GSI in Beko cells. Furthermore, 

both groups could be validated with additional approaches (hypoxia or apicidin). 
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Figure 22) Identification of dynamic RBPJ binding in Beko cells. A) Heat map depicting 
3380 static (log2 FC > -0.5) and 158 dynamic (log2 FC < -0.5) RBPJ binding sites in DMSO 
(green) or GSI (red) treated Beko cells. B) Line plot quantifying the average static and 
dynamic RBPJ binding sites in GSI / DMSO (upper), Apicidin / DMSO (middle) and hypoxia 
/ normoxia (lower). Outline representing the standard deviation of the replicates. C) Heat 
map showing static and dynamic RBPJ binding sites in Apicidin (blue), hypoxia (orange) and 
normoxia (grey). D & E) Box plot quantifying the RBPJ binding changes upon D) Apicidin vs 
DMSO or E) hypoxia vs normoxia. F) Bar plots showing qPCR validation of static or dynamic 
RBPJ binding sites. qPCR validation was performed by Dr. Benedetto Daniele Giaimo. [***] 
p < 0.001; Wilcoxon rank sum test. 
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3.2.2. Characterization of dynamic RBPJ binding sites 

After identifying dynamic and static RBPJ binding sites in Beko cells, I aimed to characterize 

the differences between the two groups. The two previous publications that focused on the 

identification of dynamic RBPJ binding sites identified common features, such as their 

location at enhancers or stronger enrichment of H3K27ac. However, they also showed some 

strong discrepancies in terms of the total number of RBPJ binding sites, the proportion of 

static versus dynamic sites or the overall location of RBPJ sites (Castel et al. 2013; Wang 

et al. 2014). This demonstrated the complexity of the understanding dynamic and static 

RBPJ sites. As a starting point for characterizing both groups in Beko cells, I analyzed of 

RBPJ binding sites themselves, their location and associated motifs. 

First, I first examined RBPJ binding strength at dynamic or static sites in control Beko cells 

with an active Notch signaling (DMSO or normoxia). The dynamic sites showed overall a 

significantly stronger RBPJ binding compared with static sites (Fig. 22B). The RBPJ binding 

strength was comparable in Beko cells with an inactive Notch pathway (GSI, apicidin or 

hypoxia). This indicated a base level of RBPJ binding independent on the Notch pathway 

activity that increases specific at dynamic sites with active Notch signaling. This was in 

contrast to a previous publication that showed a comparable level of RBPJ binding with 

active Notch signaling and only a lower level upon Notch inhibition (Castel et al. 2013). 

To examine which DNA-binding motifs were enriched at dynamic and static sites and 

whether these identified motifs differ between both groups, a de novo motif discovery was 

performed. The most frequently found motif differs between both groups (Fig. 23A, Suppl. 

Table S10). As expected for RBPJ binding sites, ~81% of the dynamic sites carried the RBPJ 

motif. In addition, ~18% of RBPJ sites contained the SP1 motif, which is typically enriched 

at promoter regions (Hasegawa and Struhl 2021) and has been previously found at RBPJ 

sites in MT cells (Chapter I). Contrary to this, for static sites the SP1 motif was found at 

~60% of the sites, while RBPJ was only identified at ~17%. Interestingly, RBPJ motifs 

identified at static and dynamic sites differed slightly. The static sites were enriched for the 

canonical RBPJ motif “TGGGAA”. In contrast to this, the RBPJ motif identified at dynamic 

sites exhibited a relatively lower conservation of the middle “G”, but both purine bases were 

equally abundant (TGRGAA).  

The differences in the occurrence of SP1 binding motifs already indicated a potential 

difference with respect to the location of dynamic and static RBPJ binding sites. Indeed, 

analysis of genomic features associated with dynamic and static RBPJ binding sites 
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revealed that most static sites were located at promoter regions. In contrast, dynamic sites 

were associated with promoter regions to a much lesser extent but were more frequently 

found at intronic and intergenic regions (Fig. 23B).  

In summary, dynamic binding sites exhibited stronger RBPJ binding in the context of an 

active Notch signaling pathway, whereas binding remained comparable between the two 

groups with inhibited Notch signaling. Moreover, static sites mainly represented promoter 

regions with relatively low enrichment of the RBPJ binding motif, whereas dynamic sites 

were mainly localized outside of the promoter context and contained the RBPJ motif more 

frequently than their static counterparts. 

 

 

Figure 23) Dynamic sites are not located at promoter regions. A) Table showing the top 
enriched DNA binding motifs for static and dynamic RBPJ binding sites in Beko cells. B) 
Stacked bar plot depicting the genomic features associated with static and dynamic RBPJ 
binding sites.  

 

 

 

3.2.3. Dynamic and static RBPJ sites are associated with a distinct chromatin state 

Previous studies indicated distinct chromatin states at static and dynamic RBPJ sites by 

analyzing the distribution of histone modifications H3K27ac (active chromatin), H3K4me3 

(promoter) and H3K4me1 (enhancer) in the vicinity of RBPJ sites (Castel et al. 2013). In 

order to characterize the chromatin state adjacent to static and dynamic RBPJ binding sites 

in Beko cells, I analyzed ATAC-seq and ChIP-seq data for the histone modifications 

H3K27ac, H3K4me1, H4Kme3, H3K18ac and H3K9ac.  
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Using ATAC-seq, I identified that both groups were strongly associated with open chromatin 

regions, but overall accessibility was higher in the vicinity of static sites, as compared to 

dynamic sites (Fig. 24A). In addition, both groups of RBPJ sites were strongly enriched for 

active chromatin marks H3K27ac and H3K18ac compared with the average H3K27ac and 

H3K18ac site, respectively. Both static and dynamic sites were comparably enriched for 

both marks (Fig. 24B & C). To confirm the previous observation that static sites were mainly 

at promoter regions, while dynamic sites are often located outside of promoter regions, I 

analyzed H3K4me1, which is characteristic for enhancer regions but absent directly at 

promoters. As expected, H3K4me1 was highly enriched at dynamic sites, whereas static 

sites had below average level compared to all H3K4me1 sites (Fig. 24D). In contrast to this, 

H3K4me3 a marker for promoter regions, was highly enriched at static sites, whereas 

dynamic sites showed only weak enrichment (Fig. 24E). H3K9ac has been described to co-

localized with H3K4me3 at promoter regions (Igolkina et al. 2019). Accordingly, the H3K9ac 

mirrored the distribution of H3K4me3 (Fig. 24F).  

Taken together, static and dynamic RBPJ binding sites in Beko represented a distinct 

chromatin state. As expected from the previous chapter, static sites were highly enriched for 

histone modifications found at promoter regions, while dynamic sites were enriched for 

enhancer marks. Both groups revealed high levels of accessibly and histone modification 

binding, indicating RBPJ sites at strong and active regulatory regions. 
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Figure 24) Chromatin landscape at static vs dynamic RBPJ sites. A - F) Box plot 
depicting enrichment of A) chromatin accessibility, B) H3K27ac, C) H3K18ac, D) H3K4me1, 
E) H3K4me3 and F) H3K9ac at all identified sites of the given mark, random genomic 
regions, at static RBPJ sites and at dynamic RBPJ binding sites. Chromatin accessibility 
was measured by ATAC-seq, histone modification enrichment by ChIP-seq. [***] p < 0.001, 
[**] p < 0.01, [*] p < 0.5, [NS] p > 0.05; Wilcoxon rank sum test. 

 

 

CpG islands are rarely methylated and often found located in the proximity of promoter 

regions. In contrast, symmetrical CpG dinucleotides, which are not within CpG island are 

often methylated (Ehrlich et al. 1982; Bird et al. 1985). To test, whether dynamic or static 

RBPJ binding sites were preferentially or at least partially associated with CpG islands, I 

analyzed published mouse CpG islands (University of California, Santa Cruz).  

As expected by the strong association with promoter sites, a large fraction of RBPJ binding 

sites (82%) overlapped with known CpG island from the mouse genome (Fig. 25A). To 

further understand the association of CpG islands and RBPJ binding, I first focused on the 
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location of CpG islands in general. As expected from the literature, many promoter sites 

were associated with CpG islands (Saxonov et al. 2006). When testing the promoters 

enriched for a H3K4me3 signal, the fraction of overlap with CpG islands was even larger 

(~80%). Consistent with this, static sites, which mainly represent promoters associated with 

strong enrichment of H3K4me3, showed a comparable overlap with CpG island as the group 

of H3K4me3-positive promoters (Fig. 25B). In contrast to this, dynamic sites showed only a 

weak association with CpG islands.  

Previous studies identified a dimeric RBPJ complex that has a much higher DNA binding 

affinity compared to a single RBPJ protein. This complex has been shown to regulate the 

transcriptional response of Notch target genes. These complexes rely on two RBPJ binding 

sites in head-to-head (H2H) orientation with a spacing of 15-17 bp (Nam et al. 2007; Liu et 

al. 2010).  

To test if these H2H motifs occur at RBPJ binding sites in Beko and to analyze whether they 

might contribute to the dynamic and static binding behavior, I investigated the appearance 

of these H2H motifs within both groups. Since the previous analysis of the RBPJ motif 

revealed slight variations, I reduced the stringency for the motif identification. To this end, I 

allowed for either one mismatch (MM) or two mismatches within the two RBPJ binding 

motifs. Regardless of whether one or two MM were considered, the fraction of RBPJ binding 

sites with H2H motifs was much higher within dynamic sites (Fig. 25C). With one MM it was 

about five times higher at dynamic sites; with two MM, it was still four times higher. 

In summary, static RBPJ binding sites were stronger associated with CpG islands, further 

confirming their location at promoter sites. In contrast, dynamic RBPJ binding sites had a 

much higher occurrence of the dimeric head-to-head RBPJ binding motif, which has been 

shown to be important for the transcriptional regulation of Notch target genes (Liu et al. 

2010).  
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Figure 25) RBPJ binding sites are associated with CpG island and dimeric RBPJ 
binding motifs. A) Venn diagram showing the overlap of known mm9 CpG islands and 
identified RBPJ binding sites in Beko cells. B) Stacked bar plot depicting the percentage of 
random promoters, H3K4me3-positive promoters, random sites, static and dynamic RBPJ 
sites with known CpG islands. NOCGI = not overlapping with CpG island; OCGI = 
overlapping with CpG island. C) Bar plot showing the percentage of static or dynamic RBPJ 
binding sites with the dimeric head-to-head RBPJ binding motif, either allowing one 
mismatch (1MM) or two mismatches (2MM) within the two motifs. WH2HM = with head-to-
head RBPJ motif.  

 

 

3.2.4. Inhibition of Notch leads to chromatin changes exclusively at dynamic sites 

The characterization of dynamic and static RBPJ sites revealed several differences between 

the two groups. In particular, it became evident, that the chromatin landscape at both classes 

differs considerably. The literature suggested that mainly dynamic RBPJ sites were 

associated with changes of the H3K27ac levels upon switches of the Notch pathway activity, 

whereas H3K4me1 and H3K4me3 remain unaffected (Castel et al. 2013). To understand 

the effects on the adjacent chromatin dependent on the Notch pathway activity beyond 

H3K27ac, I analyzed the changes of the previously described histone modifications and 

accessibility between compared control cells (Notch active) and GSI treated ones (Notch 

inactive).  

Consistent with the changes of RBPJ binding, chromatin accessibility was reduced mainly 

at dynamic sites upon inactivation of the Notch signaling (Fig. 26A). Additionally, the active 

chromatin marks H3K27ac and H3K18ac were strongly reduced at dynamic sites compared 

to static ones upon GSI treatment (Fig. 26B & C). In line with the literature, the enhancer 

mark H3K4me1 was not affected by the GSI treatment at both dynamic and static sites (Fig. 
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26D). In contrast to the literature, the promoter mark H3K4me3, which was weakly 

associated with dynamic RBPJ sites, showed a reduced level of H3K4me3 at dynamic sites  

while static sites were overall unaffected upon inactivation of the Notch pathway (Fig. 26E). 

Noteworthy, Stunnenberg and colleagues found essentially no enrichment for H3K4me3 at 

either static or dynamic sites (Castel et al. 2013). Finally, H3K9ac that is known to co-localize 

with H3K4me3 showed a comparable behavior as H3K4me3 (Fig. 26F).  

In summary, the chromatin landscape was most responsive to changes in Notch pathway 

activity at dynamically bound RBPJ sites, whereas chromatin adjacent static sites generally 

remained unaffected. 

 

 

Figure 26) Changes of the chromatin is mainly found at dynamic sites upon 
inactivating of the Notch pathway. A - F) Box plot depicting the changes of A) chromatin 
accessibility, B) H3K27ac, C) H3K18ac, D) H3K4me1, E) H3K4me3 and F) H3K9ac upon 
Notch inactivation by GSI treatment at all identified sites of the given mark, at static RBPJ 
sites and at dynamic RBPJ binding sites. [***] p < 0.001, [*] p < 0.05, [NS] p > 0.05; Wilcoxon 
rank sum test. 
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3.2.4. CUT&Tag reflects dynamic and static binding behavior 

In order to validate the previous findings, which are mainly based on ChIP-seq results, I 

analyzed CUT&Tag data. CUT&Tag has several described advantages compared to ChIP-

seq. In addition to economic advantages, fewer cells required and a potentially optimized 

signal-to-noise ratio, CUT&Tag has a major biological benefit: it works with live cells or cell 

nuclei and does not depend on cross-linking with formaldehyde (Kaya-Okur et al. 2019), 

which is a potential source of experimental artefacts (Gavrilov et al. 2015).  

Overall, ChIP-seq (18780 regions) and CUT&Tag (14313 regions) for H3K27ac resulted in 

comparable numbers of identified peaks (Fig. 27A). The majority of sites (11596) were 

detected commonly by both techniques. However, 7211 ChIP-seq and 2717 CUT&Tag 

specific regions were identified. To test whether these specific regions actually had no 

enrichment with the other technique (or alternatively were just slightly below the detection 

threshold), I compared all sites with both techniques. While the technique-specific signals 

were more enriched in the technique used to identify them, there was also weaker, but still 

detectable, enrichment for these sites in the other technique (Fig. 27A). This suggested that 

sites specifically identified by only one of the methods were nonetheless genuine H3K27ac 

signals. 

After validating the quality and comparability of the CUT&Tag H3K27ac data, I analyzed the 

effects of the Notch inhibition on the H3K27ac levels at dynamic and static RBPJ sites using 

CUT&Tag data. Consistent with the ChIP-seq results, the enrichment of H3K27ac was 

stronger at both static and dynamic sites compared to the average H3K27ac sites (Fig. 27B). 

In addition, the enrichment of H3K27ac at dynamic sites was stronger compared to static 

sites. Finally, the response to Notch pathway inactivation by GSI was clearly detectable 

exclusively at dynamic sites (Fig. 27C).  

In summary, CUT&Tag of H3K27ac yielded a comparable number of enriched sites as ChIP-

seq. In addition, CUT&Tag confirmed the previous H3K27ac ChIP-seq results indicating 

differential binding and regulation of this histone mark particularly at dynamic RBPJ sites. 
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Figure 27) CUT&Tag confirms dynamic RBPJ binding sites. A) Heat map and average 
binding plot showing H3K27ac binding with ChIP-seq and CUT&Tag in Beko cells based on 
H3K27ac peaks that were identified commonly in ChIP-seq and CUT&Tag, only in ChIP-seq 
and only in CUT&Tag. B) Box plot depicting enrichment of H3K27ac at all identified H3K27ac 
sites, random genomic regions, at static RBPJ sites and at dynamic RBPJ binding sites. C) 
Box plot of the changes of H3K27ac upon Notch inactivation by GSI treatment at all identified 
H3K27ac sites, at static RBPJ sites and at dynamic RBPJ binding sites. H3K27ac was 
measured by CUT&Tag. [***] p < 0.001, [**] p < 0.01; Wilcoxon rank sum test. 

 

 

3.2.5. Transcriptional Notch response is mainly associated with dynamic sites  

The previous analysis revealed that chromatin dynamics mediated by the Notch response 

occur predominantly at dynamic sites. To test the transcriptional response of genes 

associated with static or dynamic RBPJ sites, I analyzed previous published RNA-seq data 

from control Beko cells or cells treated with GSI.  

First, I examined the biological function of genes associated with either static or dynamic 

RBPJ sites. After annotating the RBPJ sites to their corresponding genes, an ORA was 

conducted to investigate whether these genes were associated with different known 
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biological pathways. For genes associated with dynamic sites, several Notch-associated 

terms from GO and KEGG databases were identified to be significantly enriched (Fig. 28A 

& C). Based on the KEGG database, the term “Th1 and Th2 cell differentiation” was 

significantly enriched. This was consistent with previous publications highlighting the 

important role of Notch signaling in T helper cell development (Dell'Aringa and Reinhardt 

2018). In contrast to this, for genes associated with static sites, only one Notch associated 

term (“Notch receptor processing”) was identified to be overrepresented based on the GO 

database (Fig. 28B & D). Instead, several general terms were enriched, this included “DNA 

repair”, “mRNA processing”, “Histone modification”, “RNA splicing” and more (Suppl. Table 

S11).  

Taken together, these data supported a model in which the typical and expected Notch 

response appears to be driven primarily by genes associated with dynamic RBPJ sites. 

 

 

Figure 28) Genes associated with dynamic RBPJ sites are enriched for Notch terms. 
A & B) Dot plot showing terms statistically overrepresented within genes associated with A) 
dynamic or B) static RBPJ binding. Within the genes associated with dynamic sites multiple 
Notch associated terms were significantly enriched. ORA analysis was performed using the 
GO “Biological Process” (BP) database. C & D) Bar plots showing significantly 
overrepresented terms from the KEGG database for the genes associated with C) dynamic 
or D) static RBPJ binding.  
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In order to understand the transcriptional regulation of these genes, I first analyzed the 

transcript level of the RBPJ associated genes. In general, transcripts for both groups of 

genes were detectable in Beko control cells, indicating active transcription (Fig. 29A). The 

genes associated with static and dynamic sites had comparable overall transcript 

abundance. The patterns between both expression levels were slightly different. Overall 

genes associated with static sites had a higher median expression and only the lower 

whiskers contained genes without transcripts. In comparison, genes associated with 

dynamic sites showed higher variance in the number of transcripts. Noteworthy, the majority 

of dynamic sites were enhancer regions, which were much more difficult to associate with 

their target genes, resulting in potentially misassigned genes. 

Next, I focused on the expression changes of the genes associated with static or dynamic 

sites, like it was done in previous studies focusing on RBPJ and Notch induction (Castel et 

al. 2013; Wang et al. 2014). The reduced level of H3K27ac at dynamic sites upon Notch 

inactivation already suggested decreased transcription and indeed genes associated with 

dynamic sites showed significantly reduced transcripts upon GSI treatment (Fig. 29C, Suppl. 

Table S12). In contrast, the statically bound genes were not affected by GSI, consistent with 

unaffected H3K27ac levels at static sites.  

To relate RBPJ sites to Notch-regulated genes, I tested how many of the significantly 

differentially expressed genes (DEGs) upon Notch inactivation by GSI were associated with 

either static or dynamic RBPJ binding sites. The fraction of DEGs overlapping with 

dynamically bound genes (~11%) was much higher than with static genes (< 1%). As 

expected, almost all DEGs that were associated with dynamic sites (27 out of 28) were 

downregulated upon GSI (Fig. 29B, Suppl. Table S12). In comparison, DEGs associated 

with static sites had a higher fraction of significantly upregulated genes, indicating potentially 

indirect effects.  

In order to test whether the association of DEGs and RBPJ bound genes is statistically 

robust, I calculated the log2 (enrichment of DEGs) within both groups of RBPJ sites. 

Simplified, this calculated how many more DEGs were present within genes associated with 

static, dynamic or static and dynamic compared to the randomly expected number of 

overlaps. Strikingly, genes associated with at least one dynamic RBPJ sites had ~8-fold 

higher chance to be a DEG than expected by chance (Fig. 29D, Suppl. Table S12). In 

contrast, genes only associated with static sites had even a ~1.4-fold reduced chance to be 
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a DEG. This confirmed that genes associated with dynamic RBPJ binding were statistically 

much more strongly associated with the expected Notch response (downregulated by GSI). 

Previously, I showed that dynamic sites were characterized by stronger RBPJ binding on 

average than static sites. To test whether the binding strength plays a role in the likelihood 

of regulation of associated genes, I divided the RBPJ sites into the strongly bound sites (> 

median MSPCs p-value) and the weaker bound sites (< median MSPCs p-value) based on 

untreated cells. Since genes associated only with static sites had a much lower chance of 

being a DEG, I decided to include all genes that have at least one dynamic site in the 

dynamic group, regardless of whether they are additionally bound by a static site. Indeed, 

the strongly bound dynamic sites showed an even higher association with DEGs, compared 

the weaker dynamic sites (Fig. 29D, Suppl. Table S12). In contrast, even strong static sites 

were not significantly enriched for DEG.  

In summary, genes associated with RBPJ binding sites were actively transcribed, but only 

the dynamically bound genes were strongly enriched for known Notch target genes. 

Furthermore, only genes associated with dynamic sites showed robust changes in 

transcription upon inactivation of the Notch pathway. Finally, genes associated with at least 

one dynamic site had much higher probability of being a significantly deregulated gene upon 

GSI.  
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Figure 29) Transcriptional response upon Notch inactivation occurs mainly at genes 
associated with dynamic sites. A) Box plot showing the expression of all genes, genes 

associated with static or dynamic RBPJ binding sites. B) Venn diagram of the overlap of 

significantly upregulated (log2 FC > 1 & adjusted p-value < 0.05) genes or significantly 

downregulated (log2 FC < -1 & adjusted p-value < 0.05) genes with genes associated with 

static (left) or dynamic (right) RBPJ binding sites. C) Box plot of the expression changes of 

all genes, genes associated with static or dynamic RBPJ binding sites upon Notch 

inactivation by GSI treatment. D) Bar plot depicting the enrichment of significantly DEGs 

within the genes associated with static, dynamic and static & dynamic RBPJ sites. 

Enrichment is also shown for genes associated with the strongest half (> median MSPCs p-

value) or weakest half (< median MSPCs p-value) of static and dynamic RBPJ bound genes. 

[***] p < 0.001, [*] p < 0.5, [NS] p > 0.05; Wilcoxon rank sum test or hypergeometric test. 
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3.2.6. Washout of GSI leads to strong re-activation of Notch target genes 

Previous publications have presented a different approach to study the precise effects of 

changes in Notch pathway activation (Weng et al. 2006; Liefke et al. 2010; Bailis et al. 2014). 

The typical method is to measure the effects of blocking the Notch pathway by inhibiting the 

cleavage of NICD1 from the membrane by GSI. An alternative approach is to keep and 

subsequently washout the inhibitor, which results in a precise and strong peak of Notch 

signaling. 

Using this washout approach, I analyzed RNA-seq data of Beko cells cultured for 48 h in 

GSI followed by 24 h of washout of GSI (Suppl. Table S12). Beko cells treated with 10 μg/ml 

GSI for 48 h showed only minor levels of NICD1 in the nucleus. Upon 24 h of washout of the 

GSI the NICD1 signal recovered (Fig. 30A). The hypothesis was that the washout leads to 

an effect opposite to the GSI treatment. Indeed, genes that were significantly upregulated 

by GSI treatment were significantly downregulated by washout overall and vice versa (Fig. 

30B). The washout led to much more genes significantly deregulated (2113) compared to 

the GSI treatment (230). Despite the function of Notch as an activator, the overlap between 

genes upregulated in GSI and downregulated in the washout was higher compared genes 

downregulated in GSI and upregulated in WO, indicating possible indirect effects. 

Nevertheless, the WO of GSI led to upregulation of genes that were significantly 

downregulated upon GSI and vice versa (Fig. 30C). 

Consistent with my previous findings that only genes associated with dynamic RBPJ sites 

were downregulated by GSI, the same genes were significantly upregulated after washout 

of GSI. In contrast, genes with static sites showed only minors changes (Fig. 30D).  

Together, the results from the washout experiments showed an overall opposite effect 

compared to the GSI treatment, which is consistent with my previous results. 
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Figure 30) Washout of GSI leads to re-activation of Notch target genes. A) Western blot 
showing the strongly reduced level of NICD1 upon 48 h of GSI (1). NICD1 reappears upon 
additional 24 h of washout (WO) of GSI (2). Upper box shows short exposure, lower box 
shows long exposure. Nuclear extract was analyzed for cleaved NICD1 or H3 as loading 
control. Western blot was performed by Dr. Benedetto Daniele Giaimo. B) Venn diagram 
depicting the overlap of genes downregulated in washout (WO) and upregulated by GSI or 
vice versa. C) Box plot of the expression changes of genes significantly upregulated by GSI 
upon the washout of GSI (WO) and vice versa. Expression changes of all genes upon GSI 
or washout are plotted as control. D) Box plot depicting the expression changes of genes 
associated with static or dynamic sites upon washout of GSI. All genes are shown as control. 
[***] p < 0.001, Wilcoxon rank sum test.  
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3.2.7. Identification and characterization of directly regulated Notch target genes 

27 genes were identified, which were significantly downregulated upon GSI and associated 

with dynamic RBPJ sites (Fig. 29B). These genes, which were directly regulated by dynamic 

RBPJ sites, included several known Notch target genes such as Ptcra, Heyl, Hes1, Gm266, 

Dtx1, Il2ra Hey1 and the Notch1 gene itself (Fig. 31A, Suppl. Table S12). To further validate 

these results, I compared my data with other data sets in which Notch signaling was 

perturbated. I analyzed RNA-seq upon Apicdin treatment, overexpression of a dominant 

negative mutant of MAML (dnMAML) or washout of GSI. Overall, these genes were 

downregulated by Apicidin and dnMAML and upregulated by washout of GSI, validating 

them as bona fide Notch target genes. 

To further characterize these dynamically bound Notch target genes, I analyzed the 

accessibility and histone modifications H3K27ac (active chromatin), H3K18ac (active 

chromatin), H3K4me3 (promoter region), H3K9ac (promoter region) and H3K36me3 (active 

transcription) (Bannister et al. 2005) at these genes in control Beko cells or upon GSI 

treatment (Fig. 31B - G). Histone marks were consistent with the expected pattern including 

high levels of accessibility and all marks except for H3K36me3 at the promoter regions. 

H3K36me3 gradually increased over the length of the gene, as it was shown in previous 

studies (Zaidan and Sridharan 2020). 

As expected from the reduced transcription, the active marks H3K27ac, H3K18ac and 

H3K36me3 were strongly reduced upon GSI treatment. Surprisingly, also the promoter mark 

H3K4me3 and H3K9ac, which co-localizes with H3K4me3, were slightly reduced upon GSI, 

while the overall accessibility remains unaffected. 

In summary, those 27 genes represented a core set of Notch targets genes in Beko cells 

that were regulated by dynamic RBPJ binding. Moreover, histone modifications at these 

genes showed the expected pattern with reduced active marks upon GSI. Interestingly, there 

appeared to be no correlation between accessibility and transcription of these genes. 
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Figure 31) Genes directly regulated by dynamic RBPJ binding sites. A) Heat map 
depicting genes significantly downregulated (log2 FC < -1 & adjusted p-value < 0.05) by GSI 
and associated with a dynamic RBPJ binding sites. Additionally shown are the expression 
changes of those genes upon washout of GSI / GSI, dominant negative mutant of MAML 
(dnMAML) / control and apicidin / DMSO. Grey genes were not represented on the 
microarray (dnMAML). B - G) Line plots of the enrichment level of B) accessibility (ATAC-
seq), C) H3K27ac, D) H3K4me3, E) H3K36me3, D) H3K18ac and G) H3K9ac at identified 
dynamically bound Notch target genes in control Beko cells (green) or upon GSI treatment 
(red). Outline representing the standard deviation of the replicates. 

 

 

 



Chapter II: Predicting dynamic RBPJ binding sites 
 

94 
 

3.2.8. Super enhancers associated with dynamic RBPJ sites are regulated by GSI 

An important regulator of the global transcription are the so-called super enhancers (SEs) 

(Lovén et al. 2013). SEs have been shown to be important for cell type identity (Hnisz et al. 

2013) and a previous publication highlighted a transcriptional regulation of RBPJ via 

dynamic interactions with SEs (Wang et al. 2014). As described above, the dynamic RBPJ 

binding sites appeared to be the main mediator of the Notch signaling, which plays a vital 

role in Beko cells and therefore suggesting a connection of dynamic sites with SEs in Beko 

cells.  

In order to understand the relation between dynamic RBPJ binding and SEs, I used 

H3K27ac ChIP-seq to identify SEs in Beko cells. Using the well-established ROSE tool, I 

detected 935 SEs, which is in agreement with other publications (Suppl. Table S13) (Khan 

and Zhang 2019). As expected, the H3K27ac levels were highly enriched over the entire 

length of the identified SEs (Fig. 32A). To further characterize the 935 SEs with respect to 

the associated histone modifications, especially the enrichment of the enhancer mark 

H3K4me1, I analyzed different histone modification ChIP-seq data sets. The 935 SEs were 

strongly enriched for the enhancer mark H3K4me1 along the entire length of the SEs (Fig. 

32B). Furthermore, they showed enrichment of the histone marks H3K4me3, H3K9ac and 

H3K18ac and compared to the genomic background (Fig. 32C - E). However, especially the 

levels of H3K4me3 and H3K9ac showed strong enrichment at the beginning and the end of 

the SE, whereas the entire length of the SEs was much less enriched. Noteworthy, the 

strong enrichment at the border of the SEs was most likely a technical artifact due to scaling 

of multiple SEs.  

I previously showed that dynamic RBPJ binding sites were mainly enhancer regions, while 

static sites represent mainly promoter regions. As expected from these results, a much 

larger fraction of dynamic RBPJ sites were overlapping with SEs (43%), compared to static 

RBPJ sites (15%) (Fig. 32F). Interestingly, there were still 442 static RBPJ binding sites 

overlapping with SEs. A large fraction (29) of SEs were overlapping with both dynamic and 

static RBPJ sites.  

In order to test whether the activation level of the identified SEs is sensitive to changes in 

the Notch activation, I tested the effect of GSI on the SEs. Surprisingly, GSI treatment 

resulted in a slight but still significant decrease in the activation level of all SEs as measured 

by H3K27ac (Fig. 32G). Overall, SEs overlapping exclusively with dynamic RBPJ binding 

sites showed a much stronger reduction of their activity. SEs with both static and dynamic 
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RBPJ sites were weaker but still significantly reduced of activity. SEs overlapping only with 

static RBPJ sites showed no reduction in H3K27ac upon inactivation of the Notch pathway. 

In summary, dynamically bound RBPJ sites were much stronger associated with SEs 

compared to static RBPJ sites and the activity (H3K27ac) of these SEs was reduced upon 

inactivation of the Notch pathway, while SEs associated with static sites were not affected.  

 

 

Figure 32) SEs bound by dynamic RBPJ binding sites are responsive to inactivation 
of the Notch pathway. A - E) Line plots of the enrichment level of A) H3K27ac, B) 
H3K4me1, C) H3K4me3, D) H3K9ac and E) H3K18ac at SEs in control Beko cells (green). 
Outline representing the standard deviation of the replicates. F) Venn diagram depicting the 
overlap of identified SEs, dynamic RBPJ binding sites, dynamic + static RBPJ binding sites 
and static RBPJ binding sites. G) Box plot showing the changes of H3K27ac levels at 
identified SEs upon Notch inactivation by GSI. Shown are SEs with dynamic RBPJ sites, 
SEs with static + dynamic RBPJ sites, SEs with static RBPJ sites, all SEs and all individual 
identifies enhancers in Beko cells. [***] p < 0.001; Wilcoxon rank sum test. 
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3.2.9. Dynamic binding behavior is conserved in triple negative breast cancer 

Triple negative breast cancer (TNBC) is a specific type of breast cancer that lacks ER, PR, 

HER2 and is characterized by an active Notch pathway (Abramson et al. 2015). TNBC has 

an overall poor prognosis compared to other types of breast cancer. Furthermore, a stronger 

Notch signaling is associated with worse prognosis of the patient (Reedijk et al. 2005). The 

two TNBC cell lines HCC1599 and MB157 were previously well characterized by Faryabi 

and colleagues in terms of their transcriptome and epigenome (including RBPJ) upon of the 

Notch pathway inactivation (Petrovic et al. 2019). 

In order to test whether dynamic and static binding behavior is also detectable in TNBC, I 

reanalyzed several ChIP-seq and RNA-seq data sets from (Petrovic et al. 2019). First, I used 

the RBPJ ChIP-seq data upon the washout of GSI to identify RBPJ binding sites in both 

HCC1599 and MB157. As expected from the published results, the numbers of RBPJ 

binding sites were much higher compared to our Beko cells (3538 sites). Using my own 

analysis pipeline, I was able to identify 14010 RBPJ binding sites in HC1599 (Fig. 33A) and 

7628 in MB157 (Appendix Fig. 5A), respectively. Both numbers of sites were in a 

comparable range as the published 28365 and 7851, respectively.  

Consistent with my findings in Beko cells, both HCC1599 and MB157 showed static and 

dynamic binding behavior of RBPJ upon washout of GSI. In HCC1599, increased RBPJ 

binding was detectable for 2607 (~19%) of 14010 sites upon 5 h washout of GSI (Fig. 33A). 

In MB157, 2040 of 7628 (~27%) sites were stronger bound with a reactivated Notch 

signaling (Appendix Fig. 5A). These fractions were much higher than in Beko cells, where 

only < 5% of all RBPJ sites showed dynamic binding behavior.  

Additionally, the data included ChIP-seq for NICD1 upon GSI washout. Surprisingly, NICD1 

binding was still detectable upon 72 h of GSI treatment (Fig. 33A, Appendix Fig. 5A). As 

expected, NICD1 binding was located at the RBPJ binding sites. Moreover, the dynamic 

binding pattern of RBPJ was also detectable in NICD1 binding. For both HCC1599 and 

MB157 at static RBPJ sites, the NICD1 levels seemed to be unaffected by 72 h of Notch 

inactivation or by the re-activation of the Notch pathway. In contrast, NICD1 was mainly 

detectable at dynamic sites with active Notch signaling, whereas NICD1 levels decreased 

sharply after 72 h of Notch inactivation (Fig. 33A, Appendix Fig. 5A). In Beko cells, H3K27ac 

was one of the histone marks predominantly affected at dynamic sites upon inactivation of 

Notch signaling. I evaluated whether H3K27ac was also exclusively regulated at dynamic 

sites in TNBC upon washout of GSI. Indeed, for both HCC1599 (Fig. 33B) and MB157 
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(Appendix Fig. 5B), I found a significant increase in H3K27ac levels exclusively at dynamic 

sites. H3K27ac at static sites or total H3K27ac levels remained largely unchanged. 

Next, I investigated the transcriptional response of genes associated with either static or 

dynamic RBPJ binding sites in HC1599 or MB157. In Beko cells, genes associated with 

dynamic sites showed a much stronger response of changes in the Notch pathway activity 

compared to statically bound genes. To compare the TNBC cells to the Beko cells, the 

enrichment of DEGs was calculated, and consistent with the Beko results, genes associated 

with at least one dynamic site were much more likely to be a significantly DEG than expected 

by chance (Fig. 33C). Genes that were only associated with a static site showed no 

enrichment for DEGs.  

The analysis of the MB157 cells revealed a comparable result. In contrast to the HCC1599, 

the genes associated with static sites were significantly enriched for DEGs. Nevertheless, 

in both cases, the enrichment of the genes associated with dynamic sites was much higher 

(Appendix Fig. 5C).  

In Beko cells, static sites clearly represented promoter regions, whereas dynamic sites were 

much stronger associated with intronic or intergenic regions. To test for a similar binding 

behavior in TNBC, I analyzed the binding position of dynamic and static RBPJ sites in both 

HCC1599 and MB157. Consistent with the observations made in Beko cells, static sites in 

TNBC were mainly close to the TSS (0-1 kb) regions, whereas dynamic sites were 

predominantly far away from the TSS (> 10 kb) (Fig. 33D, Appendix Fig. 5D).  

In summary, both TNBC cell lines HCC1599 and MB157 showed dynamic and static binding 

behavior of RBPJ upon changes of the Notch activation status. Although the fraction of 

dynamic sites was significantly larger as compared to Beko cells, the basic features such as 

the binding position and strength of RBPJ sites or the associated changes of H3K27ac were 

comparable to Beko cells. 
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Figure 33) HCC1599 cells show dynamic and static RBPJ binding behavior. A) Heat 
map and average binding plot depicting 11403 static and 2607 dynamic RBPJ binding sites 
in HCC1599 cells upon 5 h of GSI washout. Shown are RBPJ binding (left) after 72 h of 
treatment (red) or 5 h of GSI washout (green) and NICD1 binding (right) after 72 h of 
treatment (orange) or 5 h of GSI washout (purple). B) Box plot of the changes of H3K27ac 
upon Notch re-activation by washout of GSI at all identified H3K27ac sites, at static RBPJ 
sites and at dynamic RBPJ binding sites. C) Bar plot depicting the enrichment of significantly 
DEGs within the genes associated with static, dynamic and static & dynamic RBPJ sites. D) 
Stacked bar plots showing the distance to the nearest TSS of all RBPJ binding sites, 
dynamically bound RBPJ sites or statically bound RBPJ sites. Random sites are also shown 
as a control. [***] p < 0.001, [**] p < 0.01, [NS] p > 0.05; Wilcoxon rank sum test or 
hypergeometric test. 

 

 

3.2.10. Characteristics of dynamic and static site are conserved in TNBC 

The previous sections showed that dynamic and static binding sites are characterized by 

specific features regardless of cell type. To test and further validate the features for dynamic 

and static sites, I focused on the two main factors: Binding strength (measured by MSPC's 

p-value of the peak) and binding position relative to the TSS of the next gene in both TNBC 

cell lines.  
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First, I aimed to correlate binding strength and the probability of a binding site to be either 

dynamic or static. Indeed, the better the p-value of an RBPJ site, the more likely it was to be 

dynamic (Fig. 34A &D). In HCC1599, the top 1% of all RBPJ binding sites were nearly 70% 

dynamic, whereas for all sites only about 20% showed dynamic binding behavior. A similar 

tendency, although somewhat less pronounce, was evident in MB157. 

Analyses in Beko cells and TNBC, as well as other publications (Castel et al. 2013; Wang 

et al. 2014), clearly showed that dynamic RBPJ sites were more strongly associated with 

the transcriptional Notch response (Fig. 29D & 33C, Appendix Fig. 5C). Moreover, in Beko 

cells, the strongest dynamic sites showed the highest association with significantly DEGs 

genes upon Notch pathway inactivation. Next, I tested to see if a similar trend was detectable 

in TNBC. Indeed, the binding strength of RBPJ had predictive power for the transcriptional 

Notch response in TNBC as well. Strong dynamic sites had a higher probability of being 

associated with significantly DEGs compared to weaker bound dynamic sites or static sites 

(Fig. 34B & E).  

Previous analyses in Beko cells and TNBCs had shown that dynamic sites were 

predominantly associated with enhancers, whereas static sites were mainly at promoter 

regions. This led to the conclusion that the location of an RBPJ binding site could predict the 

probability of it being dynamic or static. To test this, I focused on the correlation between the 

distance of an RBPJ binding site and the probability that it was dynamic. The binding 

distance clearly correlated with the likelihood of a site to be dynamic (Fig. 34C & F). For both 

HCC1599 and MB157, sites close to the nearest TSS (< 1 kb) were over 90% static, whereas 

sites more than 100 kb away from the TSS were about 50% dynamic.  

In summary, both distance to the nearest TSS and binding strength correlated with the 

likelihood that an RBPJ site was dynamic in both TNBC cell lines. In addition, strongly bound 

dynamic sites had higher probability of being associated with significantly DEGs. This was 

consistent with my previous results in Beko cells. These correlations suggested that there 

are general rules that could explain the identity of dynamic and static binding behavior. 
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Figure 34) Binding strength and distance to TSS correlates with static and dynamic 
binding in HCC1599 and MB157. A & D) Stacked bar plot depicting the fraction of dynamic 
and static sites for the top 100, 50, 30, 10, 5 and 1 percent of RBPJ binding sites ranked by 
their p-values calculated with MSPC in A) HCC1599 or D) MB157. B & E) Bar plot of the 
enrichment of significantly DEGs within the genes associated with static and static & 
dynamic RBPJ sites. Sites are divided in to the top 50% and the bottom 50% by their p-
values calculated by MSPC in B) HCC1599 or E) MB157. C & F) Stacked bar plot showing 
the fraction of dynamic and static RBPJ sites sorted for different distances to the next TSS 
of the site in C) HCC1599 or F) MB157. Shown are the distances: 100-50 kb, 50-30 kb, 30-
10 kb, 10-5 kb, 5-1 kb, < 1 kb. [***] p < 0.001, [**] p < 0.01, [NS] p > 0.05; Hypergeometric 
test. 

 

 

3.2.11. Prediction of dynamic and static RBPJ sites 

The previous results underscored the importance of dynamic RBPJ binding as a mediator 

of the Notch response, in mouse Beko cells and in two human TNBC cell lines. Moreover, 

these dynamic sites shared several common features in both mouse and human, including 

their high binding strength and their localization far from the nearest TSS. Since the dynamic 

sites shared comparable features, I aimed to use a machine learning approach to predict 
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dynamic and static RBPJ binding sites. First, this would be useful to additionally validate the 

conserved characteristics of dynamic and static binding sites using an unbiased method. 

More importantly, this would dramatically minimize the effort required to identify cell type-

specific Notch target genes (using only a RBPJ ChIP-seq data set). 

To establish the approach, I used Beko's data as the starting point. In order to compensate 

for the obvious imbalance in classification (bias within the classes: 158 dynamic vs. 3380 

static), I took all 158 dynamic sites and 1500 static sites as an input for the prediction model. 

The random forest approach based on the normalized p-value calculated by MSPC and the 

genomic feature resulted in the best correct prediction of static and dynamic sites in Beko 

cells (Fig. 35A & B, Suppl. Table S14). Of the 331 selected training sites (= 20%), over 97% 

were correctly predicted as either static or dynamic. In more detail, ~89% (41/46) of 

predicted dynamic sites were actually dynamic sites and ~99% (283/285) of predicted static 

sites were actually static sites. To ensure the model was not overfitted for the Beko training 

set (i.e. model works only with the training data set) and to test whether the model created 

was able to predict dynamic and static sites in other cell types, I validated it on different cell 

lines. 

First, I tested the model on the two TNBC cell lines described above. I was able to correctly 

predict ~78% of static and dynamic sites in HCC1599 (Fig. 35C, Suppl. Table S14) and 

~71% in MB157 (Fig. 35D, Suppl. Table S14), respectively. The main purpose of the model 

was to predict dynamic sites, as their transcriptional potential for Notch response is higher. 

For this reason, I focused on correctly predicting dynamic sites rather than static sites. For 

HCC1599, out of 2425 predicted dynamic sites 1006 (~42%) were observed dynamic sites. 

This was more than double compared to the randomly expected ~19% (background 

distribution) of dynamic sites. For MB157, 910 out of 1942 (~47%) predicted dynamic sites 

were observed dynamic sites. Again, this was significantly more compared to the expected 

27%. 

To further validate the model, I searched for suitable other data sets and analyzed data from 

two other cell lines upon GSI washout and finally used a human T-ALL cell line called 

CUTLL1 and human squamous cell carcinoma cell line called IC8. I was able to predict 

~81% of sites in CUTLL1 (Fig. 35E, Suppl. Table S14) and ~75% in IC8 (Fig. 35F, Suppl. 

Table S14), respectively. Focusing again on the prediction of dynamic sites in CUTLL1, 152 

of 285 (~53%) predicted dynamic sites were correctly predicted. This equals more than 

double compared to the background of ~21% dynamic sites. For IC8, 7762 of 15851 (~49%) 
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predicted dynamic sites were observed as dynamic sites. This is also more than the 

expected ~32% of dynamic sites as background.  

To further analyze the quality of the predicted dynamic and static sites, I validated the actual 

measured changes in RBPJ binding upon GSI washout at the predicted static or dynamic 

RBPJ sites. The definition of a dynamic binding sites was a strong (log2FC > 0.5 for the 

washout of GSI or < -0.5 for the GSI treatment) change of the RBPJ binding upon changes 

in the activation state of the Notch pathway. Significant differences between the predicted 

static and predicted dynamic sites were clearly detectable for HCC1599 (Fig. 36A), MB157 

(Fig. 36D) and CUTLL1 (Fig. 36G) as well as IC8 (data not shown). For all cell lines, the 

predicted dynamic sites showed much stronger change of the RBPJ binding upon washout 

of GSI compared to the predicted static sites.  

The previous analysis revealed a clear difference between H3K27ac at dynamic and static 

RBPJ binding sites upon changes in the activation state of the Notch pathway. H3K27ac at 

dynamic sites displayed a clear response, while H3K27ac at static sites remained mainly 

unaffected. To test, whether these changes in H3K27ac were also observed for the 

predicted static or dynamic sites, I analyzed H3K27ac upon the washout of GSI in all cell 

lines. As expected, HC1599 (Fig. 36B), MB157 (Fig. 36E) and CUTLL1 (Fig. 36H) revealed 

a significant upregulation of the H3K27ac levels at the real dynamic binding sites compared 

to the static ones. In the IC8 data, H3K27ac showed no changes, indicating a general 

inconsistency compared to the other data sets and was therefore it was removed from the 

following analysis. Next, I tested the changes of H3K27ac at predicted dynamic or static 

sites. In all three data sets, there was a significant different between the H3K27ac response 

at predicted static or dynamic sites (Fig. 36B, E & H). The differences were minor for 

HCC1599, but this was to be expected since HC1599 showed overall the weakest response. 
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Figure 35) Prediction of dynamic and static sites. A) Scheme of the approach to generate 
the random forest that was used to predict static and dynamic RBPJ sites. B - F) Receiver 
operating characteristics (ROC) curve depicting the rate of true vs. false positive rate of 
prediction for static (blue) and dynamic (green) sites in B) Beko, C) HCC1599, D) MB157, 
E) CUTTL1 and F) IC8. Dashed line indicating the random chance of prediction.  

 

 

Finally, I analyzed the transcriptional response of genes associated with predicted static and 

dynamic sites. The previous analysis revealed that genes associated with dynamic sites had 

a much higher chance to be a significantly DEGs upon the changes in the Notch activity. 

Therefore, I utilized the previously explained enrichment of DEGs analysis within the groups 

of predicted static and dynamic RBPJ binding sites. For all four data sets, the enrichment of 

DEGs was much higher for predicted dynamic sites compared with predicted static sites 

(Fig. 36C, F & I). This suggested, the capability of the proposed model to increase the 

chance of identifying significantly DEGs by using only RBPJ binding information. As 

expected by the strong difference between both groups, the prediction was the most efficient 

for CUTLL1 data. Enrichment of DEGs in HCC1599 was the least efficient, as the large 

number of RBPJ binding sites makes it statistically less likely to catch a DEG.  



Chapter II: Predicting dynamic RBPJ binding sites 
 

104 
 

Strikingly, for CUTLL1, when dividing the predicted static and dynamic RBPJ sites into 

weaker and stronger bound sites (measured as MSPC’s p-value; used for the training of the 

model), the enrichment for DEGs was higher for the weaker predicted dynamic sites 

compared to the strongest predicted static sites. This showed that the predictive power of 

the model was greater than its individual input features, indicating a synergistic effect of the 

individual features.  

Taken together, the proposed random forest model validated the existence of static and 

dynamic sites in an unbiased manner. It provided evidence that dynamic and static sites 

were characterized by the same features, regardless of cell type or species. Moreover, 

dynamic sites in all cell types showed a much stronger response to changes in Notch 

activation status at both chromatin and transcriptional levels. Finally, the model generated 

was able to predict dynamic sites based on a single RBPJ ChIP-seq experiment with 

sufficient efficiency in numerous other cell types, even from different species.  
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Figure 36) Predicted dynamic sites are comparable to observed ones. A, D & G) Box 
plots depicting the changes of the RBPJ binding upon washout of GSI for observed or 
predicted static and dynamic sites in A) HCC1599, D) MB157 and G) CUTLL1. B, E & H) 
Box plot showing the changes of the H3K27ac levels upon GSI washout at observed or 
predicted static and dynamic RBPJ sites or all H3K27ac sites (control) in B) HCC1599, E) 
MB157 and H) CUTLL1. C, F & I) Bar plot of the enrichment of significantly DEGs within the 
genes associated with predicted static (static) and static & dynamic (dynamic) RBPJ sites. 
Enrichment is also shown for genes associated with the strongest half (> median FDR) or 
weakest half (< median FDR) of predicted static and dynamic RBPJ bound genes in in C) 
HCC1599, F) MB157 and I) CUTLL1. [***] p < 0.001, [**] p < 0.01, [NS] p > 0.05; Wilcoxon 
rank sum test or hypergeometric test. 



4. Discussion 
 

106 
 

4. Discussion 

 

In this study, I elucidated two aspects of genome-wide regulation of the Notch signaling 

pathway. First, the Notch-dependent and -independent role of the transcription factor RBPJ 

was investigated in mature T-cells using a combination of Notch activation and/or depletion 

of RBPJ. Interestingly, four clusters of different RBPJ/Notch-dependent genes with distinct 

transcription patterns were detectable. Second, two binding modes of RBPJ were identified 

in progenitor T-cells upon inactivation of the Notch pathway. Predominantly, dynamically 

bound genes were associated with the known Notch response. This dynamic binding 

behavior is conserved in different cell types as well as across species and can be 

computationally predicted based solely on the position and binding strength of RBPJ binding 

sites. 

 

 

4.1. Four clusters represent distinct regulatory programs 

Integrated ChIP-seq and RNA-seq analyses in mature T-cells revealed four distinct 

transcriptional responses (clusters) of RBPJ bound genes upon depletion of RBPJ or Notch 

activation. Cluster I represents the canonical RBPJ/Notch response (Borggrefe and Oswald 

2009). In the context of these genes, RBPJ acts as a repressor of transcription without Notch 

signaling and as an activator with an active Notch pathway. Cluster II is behaving principally 

similar but is characterized by a delayed transcriptional response. Cluster III consists mainly 

of genes that are not directly bound to their promoter regions but are regulated by RBPJ via 

interaction with distal enhancer regions. These genes become activated upon Notch 

signaling but are not actively repressed by RBPJ in the absence of Notch. Cluster IV includes 

genes that are upregulated by RBPJ depletion but are not responsive to Notch activation 

(Fig. 37). Importantly, these different binding responses were conserved in other cell types, 

supporting the validity of the clusters.  

All clusters contained genes previously associated with Notch signaling, confirming the 

authenticity of the clusters as Notch-associated genes. The first cluster included the well-

described Notch target genes Hes1 (Sasai et al. 1992) and Hey1 (Iso et al. 2001), but also 

Lgmn (Hall et al. 2022). Both genes coding for the alpha-chain of the interleukin receptors 2 

and 15 (Il2ra & Il15ra) were within the second cluster (Adler et al. 2003; Kornsuthisopon et 
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al. 2021). Two genes coding for negative feedback regulators of Notch signaling (Nrarp & 

Dtx1) (Lamar et al. 2001; Yamamoto et al. 2001) and Lrp1 (a positive regulator of Notch 

signaling) were found in the third cluster (Bian et al. 2021). Relative to its size, the fourth 

cluster contained only few genes previously associated with Notch signaling, including Ccl5, 

Klf7 and Padi2 (Wang et al. 2016a; Lin et al. 2017; Bai et al. 2021).  

Functional analyses of the genes within each cluster revealed common, but also specific 

biological pathways to be enriched in individual clusters. In all clusters, except for cluster II, 

multiple pathways related to developmental processes were enriched. This fits with Notch's 

described important function in the context of several development processes (Siebel and 

Lendahl 2017).  

The following sections address the potential role of selected candidate genes: 

The gene Atp8a2 (Cluster I) is important for brain development and mutations are 

associated with cognitive impairment (Onat et al. 2013; McMillan et al. 2018). Comparably, 

Tgm2 and Ifng (Cluster III) and multiple genes (Chrnb2, Nrp2, B4galt5, Pip5k1c, Klf7, 

Plekho1) from cluster IV are known to play a role in neural development (Appendix/Tables/ 

Table_S7_Ch1_GO_Cluster). This is in line with the described function of Notch signaling 

during neural development, postnatal neuro- and gliogenesis (Siebel and Lendahl 2017).  

First, it was already described that Atp8a2 (Cluster I), coding for ATPase Phospholipid 

Transporting 8A2, is linked to Notch in the regulation of intestinal intraepithelial lymphocytes 

(IELs), as the lack of RBPJ led to a strongly decreased level of Atp8a2, which in turn resulted 

in a strongly reduced amount of TCRαβ+CD8αα+ IELs (Ishifune et al. 2019). Furthermore, 

both Notch1 and Notch2 are required for the correct development of TCRαβ+CD8αα+ IELs. 

In addition, Atp8a2 overexpression was able to increase the numbers TCRαβ+CD8αα+ IELs, 

again (Ishifune et al. 2019). These results suggest that RBPJ-mediated Notch signaling 

leads to an activation of Atp8a2, which is needed for the correct forming of TCRαβ+CD8αα+ 

IELs. Simplified, the function of Atp8a2, together with other P4-ATPases, is to regulate 

plasma membrane phospholipid asymmetry, which is important for several cellular functions 

(Andersen et al. 2016). Whether the same Notch-Atp8a2 regulatory axis described for the 

development of TCRαβ+CD8αα+ IELs is also crucial for neural development remains to be 

elucidated. 

Next, the gene Tgm2 (Cluster III), coding for Transglutaminase 2, is highly expressed in 

neural stem/progenitor cells (NSPCs) (Shi et al. 2023), which are known to be regulated by 
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Notch signaling (Ehm et al. 2010; Chen et al. 2021; Kang et al. 2022a). Depletion of Tgm2 

led to downregulation of various Notch target genes in both differentiating and proliferating 

NSPCs, indicating a clear connection between Notch signaling and Transglutaminase 2 (Shi 

et al. 2023). The analysis of MT cells showed Tgm2 as a Notch target gene, while 

Transglutaminase 2 itself regulates Notch target genes in NSPCs (Shi et al. 2023). This 

would suggest a potentially self-regulating mechanism, as it was previously described for 

other Notch target genes, like Nrarp (Lamar et al. 2001). Whether Transglutaminase 2 is 

indeed important for Notch-mediated neural development requires further validation. 

Moreover, it remains unclear how Transglutaminase 2 regulates Notch target genes. Other 

studies showed that Transglutaminase 2 regulates progression of gastric cancer by 

activation of the ERK1/2 pathway (Wang et al. 2016b), which is described to promote Notch 

signaling (Tremblay et al. 2013; Li et al. 2022). However, possible ERK-mediated activation 

of Notch target genes via Transglutaminase 2 remains highly speculative. 

Finally, B4galt5 (Cluster IV), coding for β1,4-Galactosyltransferase V (B4GalT5), was 

described to be highly correlated with breast cancer stem cells (BCSCs) and poor prognosis 

(Tang et al. 2020). B4GalT5 promotes Wnt/β-catenin signaling, which is known to crosstalk 

with Notch (Borggrefe et al. 2016; Lee et al. 2021). This B4GalT5-mediated crosstalk could 

be an interesting part of the Wnt-Notch axis, which is also important for neuronal 

development.  

In contrast to the above-mentioned neuronal development associated genes, both cluster III 

genes Epas1 (coding for hypoxia-inducible factor-2α) and Ndst1 are known to contribute to 

vasculature development (Peng et al. 2000; Adhikari et al. 2010; Rosenblum et al. 2021). 

Hypoxia-inducible factor-2α (HIF-2α) has previously been shown to be upregulated by Notch 

signaling in several cancer cells and that activation of some Notch target genes depends on 

HIF-2α (Mutvei et al. 2018). Furthermore, HIF-2α and Ndst1, can activate or enhance Wnt 

signaling (Yan et al. 2018; Yamamoto et al. 2023) and with this promoting additional targets 

for the Wnt-Notch axis. 

In summary, multiple developmental associated genes are contained within the identified 

clusters. Many genes associated with neuronal development are found within these clusters. 

They may not only be regulated by the Notch signaling pathway, may also act as feedback 

regulators (e.g. Tgm2, in addition to the known Dtx1 or Nrarp). 

Strikingly, 8 out of 19 genes in cluster II can by associated with cytokine mediated signaling 

(Appendix/Tables/ Table_S7_Ch1_GO_Cluster). These genes are Casp4, Socs1, Csf1, 
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Naip2, Naip5, Il15ra, Il2ra and Tnfsf10. Interestingly, Casp4 was shown to repress Notch1 

activity by interacting with the catalytic core of γ-secretase (Fan et al. 2022). Il2ra has known 

functions in different T-cells (Ross and Cantrell 2018). Il15ra is associated with natural killer 

cells (Guo et al. 2017) and Socs1 and Csf1 are important in macrophages (Jones and 

Ricardo 2013; Wilson 2014). Due to the longer response time after Notch activation, it can 

be assumed that the cytokine mediated aspects are a secondary response to the Notch 

activation. The activation of these genes needs potentially additional factors, which are 

possibly dependent on the initial Notch response (Cluster I & III). Although the individual 

functions of the 8 genes appear to be distinct, a clear connection of cytokine-mediated 

signaling and late response Notch target genes can be made. A comparable connection of 

Notch signaling and cytokine-mediated transcription was already published for the regulation 

of neural stem cells (NSCs) (Nagao et al. 2007), T-cell differentiation (Sauma et al. 2012) 

and oncogenesis in general (Colombo et al. 2018). The interplay between cytokine and 

Notch signaling remains to be further investigated. 

Taken together, the different clusters of RBPJ/Notch target genes are associated with 

unique and commonly found biological function, indicating a complex regulatory network that 

is required for the precise and correct functional output upon Notch activation.  
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Figure 37) Schematic representation of the four different RBPJ/Notch target genes. 
Cluster I represents the canonical Notch response with RBPJ as either a repressor or an 
activator, depending on the presence of NICD1. Cluster II shows the same general response 
but requires longer Notch activation for their response and therefore represents late 
response targets. Cluster III consists mainly of genes that are not directly bound to their 
promoter regions, but are regulated by RBPJ via interaction with distal enhancer regions. 
RBPJ enhances transcription of target genes but acts not as a repressor in the absence of 
Notch signaling. Cluster IV is composed of genes that are repressed by RBPJ independent 
of the activation state of the Notch pathway in MT cells.  

 

 

4.2. RBPJ could act as a repressor even in cells with an active Notch signaling 

From the literature it is known that RBPJ can act as either an activator or a repressor of 

Notch target genes, depending on the activation state of Notch signaling (Borggrefe and 

Oswald 2009; Kopan and Ilagan 2009). Cluster IV genes were clearly bound by RBPJ and 

actively repressed in MT cells lacking active Notch signaling. Surprisingly, these genes were 

not upregulated by Notch activation in MT cells, indicating continuous active repression by 

RBPJ. This suggests that some genes remain repressed by RBPJ even though the Notch 

pathway is active (Fig. 38) and therefore indicates an additional Notch-independent 

mechanism of RBPJ that remains to be further explored. 
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The last chapter (4.1) discussed the potentially different functions of the clusters, including 

neural development. Interestingly, most of the genes associated with neural development 

were in cluster IV, i.e. genes that do not respond to Notch activation in mature T-cells. It is 

well described that Notch signaling plays an important role in neural development, including 

a regulatory function in NSPCs (Nagao et al. 2007; Siebel and Lendahl 2017). Consistent 

with this, GSI treatment in iPSC-derived NSPCs resulted in a downregulation not only of 

expected Notch target genes, but also of cluster IV genes that have been associated with 

neural development (Nrp2, B4galt5 and Pip5k1c) (Okubo et al. 2016). This corroborates the 

functional relevance of the genes in cluster IV and their Notch-dependent regulation in other 

physiological contexts (NSPCs). It may be that these genes require additional factors, for 

example neuronal-specific TFs. Moreover, this would suggest that RBPJ actively represses 

neural development-related genes in mature T-cells.  

A comparable phenomenon of active repression of neuronal genes in non-neuronal tissues 

is described for the well-characterized transcription factor RE1-Silencing Transcription factor 

(REST) (Hwang and Zukin 2018). REST forms complexes with other factors, including 

HDACs, to compact adjacent chromatin, resulting in transcriptional repression (Andrés et al. 

1999; Grimes et al. 2000; Rodenas-Ruano et al. 2012). It could be speculated that RBPJ 

have similar functions or even cooperate with REST to suppress these genes. In line with 

that, early genome-wide studies of RBPJ binding sites in two mouse T-ALL cell lines already 

identified the REST binding motif as highly enriched at RBPJ binding sites (Wang et al. 

2011), providing further evidence for the REST and RBPJ/Notch connection. Motif analysis 

for REST in MT cells revealed that approximately 10% of all RBPJ sites carry the REST 

motif. Moreover, a recent study showed an additional connection of Notch and REST, 

demonstrating repression of the neuroendocrine cell fate by Notch-mediated activation of 

REST in the lung (Shue et al. 2022).  

Together, the above findings further validate that the RBPJ/Notch regulation is context 

specific. Specifically, it suggests that RBPJ may also retain its function as a repressor of cell 

type-specific genes even in presence of active Notch signaling. However, it remains to be 

elucidated how RBPJ directly represses some target genes independently of the active 

Notch pathway and whether other factors (e.g. REST) are involved in this repression. 
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Figure 38) Schematic representation of RBPJ dependent repression, despite an 
active Notch signal. Independent of an active Notch pathway, RBPJ remains its function 

as a repressor, potentially by interacting with other repressors (e.g. REST) or the NICD 

cannot bind properly to RBPJ. Potentially, RBPJ could act as an activator at these sites in 

combination with an unknown cell type specific factor. 

 

 

4.3. RBPJ may be a Notch-independent activator 

The canonical model assumes that RBPJ acts as an activator only in the presence of the 

NICD, whereas it actively represses genes in the absence of NICD. Consistent with this, 

depletion of RBPJ in MT cells (Notch inactive) resulted in a predominant (> 85%) activation 

of transcription, confirming its function as a repressor. However, the integration of RBPJ 

binding to identify direct targets led to a surprising result. Nearly 45% of all direct RBPJ 

targets were downregulated by the removal of RBPJ, indicating an activation function of 

RBPJ in the absence of NICD1 (Fig. 12). Based on the function of RBPJ, it can be 

hypothesized that the interaction with other factors besides NICD1 could lead to this 

activation. Consistent with this hypothesis, the activation of Notch led to slight 

downregulation of these genes, suggesting competitive binding of NICD1 and the assumed 

factor (Fig. 39).  

In a previous study, RBPJ was shown to interact directly with Pancreas Associated 

Transcription Factor 1a (PTF1A) using yeast-2-hybrid screen (Obata et al. 2001). In a later 

study, RBPJ was found to be critical for early pancreatic development within a stable trimeric 

DNA-binding complex. This complex binds to promoter regions and is required for the 

activation of target genes including RBPJL, a pancreas-specific paralog of RBPJ (Masui et 

al. 2007). Furthermore, the interaction of PTF1A and RBPJ has been shown to be important 

in the neural development (Hori et al. 2008). If there is a comparable factor in T-cells, which 

would explain the NICD-independent activation by RBPJ, needs to be explored. 

Another explanation could be the described function of RBPJ as a pioneer or bookmarking 

factor (Miele 2011; Lake et al. 2014; Rozenberg et al. 2018; Dreval et al. 2022). It is possible 



4. Discussion 
 

113 
 

that RBPJ does not activate these genes directly, but rather primes their promoter regions 

for other TFs, allowing active transcription. 

Finally, the question remains whether the Notch-independent activation is actually directly 

RBPJ-mediated or just an indirect effect. Just because RBPJ binding is associated with 

these genes and the depletion of RBPJ resulted in an activation does not necessarily mean 

that this is due to RBPJ itself.  

 

 

Figure 39) Schematic representation of the possible NICD-independent activator 
function of RBPJ. In this scenario RBPJ acts as an activator without NICD (Notch OFF) by 
interacting with another factor, a reduced transcription is detectable with NICD (Notch ON) 
and finally genes are very weak expressed without RBPJ (RBPJ depletion).  

 

 

4.4. The Notch activation state influences the RBPJ binding 

Several studies have shown that RBPJ is not constantly bound to DNA but rather binds 

dynamically dependent on the activation state of the Notch pathway. The precise function 

of this dynamic binding and the molecular explanation remained elusive. The groups of both 

Stunnenberg and Aster have shown that dynamically bound sites are the major contributors 

to the transcriptional Notch response in mammals (Castel et al. 2013; Wang et al. 2014). 

Furthermore, Sarah Bray’s group showed that RBPJ is actively loaded to the DNA in 

Drosophila and that this prolonged binding results in an active transcription (Krejčí and Bray 

2007; Gomez-Lamarca et al. 2018). The interpretation of these results was that the 

transcription of Notch target genes can be indirectly repressed by short binding time of 

RBPJ, which is insufficient for the recruitment of the RNA polymerase transcription 

machinery. Various other studies in mammalian systems showed that RBPJ actively recruits 

co-repressors including HDACs; here the interpretation was that the co-repressors affect the 

surrounding chromatin to repress transcription (Taniguchi et al. 1998; Oswald et al. 2002; 



4. Discussion 
 

114 
 

Wacker et al. 2011; Xu et al. 2017). Both mechanisms, short DNA occupancy of RBPJ or 

HDAC-mediated chromatin changes, are not mutually exclusive. 

In line with the results published by the groups of Stunnenberg and Aster (Castel et al. 2013; 

Wang et al. 2014), my analysis of mature T-cells and Beko cells showed that the Notch 

status affects the RBPJ binding (Fig. 15 & 22). Interestingly, the activation of Notch in MT 

cells led to an overall increase of RBPJ binding, whereas the inactivation of Notch in Beko 

cells affected only a minority of binding sites. Regardless of this difference, a subset of sites 

in MT and Beko cells were much more responsive to changes in Notch activity compared to 

all other sites. Previous publications showed that a dimerized RBPJ binding, based on a 

head-to-head RBPJ motif, leads to a drastically increased DNA binding (Nam et al. 2007; 

Liu et al. 2010). In line with this, these head-to-head binding motifs were much stronger 

associated with the dynamically bound RBPJ sites in Beko cells. The expression of NICD 

ΔEP, a mutant that is not able to interact with the co-activator complex (Oswald et al. 2001), 

resulted in weaker binding of RBPJ in MT cells compared with cells lacking NICD (Fig. 15). 

This is further evidence that proper formation of the co-activator complex is critical for 

increased RBPJ binding. 

Surprisingly, previously published data from human TNBC cells revealed that upon 72 h of 

Notch inactivation by GSI, NICD was still detectable at static sites. In contrast, dynamic sites 

showed a strong reduction of NICD binding. It is possible that the NICD is in a large 

multiprotein complex at static RBPJ binding sites, making these sites much less sensitive to 

GSI treatment. In line with this, static sites are mainly found at promoter regions, which is 

known to be broadly occupied by many factors including general TFs and TFs (Thomas and 

Chiang 2006; Partridge et al. 2020). Previous global studies highlighted that broad 

regulatory regions tend to be more resistant to expression changes compared to smaller 

regions (Sigalova et al. 2020).  

Another important observation was that a few sites were exclusively bound when Notch 

signaling is active, thus representing de-novo binding sites. The RBPJ binding site upstream 

of the genes Il2ra and Ptcra were good examples. Consistent with this, the chromatin 

accessibility as strongly reduced in the absence of Notch signaling, even though a weak 

ATAC-seq signals persists. This indicates that the chromatin is not completely closed at 

these sites, even without any detectable RBPJ binding. Taken together, NICD is required 

for the binding of RBPJ in a minority of sites. One explanation could be that other factors 
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compete with RBPJ at these sites and only the enhanced binding in combination with NICD 

and MAML allows RBPJ to displace the other factor.  

In summary, there are several possible causes for the dynamic binding behavior of RBPJ. 

However, the predominant location at enhancer sites seems to be a major predictor of 

dynamic sites. 

 

 

4.5. Adjacent chromatin is altered only at a subset of RBPJ sites  

In the canonical model, activation of Notch target genes is mediated by recruitment of co-

activators. These include histone acetyl transferases like p300, which acetylates histones 

and thus contributes to an active chromatin conformation (Oswald et al. 2001). It has further 

been shown that RBPJ is associated with super enhancer (large cluster of strong enhancers) 

and that the reduced RBPJ binding (dynamic) at these SEs leads to overall reduced 

activation levels (Wang et al. 2014). Consistent with these results, inactivation of Notch in 

Beko cells resulted in a specific loss of H3K27ac at dynamically bound RBPJ sites, whereas 

overall H3K27ac levels were not affected. In line with the study of Aster’s group (Wang et 

al. 2014), dynamic RBPJ sites were much stronger associated with SEs as compared to the 

static sites. In addition, the functional spectrum of RBPJ also involves active repression of 

Notch target genes through recruitment of co-repressors such as HDACs (Kao et al. 1998; 

Oswald et al. 2002). This led to the hypothesis of an on/off switch function of RBPJ mediated 

in part by chromatin modification by HAT or HDACs. However, the studies by Stunnenberg 

and Aster (Castel et al. 2013; Wang et al. 2014), as well as the results of this study, suggest 

that this change is more complex. 

Static RBPJ sites did not appear to affect surrounding chromatin, as switching the activity of 

the Notch signaling pathway did not result in a change in active chromatin marks. Among 

the motifs enriched at the static sites was the Thap11 / Ronin motif, which is frequently found 

at housekeeping genes (Dejosez et al. 2023). Housekeeping genes maintain expression 

and are largely resistant to perturbations (Iyer et al. 2017) and a similar behavior is 

detectable for static sites upon Notch perturbation.  

Furthermore, the studies by Aster’s and Faryabi's groups also included ChIP-seq for NICD1, 

which had a comparable binding pattern to RBPJ (Wang et al. 2014; Petrovic et al. 2019). 

This leads to the hypothesis that the static RBPJ sites are still bound by NICD1 after 72 
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hours of GSI and therefore remain active and do not alter chromatin. However, genome-

wide analysis of RBPJ binding in mature T-cells showed that loss of RBPJ also did not result 

in alteration of chromatin marks at the vast majority of RBPJ sites. These findings imply that 

only a subset of RBPJ sites, mainly dynamic ones, can alter surrounding chromatin.  

In contrast, dynamic RBPJ sites showed a strong effect on surrounding chromatin upon 

changes in the Notch signaling pathway. This raises the question of why only some sites 

are responsive. The strong overlap of dynamic RBPJ with SEs could explain their stronger 

regulatory potential. Different studies highlight that SEs in general are very vulnerable to 

perturbation of their components, which can result in a collapse of the entire SE. This 

phenomenon can be explained as SEs form phase-separated multi-component complex and 

therefore are dependent on the integrity of their components (Hnisz et al. 2017; Sabari et al. 

2018). In line with this, changes in Notch signaling in both Aster's and my data resulted in 

widespread alteration of the chromatin surrounding dynamic sites. The level of H3K27ac 

was strongly reduced upon Notch inactivation by GSI, even at peaks far away from the RBPJ 

site itself. This was especially prominent at the Notch1 locus, where a whole 180 kb SE 

showed a reduced activity upon inactivation of the Notch pathway. Noteworthy, strong levels 

of H3K27ac were detectable at five RBPJ binding sites within this SE. This perturbation of 

the whole SE as a result of the reduced RBPJ binding could be explained by the absence 

of co-activators, like p300, which is associated with the formation SEs (Hnisz et al. 2017; 

Sen et al. 2019).  

Another explanation for the responsive subset could be the interaction of RBPJ with its co-

factors, as this interaction is crucial for the regulation of transcription and adjacent 

chromatin. Both, the groups of Stunnenberg and Aster, have shown that the HAT p300 is 

much stronger associated with dynamic sites (Castel et al. 2013; Wang et al. 2014). In 

addition to the co-activators, several co-repressors are known to interact with RBPJ for 

active repression of Notch target genes. These include SHARP, L3MBTL3 and KyoT2 

(Taniguchi et al. 1998; Oswald et al. 2002; Xu et al. 2017). Genome-wide studies of 

L3MBTL3 and RBPJ binding in Drosophila showed that only a fraction of RBPJ sites are 

associated with L3MBTL3 binding (Xu et al. 2017). It remains to be seen, whether other co-

repressors like SHARP have a larger co-occupancy with RBPJ. 

Based on these results, it appears that the architecture of the chromatin is crucial for the 

responsiveness of RBPJ sites. It seems that responsive dynamic sites are mainly associated 

with broad enhancer regions, which are described to be sensitive to perturbations of factors 
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like p300. The unresponsive static sites are mainly associated with promoter regions, which 

are described to less vulnerable to perturbations. Lastly, the occupancy of co-factors 

remains to be elucidated.  

  

 

4.6. Dynamic sites as a predictor of Notch target genes 

A major challenge of studying the Notch signaling pathway is the diversity of its target genes. 

Different cell types or even just the crosstalk with other pathways strongly influence the 

transcriptional outcome of Notch signaling (Siebel and Lendahl 2017). Here it is important 

to note, that classical Notch target genes like Hes1 are also regulated by other pathways 

(Borggrefe et al. 2016; Zheng et al. 2017). Therefore, defining general Notch target genes 

remains extremely difficult. This is particularly problematic because Notch signaling plays 

an important role in many types of cancer and thus understanding the transcriptional Notch 

response is important (Aster et al. 2017).  

Different data sets showed that dynamic RBPJ sites are clearly associated with the major 

transcriptional response of the Notch pathway. These dynamic sites were mainly enhancer 

regions, suggesting that RBPJ binding to enhancers is likely more important for the 

transcriptional Notch response than binding to promoter regions (Fig. 40). This finding is in 

line by the work of Aster's group, which showed that dynamic binding at super-enhancers is 

a key factor in Notch-dependent regulation (Wang et al. 2014). An important question is how 

these dynamic RBPJ binding sites may affect the surrounding chromatin and genes in 

distances up to 100 kb from the actual binding site. The last chapter (4.5) already explained 

how whole SEs might be affected by reduced RBPJ binding and thus reduced p300 level. 

Furthermore, Faryabi's group has already shed light on the wide-ranging interactions 

associated with the Notch signaling pathway. They described the capability of Notch to 

regulate expression by directing the repositioning of enhancers and forming spatial hubs, 

adding another mechanism to Notch-mediated long-range regulation of transcription 

(Petrovic et al. 2019).  

One alternative scenario is that another factor apart from RBPJ itself drives or influences 

these widespread chromatin changes. CTCF could potentially take this role. CTCF acts as 

an insulator for the spread of chromatin changes (Narendra et al. 2015) and is crucial for 

enhancer-promoter interactions (Ren et al. 2017). Furthermore, the Faryabi group showed 
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that approximately 50% of cohesin and CTCF-bound sites are overlapping with RBPJ 

binding sites, highlighting their importance for the long-term regulatory potential of RBPJ 

(Petrovic et al. 2019). It remains to be seen whether CTCF is regulating looping especially 

at dynamic RBPJ bound sites and therefore shape the regulatory potential of RBPJ sites. 

Overall, there are several mechanisms that could contribute to RBPJ's remote regulatory 

potential, mainly related to the 3D chromatin architecture at RBPJ sites. To this end, the 

correct formation of regulatory hubs seems to be a key mechanism. 

 

 

Figure 40) Schematic representation of dynamic and static RBPJ binding sites. A) 
Dynamic sites are mainly at enhancer regions and show increased binding and H3K27ac 
levels upon Notch activation. B) Static sites are mainly at promoter sites and the RBPJ 
binding level and H3K27ac are not affected by the Notch pathway. HAT = histone 
acetyltransferase; ac = acetylation of histone tails. 

 

 

The number and fraction of dynamic binding sites differed greatly between the cell types 

analyzed, which can be due to technical reasons. Irrespective of this, they were 

characterized by comparable features. This leads to the question why the numbers differ 

that much. The different number of dynamic RBPJ sites can be easily explained by the 

strong differences in detectable RBPJ binding sites. Surprisingly, only ~1500 RBPJ binding 

sites were detectable in CUTLL1 cells, whereas IC8 cells had >45000 sites. An explanation 

for these differences could be a general more open chromatin conformation in some cell 

types, which would result in more accessible RBPJ sites and therefore more binding. The 
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different fraction of static and dynamic RBPJ sites could be explained by a different dose of 

Notch signaling between Beko (<5%) and other cell types (>18%). While Beko cells were 

treated with GSI for the detection of dynamic sites, all other cell types were cultured in GSI 

and the effects were measured after the washout of GSI. This method is described to result 

in a stronger peak of Notch signaling (intranuclear NICD1), as result of the accumulation of 

partially cleaved (NICD & TM without NECD) Notch proteins at the membrane upon 

extended exposure to GSI (Weng et al. 2006). The stronger peak of NICD1 and therefore 

an increased Notch response could explain the higher fraction of dynamic sites. Lasty, the 

availability of co-factors like p300 might also contribute to the different fractions of dynamic 

RBPJ sites, as p300 seems to be a characteristic for dynamic sites (Castel et al. 2013).  

Surprisingly, regardless of the differences in number of dynamic RBPJ sites in various cell 

types, they can be predicted by a relatively simple approach using only RBPJ ChIP-seq data 

with a high accuracy and without any treatment (Fig. 35 & 36). Therefore, they might be 

suitable for identifying Notch target genes in cellular systems that are less well studied. The 

high variability of Notch target genes in different tissues makes the identification of specific 

Notch target genes challenging. In the past, the best way to identify Notch target genes was 

to test already known genes from other tissues or to perform various experiments, e.g. by 

RNA-seq upon inactivation or activation of the Notch pathway. This has led to problems in 

identifying Notch targets in different cancers. Daniel Mertens' group found that only 11 of 

the 35 postulated Notch target genes were significantly differentially expressed between 

patients with Notch1 activation mutation and patients without it in primary chronic 

lymphocytic leukemia data (Close et al. 2019). This further highlights the difficulty of 

precisely determining Notch target genes. Here, computational prediction of potential Notch 

target genes provides a useful tool for pre-selection of candidate genes. This will lead to 

easier and more efficient prediction of Notch target genes which in turn could be used as 

biomarkers for clinical use in the future. 

 

 

4.7. A redefined model of the Notch pathway regulation 

In this study, two different approaches were used to decipher the Notch signaling pathway. 

In chapter I, I have shown that there are different types of RBPJ/Notch target genes with 

distinct biological functions. In chapter II, I identified dynamic and static RBPJ binding sites 

and characterized their impact on chromatin and transcription. In order to get the holistic 
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picture of the Notch pathway, I combined both approaches. However, combining the two 

approaches is quite complicated because they do not involve the same biological set of 

methods. Nevertheless, several aspects are comparable.  

First, the overlap of significantly deregulated genes upon Notch activation (MT cells) or 

inactivation (Beko cells) and RBPJ-associated genes was rather small in both cell types and 

publicly available data, suggesting that only a minority of RBPJ sites have a regulatory 

function for transcription in the Notch context. This was also supported by the observation 

that most sites were not able to affect surrounding chromatin. Consistent with this, the 

literature highlighted differences in occurrence of co-factors at RBPJ sites (Castel et al. 

2013; Xu et al. 2017). Based on the complete absence of signals in MT cells depleted for 

RBPJ, it can be concluded that all sites are indeed genuine and do not reflect ChIP-seq 

artifacts like phantom peaks (Jain et al. 2015). In line with this, NICD1 ChIP-seq analysis 

showed clear co-localization of RBPJ and NICD1 at all RBPJ sites (Petrovic et al. 2019). 

Furthermore, the majority of RBPJ sites are located at promoter regions. In all analyzed 

systems, the transcriptional responsive sites are less associated with promoter sites. In 

summary, a large fraction of the promoter regions bound by RBPJ do not represent the 

classical Notch response. Exactly why this is the case remains speculative. One possibility 

is that these regions are so heavily populated with other factors that a RBPJ alone is not 

sufficient to affect the transcriptional response of these promoters. 

Another group of RBPJ binding sites responds only to removal of RBPJ in MT cells but not 

to activation of Notch signaling (Fig. 38). Surprisingly, some of these genes were responsive 

to changes in the Notch pathway in other cellular systems. This indicates a set of cell type 

specific set of Notch-target genes, which remain repressed by RBPJ in other cell types. 

A consistent feature of transcriptional-responsive RBPJ sites in Beko and MT cells, as well 

as in the other data sets analyzed, was a lower association with promoter sites compared 

to the unresponsive RBPJ sites. Dynamic sites in Beko cells were mainly (~75%) located at 

enhancer sites. Interestingly, cluster III in MT cells was also much more strongly associated 

with enhancer sites. However, the assumption that these are the only dynamically bound 

sites is too simplistic. Even though Beko and MT cells are both T-cell lines, only five Notch 

target genes (Rasal1, Hes1, Dtx1, Il2ra, Hey1) from Beko cells were found within the four 

clusters in MT cells. Surprisingly, only Rasal1 and Dtx1 were within the third cluster. 

Interestingly, RBPJ binding sites in I, II and III cluster showed overall an increased binding 

of RBPJ upon constant overexpression of NICD1, indicating some kind of dynamic binding. 
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Consistent with this, RBPJ binding sites with an increased binding upon Notch activation in 

MT cells were less associated with promoter regions and stronger associated with DEG. 

Taken together, dynamic RBPJ binding plays an important role in Notch-mediated 

transcriptional activation (Fig. 40). However, the question whether the enhanced binding 

contributes to activation or is a consequence of proper formation of the activator complex 

remains still open. 

Finally, the group of Notch-responsive RBPJ-bound target genes can be divided into two 

groups. First, genes where RBPJ act as a repressor of transcription in the absence of Notch 

signaling like Hes1 and Hey1. These sites are located predominantly in the proximity of 

promoter regions and have different response times upon Notch signaling. Second, RBPJ 

bound enhancers (e.g. at Dtx1 and Nrarp), where RBPJ does not act as a repressor without 

Notch signaling, but merely enhances transcription upon Notch activation. 

 

 

4.8. Computationally prediction of transcription factor targets  

The majority of RBPJ binding sites were not associated with differentially expressed genes 

upon changes in the Notch pathway activity. This phenomenon was detectable in all cell 

types analyzed. As statistically expected, the cell types with higher numbers of RBPJ binding 

sites had an even lower association with DEGs. This is also obvious with other TFs, which 

have more than ten thousand binding sites, which most likely cannot regulate several 

thousand genes (Kang et al. 2022b). To disentangle the relation between TFs binding and 

gene expression is a challenging task. For individual sites, this is relatively easy, as one can 

mutate the binding site and measure the effect on the associated genes or use targeted 

CRISPR approaches (Pihlajamaa et al. 2023). A genome-wide approach is way more 

challenging, labor-intensive and costly because it requires different techniques such as 

RNA-seq, ChIP-seq and ideally long-range interaction studies (e.g. HiChIP). In this study, I 

developed a computational approach to narrow down and identify potential target genes. As 

shown in this work, this approach worked for Notch/RBPJ in many cell types, despite the 

fact that the different cell types had a high variation of the number of RBPJ binding sites 

(~1500 - ~45000). Based on these results the question arises whether a comparable 

approach could be applied to other TFs. This would be particularly useful for TFs, which 

have a wide variety of target genes depending on cell type or with different regulatory 

networks. A generally applicable prediction tool developed in one cell type could be useful 
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for the prediction in other cell types and furthermore increase the understanding of the 

regulatory mechanism of the given TF.  

Wnt/β-catenin signaling represents a promising candidate for a comparable approach. This 

highly conserved pathway regulates its target genes primarily through interaction with TF of 

the T-cell factor (TCF) (Archbold et al. 2012). Comparably to RBPJ, TCF can switch is 

function from a repressor (in absence of Wnt signaling) to an activator (Ramakrishnan et al. 

2018). Moreover, the transcriptional response of Wnt/β-catenin signaling is highly variable 

and dependent on the cellular context (Ramakrishnan and Cadigan 2017). Several genome-

wide studies have shown that only a small subset of genes associated with β-cat binding 

sites were regulated by Wnt/β-catenin signaling (Watanabe et al. 2014; Nakamura et al. 

2016). These results show a transcriptional phenomenon comparable to Notch/RBPJ and 

therefore the prediction of functional TCF/Wnt target genes may be feasible. 

A similar problem is evident with one of the best characterized and studied TFs, p53. In a 

comprehensive study analyzing p53 binding sites in 12 cell lines, more than 8500 p53 

binding signals were identified, of which 95% were conserved between cell types. Although 

the p53 binding motif was enriched in all peaks indicative of true p53 sites, the overall 

transcriptional response to ionizing radiation was not statistically correlated with the binding 

sites (Hafner et al. 2020). Consistent with this observation, another study showed that only 

a minority of previously identified p53 target genes are conserved between different cell 

types (Fischer 2017). Overall, p53 binding and transcriptional response are weakly linked, 

again demonstrating the importance of cell type-specific detection of TF target genes. 

Several databases aim to summarize the information of TF binding and their corresponding 

target genes e.g. (Liska et al. 2022). This provides a useful tool for the understanding of 

transcription factor interactions with their target genes. However, to date, these databases 

are mainly based on manually annotated information, resulting in a severely limited number 

of TFs analyzed. In addition, cell type specific interactions of TFs add another layer of 

complexity, as many TFs have cell type specific target genes. Therefore, the cross-cell type 

annotation of TFs to their target genes lacks much of the information required to understand 

TF-mediated regulation in a cell type specific manner. In contrast, a computationally 

prediction for TF interactions would be useful for different TFs and could be applied in a cell 

type specific manner. 

In summary, computational prediction of target genes would not only decrease the amount 

of work that is needed to identify target genes in new cell types but could also be useful to 
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elucidate general rules for how TFs interact with their target genes. Most likely, TF binding 

and its transcriptional outcome are subject to general rules, such as the importance of 

binding strength or the position of TF binding sites. 
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 5. Outlook 

  

This study provides an in-depth genome-wide analysis of the RBPJ/Notch target gene 

regulation. However, there are still several questions remaining. First, many of the findings 

put forward require further validation, in particular the function of RBPJ as a Notch-

independent activator of transcription. Does RBPJ contribute to the transcription of these 

genes or is this finding a coincidence? Potential tissue specific interactors of RBPJ need be 

identified to understand the Notch-independent function of RBPJ.  

One of the most fundamental questions is how specificity of Notch target genes is achieved 

and why only these target genes of Notch are responsive. So far, dynamic sites are 

essentially a category of RBPJ binding sites that are identifiable in different cell types and 

organisms. However, why dynamic sites in particular regulate transcription and chromatin 

remains to be elucidated. To answer this, the canonical and well-described regulatory 

potential of RBPJ/Notch needs to be further studied, for example with an inducible depletion 

of RBPJ. Furthermore, the correct forming of the co-factor complexes seems to be 

important, e.g. for the formation of phase-separated enhancer hubs. To this end, genome-

wide binding of the known co-factors like SHARP, L3MBTL3, KyoT2 or p300, MAML in both 

Notch on and off systems may elucidate and explain the regulatory potential of RBPJ. In 

addition, acute depletion of certain co-factors may help to understand their function in a 

Notch-context dependent manner. It is likely that the chromatin environment is central, which 

needs to be further investigated by e.g. HiChIP. This could ultimately decipher how the Notch 

signaling pathway regulates so many different genes depending on the cellular context. 

Finally, it needs to be tested whether a comparable predictive model to that developed in 

this study can be established for other transcription factors that regulate inducible gene 

expression. 
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6. Abbreviations 
 

°C Degree Celsius 
4-OHT (Z)-4-hydroxytamoxifen 
ac Acetylation of histone tails 
ADAM A disintegrin and metalloprotease 
ANK Ankyrin repeats 
ATAC-seq Assay for Transposase-Accessible Chromatin using sequencing 
BAM Binary Alignment Map 
BC Breast cancer 
BHLH Basic helix-loop-helix 
bp Base pairs 
BP Biological Process 
BTD β-trefoil domain 
CGI CpG islands 
ChIP Chromatin immunoprecipitation 
ChIP-seq Chromatin immunoprecipitation sequencing 
CoR Co-repressors 
CSL CBF1/Su(H)/Lag-1 
CTCF CCCTC-binding factor 
CTD C-terminal domain 
CUT&Tag Cleavage Under Targets and Tagmentation 
Cys Cysteine 
DAR Differential accessibility region 
DBR Differentially bound region 
DEG Differentially expressed gene 
DLL Delta-like ligand 
DN Double negative 
DNA Deoxyribonucleic acid 
dnMAML Dominant negative mutant of MAML 
DP Double positive 
DSL Delta/Serrate/LAG-2 domain 
EGF Epidermal growth factor 
EMSA Electrophoretic mobility shift assay 
ENCODE ENCyclopedia Of DNA Elements 
ER Estrogen receptor 
ETP Early T-cell precursors 
FC Fold change 
FCS Fetal calf serum 
g Gramm 
GEO Gene Expression Omnibus 
GFF General Feature Format 
GO Gene Ontology 
GRN Gene regulatory network 
GSEA Gene set enrichment analysis 
GSI γ-secretase inhibitor 
GTF Genome transfer file 
h Hour 
H2H Head-to-head 
HAT Histone acetyltransferases 
HD Heterodimerization domain 
HDAC Histone deacetylases 
HER2 Human epidermal growth factor receptor 2 
HSC Hematopoietic stem cell 
IEL Intestinal intraepithelial lymphocyte 
IgG Immunoglobulin G 
iPSC Induced pluripotent stem cells 
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JAG Jagged 
L Liter 
L3MBTL3 Lethal(3)Malignant Brain Tumor-Like Protein 3 
LNR Lin12 Notch repeats 
M Mol 
MAML Mastermind-like 
me Methylation of histone tails 
min Minutes 
MM Mismatch 
MNNL NOTCH ligand N-terminal domain 
mRNA Messenger ribonucleic acid 
NCR NOTCH cytokine response 
NECD Notch extracellular domain 
NEXT NOTCH extracellular truncation 
NGS Next generation sequencing 
NICD Notch intracellular domain 
NICD1-ER tamoxifen (4-OHT)-inducible NICD1 
NOCGI Not overlapping with CpG island 
NRR Negative regulatory region 
NSC Neural stem cell 
NSPC Neural stem/progenitor cell 
NTD N-terminal domain 
OCGI Overlapping with CpG island 
ORA Over representation analysis 
PCC Pearson correlation coefficient 
PDZL Post-synaptic density protein ligand 
PEST Proline/glutamic acid/serine/threonine 
PR Progesterone receptor 
PTF1A Pancreas Associated Transcription Factor 1a 
PTM Posttranslational modification 
RAM Recombination binding protein-J -associated module 
RBPJ Recombination binding protein-J 
REST RE1-Silencing Transcription factor 
ROC Receiver operating characteristic 
SAM Sequence Alignment Maps 
SBS Sequencing by synthesis 
SE Super-enhancer 
SHARP SMRT/HDAC1 Associated Repressor Protein 
SP Single positive 
SP1 Specificity protein 1 
SPa Single-pass 
SUMO Small ubiquitin-related modifier 
TAD Transactivation domain 
T-ALL T-cell acute lymphoblastic leukemia 
TCF T-cell factor 
TCR T-cell receptor 
TEC Thymic epithelial cell 
TF Transcription factor 
TM Transmembrane domain 
TNBC Triple negative breast cancer 
TSS Transcription start site 
WH2HM With head-to-head RBPJ motif 
WT Wild type 
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App. Figure 1) Characterization of RBPJ binding sites in mature T-cells. A) Heat map 
and average binding plot (profile) showing the 1735 RBPJ binding sites in control (green) 
and RBPJ-depleted (red) mature T-cells analyzed by ChIP-seq. B) Heat map and average 
binding plot (profile) of the chromatin accessibility at 1735 RBPJ sites in control (green) 
and RBPJ-depleted (red) MT cells. Chromatin accessibility was measured by ATAC-seq.  
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App. Figure 2) The chromatin landscape at RBPJ binding sites in mature T-cells. Heat 
map and average binding plot (profile) showing the overall enrichment of A) H3K27ac, B) 
H3K4me3 and C) H3K4me1 at 1735 RBPJ binding sites in control (green) and RBPJ-
depleted (red) mature T-cells analyzed by ChIP-seq.  
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App. Figure 3) Notch activation leads to increased RBPJ binding. A) Heat map and 
average binding plot (profile) depicting 3735 RBPJ binding sites identified in mature T-cells 
overexpressing NICD1 WT and their binding strength in BioeV control (grey), BioNICD1 WT 
(blue), BioNICD1 ΔEP (purple), CRISPR control (green) and RBPJ-depleted (red) MT cells. 
B) Heat map and average binding plot (profile) showing the increase in RBPJ binding at 
3735 RBPJ sites upon BioNICD1 WT. 
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App. Figure 4) Identification of dynamic RBPJ binding in Beko cells. Heat map 
depicting 3380 static (log2 FC > -0.5) and 158 dynamic (log2 FC < -0.5) RBPJ binding sites 
in DMSO (green), GSI (red), Apicidin (blue), normoxia (grey) and hypoxia (orange). 
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App. Figure 5) MB157 cells show a dynamic and static RBPJ binding behavior. A) Heat 
map and average binding plot depicting 5588 static and 2040 dynamic RBPJ binding sites 
in MB157 cells upon 5 h of GSI washout. Shown are RBPJ binding (left) after 72 h of 
treatment (red) or 5 h of GSI washout (green) and NICD1 binding (right) after 72 h of 
treatment (orange) or 5 h of GSI washout (purple). B) Box plot of the changes of H3K27ac 
upon Notch re-activation by washout of GSI at all identified H3K27ac sites, at static RBPJ 
sites and at dynamic RBPJ binding sites. C) Bar plot depicting the enrichment of significantly 
DEGs within the genes associated with static, dynamic and static & dynamic RBPJ sites. D) 
Stacked bar plots showing the distance to the nearest TSS of all RBPJ binding sites, 
dynamically bound RBPJ sites or statically bound RBPJ sites. Random sites are shown as 
a control. [***] p < 0.001, [**] p < 0.01, [*] p < 0.05; Wilcoxon rank sum test or hypergeometric 
test. 

 

 


