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A B S T R A C T

The study of strongly interacting matter under extreme conditions in terms
of temperature and pressure has moved more and more in the focus of high
energy physics over the last decades. These conditions can be created in
the collision of heavy-ions at various facilities around the world, together
covering a broad range of collision energies starting in the GeV region and
ranging up to energies of several TeV. In order to study the medium created
in such collisions and get an insight in the underlying processes, dileptons
are ideal messengers as they do not interact strongly and can therefore leave
the medium unharmed carrying their initial properties to the particle detec-
tors. They thus reveal the thermal conditions and the lifetime of the medium
but also give insights into meson properties at high densities.

One of the experiments dedicated to the investigation of strongly inter-
acting matter is the High Acceptance DiElectron Spectrometer (HADES). It
is a versatile detector with particular focus on dielectron measurements in
pion, proton, deuteron and (heavy-) ion-induced reactions using proton or
nucleus targets in the SIS-18 energy range (1-2 GeV/nucleon). Its excellent
particle identification capabilities also allow for the investigation of hadronic
observables. The analysis of a high statistics sample of Ag + Ag collisions
(4.5 billion events for 0− 40% centrality) at

√
sNN = 2.55 GeV measured by

HADES is presented with respect to dielectron production in this work. The
recently upgraded HADES RICH detector leads to an unprecedented qual-
ity and signal-to-background ratio in the detection of these extremely rare
probes. Due to the large number of reconstructed Cherenkov photons it is
possible for the first time ever, to efficiently identify and reject electrons pro-
duced in conversion processes by a simple count of measured photons.

The obtained dielectron spectrum shows a signal up to the φ meson mass
region and is compared to simulated hadronic cocktail and nucleon-nucleon
reference spectra revealing a strong contribution from the hot and dense
phase quantified by the dielectron excess ratio RAA. The multiplicities of the
hadrons are estimated in an analysis of the decay channels π0/η → γγ? →
4e and ω → e+e− in the same data set. The slope of the in-medium contri-
bution allows for the extraction of the mean medium temperature. A differ-
ential analysis in bins of centrality enables the study of these observables in
dependence on the system size. Furthermore, a differential analysis in pair
momentum is performed showing a significant change in the line-shape of
the spectrum in the ρ − ω mass region with increasing (transverse) pair-
momentum which suggests a substantial modification of the meson proper-
ties in the medium.

Previous HADES measurements of Au+ Au collisions at
√

sNN = 2.42 GeV
and Ar+KCl at

√
sNN = 3.18 GeV provide data for comparison and to study



energy and system-size dependence of the obtained results.

In the second part of this work the calculation of spectral functions with
the Functional Renormalization Group (FRG) including one-loop self-energies
in a self consistent way is presented. Spectral functions are defined as the
imaginary part of the electromagnetic current-current correlation function
and provide direct access to thermal photon and dilepton rates. The calcu-
lations are performed for the pion and the sigma meson in the O(4) model
at vanishing temperature in the chirally broken phase. Comparing the re-
sults with those from previous analytically continued FRG calculations, it
is demonstrated, how self-consistency at all momenta fixes the relation be-
tween particle masses and decay thresholds.



Z U S A M M E N FA S S U N G

Die Studie stark wechselwirkender Materie unter extremen Bedingungen in
Bezug auf Druck und Temperatur ist in den vergangenen Jahrzehnten mehr
und mehr ins Zentrum der Forschung in der Hochenergiephysik gerückt.
Die Kollision beschleunigter Schwerionen bietet die Möglichkeit, derartige
Bedingungen im Labor zu erzeugen. Hierfür existieren Forschungseinrich-
tungen auf der ganzen Welt, welche gemeinsam einen Energiebereich von
der GeV Region bis hin zu mehreren TeV abdecken. Dielektronen sind idea-
le Sonden, um das so in Schwerionenkollisionen erzeugte Medium zu unter-
suchen und einen Einblick in die zu Grunde liegenden Prozesse zu erhalten,
da sie nicht an der starken Wechselwirkung teilnehmen und ihre Eigenschaf-
ten daher ungehindert zu den Teilchendetektoren transportieren können. Sie
sind daher in der Lage, die thermischen Eigenschaften und die Lebensdauer
des Mediums zu enthüllen. Zudem kann ein Einblick in die Eigenschaften
der Mesonen unter den entsprechenden Bedingungen erlangt werden.

Eines der Experimente, welches stark wechselwirkende Materie erforscht
ist das High Acceptance DiElectron Spectrometer (HADES). Der vielseiti-
ge Detektor ist speziell auf die Messung von Dielektronen in Pion, Proton,
Deuteron und (Schwer-) Ionen induzierten Reaktionen unter Verwendung
von Targets aus Wasserstoff oder schwereren Kernen ausgelegt. Die exzellen-
te Fähigkeit zur Identifikation von Teilchen erlaubt des Weiteren auch eine
Erforschung hadronischer Observablen. In dieser Arbeit wird die Dielektro-
nen Analyse von 4.5 · 109 Ag + Ag Kollisionen bei einer Strahlenergie von√

sNN = 2.55 GeV präsentiert. Hierbei wird durch den verbesserten HADES
RICH Detektor eine bislang unerreichte Qualität in Form von Effizienz, Pion-
Unterdrückung und Signal-zu-Untergrund Verhältnis erzielt. Aufgrund der
hohen Anzahl an Cherenkov Photonen ist es erstmalig möglich, Elektronen
aus Konversionsprozessen durch die Anzahl gemessener Cherenkov Photo-
nen effizient zu identifizieren.

Die resultierenden Dielektronen Spektren enthalten ein Signal bis in die
Massenregion des φ Mesons und werden mit simulierten hadronischen Cock-
tail und Nukleon-Nukleon Referenzspektren verglichen, wobei ein starker
Beitrag der heißen und Dichten Phasen der Kollision deutlich wird, der im
Dielektronen-Überschuss-Verhältnis RAA quantifiziert wird. Die hierfür be-
nötigten Multiplizitäten der Hadronen werden über Analysen der Zerfalls-
kanäle π0/η → γγ? → 4e und ω → e+e− in demselben Datensatz bestimmt.
Aus der Steigung des in-medium Beitrags kann eine mittlere Temperatur
des erzeugten Mediums bestimmt werden. In einer differentiellen Analyse
in Abhängigkeit der Zentralität der Kollision werden diese Observablen als
Funktion der Systemgröße untersucht. In einer Analyse in Abhängigkeit des
Paar-Impulses werden signifikante Unterschiede in der Form des Spektrums
in der ρ− ω Massenregion deutlich, welche eine substantielle Modifikation



der Eigenschaften von Mesonen im Medium nahelegen.
Vorherige Messungen mit HADES an Au + Au Kollisionen bei

√
sNN =

2.42 GeV und Ar +KCl bei
√

sNN = 3.18 GeV liefern Vergleichsdaten um die
Abhängigkeit der Ergebnisse von Systemgröße und Energie zu untersuchen.

In dem zweiten Teil dieser Arbeit wird die Berechnung von Spektralfunk-
tionen auf Basis der Functional Renormalization Group (FRG) unter Einbe-
ziehung von Ein-Loop Selbstenergien in einem selbstkonsistenten Konzept
vorgestellt. Spektralfunktionen sind durch den imaginären Teil der elektro-
magnetischen Strom-Strom Korrelationsfunktion definiert und erlauben die
direkte Berechnung von thermischen Photonen- und Dileptonen-Raten. Die
Berechnungen werden im O(4) Modell bei verschwindender Temperatur in
der chiral gebrochenen Phase durchgeführt. Ein Vergleich mit Ergebnissen
mit früheren Rechnungen demonstriert, wie die eingeführte Selbstkonsis-
tenz bei allen Impulsen die Beziehung zwischen Teilchenmassen und Zer-
fallsschwellen fixt.
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Part I

D I E L E C T R O N A N A LY S I S I N A G + A G C O L L I S I O N S
W I T H H A D E S





1
I N T R O D U C T I O N

1.1 the standard model of particles physics

The baseline of modern hadron and particle physics is drawn by the so-
called Standard Model of Particle Physics (SM) that has been continuously de-
veloped in the latter half of the 20th century based on theoretical prediction
and subsequent experimental verification of the particles it contains. The
formulation we are nowadays used to is established since the experimental
confirmation of the existence of quarks in the mid-1970s based on studies of
deep-inelastic scattering experiments (e.g. ep → ep?) at the Stanford Linear
Accelerator Center SLAC [1] [2]. Murray Gell-Mann and George Zweig pre-
viously suggested the existance of quarks [3] [4] to classify the large variety
of experimentally observed hadrons.

Figure 1.1: Particles included in the Standard Model of Particle Physics. See text for
details. Taken from [5].

In total, six different types of quarks exist, that are divided into three gen-
erations. The first generation of quarks consists of the up- (u) and down- (d)
quarks that form nucleons (p ∼ {uud}, n ∼ {udd}) which are themselves
bound together in nuclei and therefore present in the matter that is daily ob-
served. As protons are slightly lighter than neutrons, unbound neutrons are
unstable and decay with a mean life time of τn = 880.2± 1.0 s (n → pe−νe)
[6]. Protons are stable within the SM which holds in the limit of experimen-
tal measurements (τp > 3.6 · 1029 y) [6]. The second generation of quarks is
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Interaction Gauge
theory

Gauge
Boson

charge range [m] relative
strength

Electromag-
netism

QED photon
(γ)

e ∞ ∼ 1036

Strong QCD gluon color 10−15 ∼ 1038

Weak / Z0, W± weak
charge

10−18 ∼ 1025

Gravitation general
relativity

Graviton
(?)

mass ∞ 1

Table 1.1: Interactions between elementary particles and their properties. The elec-
tromagnetic and weak interaction are listed separately although being
unified within the SM to point out effects arising from the massive gauge
bosons mediating weak forces. Experimentally unconfirmed particles are
marked with (?).

composed of the strange- (s) and the charm- (c) quark. Both are significantly
heavier than the first-generation-quarks and can therefore only be observed
in unstable hadrons. The same applies to the even more heavy top- (t) and
bottom- (b) quarks that form the third generation of quarks. Within the SM,
all quarks are elementary particles being point-like and therefore appear
without any inner structure. Having a spin of s = 1/2 they are classified as
fermions.
Besides the quarks, three generations of leptons are included in the SM as
elementary particles. They are formed by the electron (e), the myon (µ) and
the tau (τ) together with their corresponding neutrino each. There exist anti-
particles to all elementary particles (e.g. u as the anti-u quark, e+ and e−

as anti-particles) that show the exact same behaviour in all respects within
the SM but having opposite charges. An overview on all particles and their
properties included in the SM is given in fig. 1.1.

As fundamental interactions the SM includes two quantum-field gauge
theories, the strong interaction (compare chapter 1.1.3) with the massless
gluon (g) as gauge boson and the electro-weak interaction (chapter 1.1.2)
with three massive gauge bosons (m(Z0) = 91.19 GeV/v2, m(W±) = 80.38
GeV/c2) and one massless, the photon (γ). Gravitation is not yet included
into the SM as it misses a formulation as quantum-field-theory. The so-called
graviton is proposed to serve as gauge boson but has not been experimen-
tally observed so far. Although gravitation is the dominant force in the
macroscopic picture of our daily live its microscopic impact in the picture of
elementary particles is neglectable. All known interactions as well as their
relative strength and range are shown in table 1.1. The basically unlimited
range of these interactions (1/r dependence of the potential) is restricted to
very small distances in case of the strong and weak interaction due to Con-
finement and the bare mass of the gauge bosons, respectively. The strength
of an interaction can easily be studied applying Fermis Golden-Rule [7] [8],
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which gives a probability for a transition from an initial quantum state |i >
to a final state < f |

λi→ f ∼ ρ(E f )| < f |V|i > |2 (1.1)

where the density of final states is denoted by ρ(E f ) and | < f |V|i > |
represents the corresponding transition matrix element including the poten-
tial V. The matrix element M is basically given by a product of the coupling
constant α and the propagator of the gauge boson mediating the interaction
and therefore reads

M ∼ α · 1
q2 −m2c2 · α (1.2)

with the 4-momentum transfer q and the gauge bosons pole mass m. Ob-
viously not only a strong coupling, but also light gauge bosons increase the
strength of an interaction. As a result the weak interaction lives up to its
name although the couplings are comparable to the ones of the strong inter-
action. Following from this, weakly decaying particles have a significantly
longer lifetime as those, that are capable of strong decays.

(a) strong process qq→ qq (b) electroweak process e+e− → µ+µ−

(c) electroweak process qq→ l±νl

Figure 1.2: Feynman diagrams of the electroweak and the strong interaction.

A coupling between a particle and a gauge boson and therefore an inter-
action between particles within the corresponding force is possible in case
a particle carries the interaction specific charge. This limits the strong in-
teraction to quarks and gluons, whereas the gluons as gauge bosons them-
selves carry a strong charge enabling self-interaction as a key feature of the
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strong interaction. As symbolization for the strong charge, colors are com-
monly used. In total, there exist three different strong charges (usually de-
noted as blue, red and green) and their corresponding anti-charges. First
experimental hints to the amount of colors were the discovery of the ∆++

baryon and the comparison of branching ratios in the channels e+e− → qq
and e+e− → µ+µ− [9]. All particles included in the standard model carry a
weak charge and can therefore couple to the Z0 and W± bosons. The elec-
tric charge is defined within the electroweak unification as the sum of weak
hypercharge and third component of weak Isospin to

Q = 1/2 ·Yw + T3 (1.3)

Interaction processes are commonly visualized using Feynman diagrams
[10]. These diagrams furthermore provide a clear mathematically instruction
to calculate corresponding matrix elements. Typical first order Feynman di-
agrams are shown in fig. 1.2. 1.2a shows qq annihilation with subsequent
formation of a new quark-pair mediated by a gluon. The transition of an
electron pair into a myon pair is shown in 1.2b and can either be mediated
by a photon or a Z0− boson. Annihilation of quarks of different flavor re-
sults in an intermediate W− boson that might decay into a lepton with the
corresponding anti-neutrino as shown in 1.2c. It has to be noted, that all
mediator particles are off-shell like and therefore not necessarily share the
pole mass of a real gauge boson. Particles that move towards negative times
indicate anti-particles.

The latest addition to the standard model is the Higgs-Boson that has
been discovered in 2012 by the A Toroidal LHC ApparatuS (ATLAS) and the
Compact Muon Solenoid (CMS) experiments [11] [12] after being proposed
almost 50 years earlier [13] [14] [15] [16]. The Higgs-boson is the associated
particle to the Higgs field which gives mass to particles interacting with it.
It plays a crucial role in the electroweak unification and therefore the SM
itself making its prediction to the biggest success so far. Despite the general
success in many fields, the SM can only be seen as an effective field theory,
as there are several observations that verify so called beyond-Standard-model-
physics: The most obvious is that gravitation is not included. Furthermore,
from astrophysical observations, it is also well known, that the matter de-
scribed by the SM makes up only a small part of the total known matter in
the universe (about 5%). The major part of our universe consists of dark mat-
ter (∼ 27%) and dark energy (∼ 68%) that at maximum barely interacts with
SM matter [17]. The stated values can be extracted from e.g. gravitational
lensing effects [18] and galactic rotation curves[19].
Another unsolved question in physics is the present matter-antimatter asym-
metry. In the Big Bang equal amounts of matter and anti-matter should have
been created but today only matter can be observed [20] [21]. Although the
SM includes and explains CP violation in the sector of Kaons and B-mesons
[22], the arising effect is by far too small to serve as an explanation for the
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astrophysical observations [23].

The theoretical formulation of the SM is mathematically based on sym-
metry groups. There are two main purposes of these groups: At first, they
are used as transformation groups under which a theory is invariant (lo-
cal symmetries). Second, group representations are used for classification
of all the different particles and resonances that are observed (global sym-
metries). In this group-theoretical picture, the SM is a gauge quantum field
theory that contains the internal symmetries of the unitary product group
SU(3) × SU(2) × U(1). The following chapters give a deeper insight into
the acquisition of mass within the Higgs-mechanism and the electroweak
and strong interactions itself based on the group-theoretical formulation of
the SM.

1.1.1 Spontanous symmetry breaking

The spontaneous breaking of symmetries is an important feature within the
SM, that is essential in the understanding of the Higgs mechanism and chiral
symmetry and is therefore briefly illustrating in the following in a simple
model of a scalar field Φ. The behaviour of any system is determined by the
describing Lagrangian L, which can be split into a kinetic and a potential
component and reads

L = ∂µΦ∂µΦ−V(Φ) (1.4)

Breaking of the symmetry of the system refers to the potential V(Φ). As
example, an O(4) potential is chosen (V(Φ) ∼ a ·Φ2 + b ·Φ4). In this poten-
tial, an infinite amount of minima can be observed, that surround the centre

(a) With a particle located in the vacuum
state of the potential, the system is sym-
metric.

(b) The particle moves into a minimum and
therefore spontaneously breaks the sym-
metry of the system.

Figure 1.3: Spontaneous symmetry breaking in the model of an O(4) potential.
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symmetrically as shown in fig. 1.3. Here, it is important to note, that the
vacuum state of the potential is located in the centre at Φ = 0 which is sym-
metric under U(1) transformations. This vacuum state is unstable and the
system will therefore move into an arbitrary minimum and spontaneously
break the present symmetry.

As a consequence of spontaneous symmetry breaking, so-called Goldstone
bosons can be observed in accordance to the Goldstone theorem [24] [25].
These are massless, scalar particles that appear in the spectrum of possible
excitation for each generator of the symmetry that is broken. In case the
corresponding symmetry is not exact, thus explicitly broken, the according
Goldstone-bosons appear to have non-zero mass.

1.1.2 Electroweak interaction

The electroweak interaction is mathematically described by an unification of
the electromagnetic and the weak interaction to a Yang-Mills field with an
SU(2)×U(1) gauge group. This formalism has been developed in the late
1970s by Sheldon Glashow, Abdus Salam and Steven Weinberg [26] [27]. The
SU(2) symmetry is generated by the weak isospin T whereas the U(1) sym-
metry arises from the weak hypercharge Y. As corresponding fields, there is
a triplet (N2− 1) of weak isospin fields W1, W2, W3 and the weak hypercharge
field B. The related gauge bosons that mediate the electroweak interaction
are the elementary excitation of these underlying fields and equally labeled.
Initially these gauge bosons have to be massless in order to preserve gauge
invariance. Mass is acquired by the interaction with the Higgs-field and asso-
ciated spontaneous symmetry breaking of the electroweak symmetry within
the Higgs mechanism. This spontanous symmetry breaking produces the
physical SM γ and Z0 Boson as a consequence of mixing of the W3 and B
boson. This mixing is mathematically described as a rotation of the corre-
sponding eigenstates by the weak mixing angle ΘW giving also rise to the
differences in the W± and Z0 masses (MZ = MW/cosΘW).

(
γ

Z0

)
=

(
cosΘW sinΘW

−sinΘW cosΘW

)(
B

W3

)
(1.5)

The physical W± states are given as a linear combination of W1,2 which
reads

W± =
1√
2
(W1 ∓ iW2) (1.6)

This leads to the electroweak Langrangian, that consists of several parts,
which will be shortly discussed in the following.

LEW = LK + LN + LC + LH + LHV + LWWV + LWWVV + LY (1.7)



1.1 the standard model of particles physics 9

LK (kinetic part) is composed of the dynamic terms and the mass terms
of the W±, Z0 and the Higgs boson (H). The included mass terms explicitly
arise from symmetry breaking. LK reads

LK = ∑
f

f (i∂−m f ) f − 1
4

Aµν Aµν − 1
2

W+
µνW−µν + m2

WW+
µ W−µ

− 1
4

ZµνZµν +
1
2

m2
ZZµZµ +

1
2
(∂µH)(∂µH)− 1

2
m2

H H2 (1.8)

with a summation over all fermions, quarks and leptons. The fields (Aµν

denotes the photon field) are given by, e.g.

Aµν = ∂µ Aν − ∂ν Aµ + g f abc Aµ Aν (1.9)

with corresponding coupling g and the gauge groups structure constant
f abc, which is zero for the photon field, as no first order self interaction
is possible. The same applies for Zµν and Wµν that are identified with the
identically labeled gauge bosons.
The neutral current LN of the Lagrangian contains the interaction between
the fermions and the neutral charged gauge bosons, namely the γ and the
Z0. Inserting the electromagnetic current Jem

µ and the neutral weak current
J3
µ it reads

LN = eJem
µ Aµ +

g
cosΘW

(J3
µ − sin2ΘW Jem

µ )Zµ (1.10)

where the first term can be identified as the QED Lagrangian. The cou-
plings to the γ and the Z0 are related by the relation e = g sinΘW .
The charged current term LC represents interaction of fermions with the W±

boson. It reads for the W+ (the W− term is analogue)

LC = − g√
2

[
uiγ

µ 1− γ5

2
MCKM

ij dj + νiγ
µ 1− γ5

2
li

]
W+

µ + h.c. (1.11)

The CKM matrix MCKM
ij determines the mixing between the mass and

the weak eigenstates of the quarks and thus enables flavor changing within
charged weak currents. The second term features lepton number conserva-
tion in each family connecting a lepton with the corresponding anti-neutrino.
The factor of (1−γ5)/2 is of special interest, as it projects out the left handed
components of the spinor fields, which the weak gauge bosons only couple
to. Therefore the electroweak theory is a chiral theory maximally violating
parity.

As the Higgs boson itself carries a mass, it can self-interact. The corre-
sponding three- and four-point terms are included in LH

LH = − gm2
H

4mW
H3 − g2m2

H
32m2

W
H4 (1.12)
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The same applies to the interaction of the Higgs with the gauge vector
bosons:

LHV =

(
gmW H +

g2

4
H2
)(

W+
µ W+µ +

1
2cos2ΘW

ZµZµ

)
(1.13)

Self-interaction of the gauge vector bosons is only possible involving at
least two W± bosons. The three- (LWWV) and four-point (LWWVV) contribu-
tions read

LWWV = −ig
[(

W+
µνW−µ −W+µW−µν

)
(AνsinΘW − ZνcosΘW)

+W−ν W+
µ (AνµsinΘW − ZνµcosΘW)

]
(1.14)

LWWVV = − g2

4

([
2W+

µ W−µ +
(

AµsinΘW − ZµcosΘW
)2
]2

−
[
W+

µ W−ν + W+
ν W−µ +

(
AµsinΘW − ZµcosΘW

)
(AνsinΘW − ZνcosΘW)]2

)
(1.15)

Finally, LY denotes the Yukawa interaction of fermions with the Higgs
field

LY = −∑
f

gm f

2mW
f f H (1.16)

1.1.3 Quantum Chromodynamics

Quantum ChromoDynamics (QCD) is based on the SU(3) gauge group. There
are eight generators (N2 − 1) that are identified with eight different gluons
that arise from all possible color - anti-color combinations, that do not create
a colorless object. The Lagrangian of QCD is given by

LQCD = Ψi
q(i(γ

µDµ)ij −mδij)Ψ
j
q −

1
4

Ga
µνGµν

a (1.17)

with the quark field Ψi
q with flavor q and color index i (Ψq = (ΨqR, ΨqG,

ΨqB)). The gluon field is denoted by Ga
µν with the color index a ∈ {1, ..., 8}

and Dµ represents the covariant derivative in QCD which depends on the
strong coupling αs. This coupling is by far not a constant, but strongly de-
pends on the 4-momentum transfer in a given reaction. Its value is usu-
ally numerically specified starting at the reference scale Q2 = M2

Z with
αs(MZ) ≈ 0.12 by
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αs(Q2) = αs(M2
Z)

1

1 + b0αs(M2
Z) ln Q2

M2
Z
+O(α2

s )
. (1.18)

Contributions that exceed a first order approximation are specified in
O(α2

s ). Corresponding relations are available e.g. in [28]. However, higher
order effects become significant only for Q2 << MZ [29]. b0 depends on
the amount of flavors which changes at various thresholds (n f = 3 below
charm threshold, up to n f = 6 at scales exceeding the top-threshold). As
a direct consequence, the slope of αs changes at specific values of Q2. The
overall behaviour of αs leads to the result, that the QCD coupling decreases
with energy. This phenomenon is known as asymptotic freedom. As a direct
consequence, the most powerful theoretic tool to access QCD, perturbation
theory [30], is limited to high energies, where quarks appear to be quasi-free.
On the other hand, quarks are confined within colorless objects, hadrons, at
low energy scales. A deeper insight on this topic and its experimental assess-
ment will be given in the following sections. A detailed discussion on αs and
recent theoretical calculations is available in [31]. Experimental results are
shown e.g. in [32]. The overall behaviour of the strong coupling at various
energy scales is shown in fig. 10.4 together with the electromagnetic and the
weak coupling. Within the Standard Model of Particle Physics the couplings ap-
proach each other at high energies but do not meet all in a specific point. This
happens in so-called SUper-SYmmetric (SUSY) theories [33] [34], where elec-
troweak and strong interaction unify at some high energy sacle (typically of
about ∼ 1015 GeV) to a Grand Unified Theory (GUT) in SU(5) [34]. At even
higher energies a unification also with gravity seems possible, resulting in a
Theory Of Everything (TOE) [35]. However, so far no evidence for any SUSY
theory has been experimentally found, but the search is ongoing, especially
at the Large Hadron Collider (LHC) [36][37].

(a) Standard model couplings. (b) Unification of couplings within SUSY
theories.

Figure 1.4: Couplings of all known interactions at various energy scales within the
Standard Model of Particle Physics and SUSY theories. Taken from [35]

An important feature of QCD is the chiral symmetry as it is almost perfectly
realized in nature and can therefore be well studied to obtain a better under-
standing of the interaction betweeen quarks and gluons and the strong inter-
action itself. Generally spoken, chiral symmetry is realized in case the quark-
part of the QCD Lagrangian can be decomposed into a left-handed and a
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right-handed part, which implies both to be transformed independently of
each other. Introducing

ΨL =
1− γ5

2
Ψ = PLΨ , ΨR =

1 + γ5

2
Ψ = PRΨ (1.19)

and using ��D = (γµDµ)ij to shorten the notification, the quark part of the
QCD Lagrangian reads

LQCD = ΨLi��DΨL + ΨRi��DΨR −ΨMΨ (1.20)

Chiral symmetry is obviously explicitly broken by non-zero quark masses
and therefore by far not realized in the heavy quark sector. Regarding the
light quark sector with only u and d (and in a bit worse approximation
also the s) quarks, chiral symmetry is close to be exact. In this case, the
Lagrangian in eq. 1.20 is capable of independent phase-changes of the left-
and right-handed part (e.g. ΨL → exp(−iΦL)ΨL) which are identified with
a global U(1)L ×U(1)R symmetry. Furthermore, independent isospin rota-
tions can be applied (e.g. ΨL → exp(−i~αL~T)ΨL) as SU(2)L × SU(2)R sym-
metry is present. In terms of the unprojected quark field Ψ these symmetries
write as scalar and pseudoscalar phases and isospin rotations. Among them
one finds the U(1)s and SU(2)V subgroups, that are not explicitly broken by
finite quark masses (for mu ≈ md) and can be identified with Heisenbergs
isospin symmetry [38]. As a direct consequence of each global symmetry one
encounters a conserved current in accordance with the Noether-Theorem
[39][40]. The corresponding Lorentz-invariant objects with according quan-
tum numbers are well known as all different kinds of mesons. As chiral sym-
metry is explicitly broken by non-zero quark masses, these are not massless.
However, one would expect scalar- and pseudscalar mesons (σ and π) and
vector and axialvector (ρ and a) mesons to have the same mass, which is not
observed in experiment. The reason being is the non-symmetric and there-
fore spontaneously broken ground state of QCD which manifests in a non-
zero vacuum expectation value of the quark-fields (< vac|ΨΨ|vac > ��= 0)
and is equivalent to a spontaneous breaking of chiral symmetry. In three
flavors (including the strange sector), the Goldstone bosons linked to spon-
tanous symmetry breaking are the π, K, η and η′ mesons.

1.2 the qcd phase diagram

Similar to molecular matter (e.g. water), QCD matter (composed of quarks
and gluons) can be classified in a phase diagram pointing out different states
the matter can adopt. The proper variables for this classification are temper-
ature and baryon chemical potential µB [41]. A first proposal of such a phase
diagram has been made in 1975 by Cabibo and Parisi [42]. The investigation
of the QCD phase diagram is experimentally (and also in theory) a major
challenge, as free quarks and gluons can not be observed in our surround-
ings due to confinement, but are bound within colorless objects (hadrons).
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However, lattice calculations indicate a continuous transition in terms of a
cross over of phases towards free quarks and gluons at high temperatures
(the Quark-Gluon-Plasma, QGP) and µB = 0 [43], which is believed to be the
early state of our universe after the big bang. The transition temperature
from a hadron gas towards a QGP at vanishing baryon chemical potential
has been measured to be in the order of Ttrans ∼ 160 MeV/c [44] which
agrees with theoretical calculations [45] [46] [47] [48]. A sketch of the QCD
phase diagram as it is believed to look like nowadays is shown in fig. 1.5.
The matter in its vacuum state, where quarks are bound together to protons
and neutrons is located at rather small temperatures and medium densities,
whereas the QGP state is located at high temperature and baryochemical
potential. The experimental tool to access and study various regions in the
phase diagram are collisions of accelerated heavy ions which will be dis-
cussed in the following chapter in detail (1.3). Besides the mentioned lattice
calculations various other theoretical frameworks have been developed, as
lattice is restricted to small baryon density regions [49], see e.g. [50], [51].
Several QCD based models predict, that the transition towards the QGP is
realized as a first order phase transition at high baryon densities [52]. Com-
bined with mentioned lattice calculations at zero baryon chemical potential,
the existence of a critical endpoint follows [53], [54].

Star remnants that underwent a supernova and were that heavy, that the
gravitational pressure exceeded the Fermi pressure of electrons are called
neutron stars. They are formed out of dense neutron matter, with the details
of the composition still being unclear. If these stars would be slightly heavier,
such that the gravitational pressure also exceeds the Fermi pressure of the
neutrons, a black hole would be formed. Neutron stars are well known from
astronomic observations and the medium present in their cores is thought
to be located in the transition region from hadrons to a QGP at low tempera-

Figure 1.5: A schematic view of the QCD phase diagram. Taken from [55].
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tures and high baryon densities [56]. At even higher densities, the existence
of a color superconducting phase is postulated, in which no gluons would
be needed for color exchange between quarks due to the formation of a
diquark condensate similar to Cooper pairs in electromagnetic superconduc-
tivity [57]. However, it is unclear how such a kind of matter could be realized
in nature.
The QGP is characterized by a restoration of the zero vacuum expectation
value of the quark fields (< vac|ΨΨ|vac >QGP∼ 0). As a direct consequence,
chiral symmetry is restored (not spontaneously broken any longer) which
leads to plenty of phenomena that are aimed to be measured in experiment.
A detailed discussion on how the existence of a QGP can be experimentally
confirmed is given in section 1.4.

1.3 experimental exploration of the qcd phase diagram with

heavy-ion collisions

The experimental tool to investigate the various phases of baryonic matter
are collisions of heavy ions. They provide a unique possibility to heat and
compress the matter of interest. The use of heavy and thus comparably large
nuclei ensures a system size that provides a reasonable definition of thermo-
dynamical quantities such as temperature and pressure.
The phenomenology of a heavy-ion collision is determined by three main
parameters. At first, the system size is given by the nuclei accelerated and
used for collision and the impact parameter b which measures the centrality
of the collision in terms of the minimal distance between the centers of the
colliding nuclei (compare fig. 1.6 for a schematic view).

Figure 1.6: Schematics of a heavy-ion collision. Two accelerated nuclei collide with
an impact parameter b that together with the given beam axis defines
the reaction plane. Taken from [58].
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Second, the centre-of-mass (CMS) energy of the system
√

s regulates the
collision dynamics as it defines temperature and baryon chemical potential
of the medium created.

√
s heavily depends on the experimental setup. In

case of a fixed target experiment it scales with
√

s ∼
√

Ebeam, whereas in col-
lider experiments

√
s ∼ Ebeam holds. On the other hand a lot higher collision

rates can be achieved in fixed target experiments as the amount of target
nuclei can be chosen much higher than in a collider, where space charge
effects limit the focus and multiplicity of nuclei in a bunch. The luminosity is
the common variable defining the interaction rate of an experiment and the
corresponding accelerator.
At moderate energies as e.g. present at the SIS-18 accelerator at GSI, Darm-
stadt, where the High Acceptance DiElectron Spectrometer (HADES) is lo-
cated, the approaching nuclei merge to a fireball reaching temperatures of
about T ≈ 70 MeV [59] at baryon densities up to three times the normal mat-
ter nuclear density [60] with a centre of mass energy of

√
s ∼ 1− 2 AGeV.

At these medium properties no QGP is present, but a dense hadron gas is
formed. At the future FAIR facility at GSI with the SIS-100 and SIS-300 ac-
celerators which will be operated at up to

√
s ∼ 10 AGeV and are currently

under construction, the chiral transition could by passed in accordance with
theoretic calculations and investigated by the Compressed Baryonic Matter
(CBM) experiment [61], [62] and HADES. At other experiments with even
higher beam energies (and thus increased

√
s) the accelerated nuclei are

strongly Lorentz-contracted and thus appear in a saucer like shape. In such
collisions almost no stopping of the nuclei happens, but color strings are
stretched between the nucleons passing each other which leads to extremely
high temperatures and the production of qq pairs as the strings rip. This
enormous production of matter and anti-matter results in a vanishing net
baryon density and thus a baryon chemical potential close to zero, which
reproduces the conditions that are commonly believed to be present shortly
after the Big Bang. This type of collision dynamics is investigated at the
Conseil europeén pour la recherche nucléaire (CERN) with the A Large
Ion Collider Experiment (ALICE) detector [63] measuring Pb + Pb at up to√

s = 2.76 TeV CMS energy provided by the Large Hadron Collider (LHC).
The Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Labora-
tory offers Au + Au collisions at up to

√
s = 200 AGeV that are measured

with the Pioneering High Energy Nuclear Interaction eXperiment (PHENIX,
until 2016) [64] and the Solenoidal Tracker At RHIC (STAR) [65].

The space-time evolution of an heavy-ion collision at LHC and RHIC ener-
gies is schematically shown in fig. 1.7. A short formation time of τ0 < 1 f m/c
where the matter is heated and compressed is the beginning of the collision.
This step is dominated by inelastic, hard processes, where longitudinal mo-
mentum of the beam nucleons is converted into new internal and transverse
degrees of freedom breaking up the initial baryon structure. At this point
of the collision, the system is far away from thermal equilibrium. This is
reached, when the longitudinal partonic showers decelerate themselves via
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Figure 1.7: Space-time evolution of a heavy-ion collision at LHC and RHIC energies.
For details see text. Taken from [66].

interaction and form a QGP. In the following, the system quickly expands
due to high pressure gradients and thus cools down. With temperature
and baryon chemical potential dropping below the parton-hadron boundary,
hadrons and hadronic resonances are formed and the system transforms into
a hadron gas. This process is called Chemical Freeze Out. As particles move
away from each other they stop interacting inelastically at some point, which
is called the Kinetic Freeze Out. As collision products, kaon (K), pions (π), nu-
cleons (n, p), electrons (e), myons (µ), neutrinos (ν) and photons are present.
These serve as probes to reconstruct the collision dynamics as it will be dis-
cussed in the following chapter.

1.4 observables in heavy-ion collisions

For verification of model predictions and to get a deeper understanding and
insight into the various predicted states of QCD matter, measured particle
properties have to be translated into physics observables. Such observables
ideally give an insight into a distinct stage of the dynamical evolution of the
collision not being overlaid and thus ’washed out’ in subsequent stages. The
most prominent are shortly discussed in the following.

• Vector meson and virtual photon production: Vector mesons such as
the J/Ψ and the Y originate from cc and bb pairs produced in hard
inelastic qq interactions in the early stages of the collision. In elemen-
tary collisions (e.g. pp or πp) these pairs would directly form a J/Ψ
or Y with a certain probability, whereas they are distracted from each
other in a potential QGP due to Debye screening effects leading to
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an overall suppression of J/Ψ and Y. Data on the J/Ψ production
measured in SPS experiments at

√
s = 17.3 AGeV in S+U, Pb+Pb and

In+In collisions is shown in fig. 1.8. The data is scaled by a normal nu-
clear absorption factor extracted from p+A collisions accounting for re-
scattering dissociation of the pre-hadronic cc system traveling through
cold nuclear matter [67]. The additional suppression visible in the data
in fig. 1.8 is called anomalous suppression. Up to a system size of about
Npart ∼ 100 the data meets the expected Charmonium production from
p+A. With increasing number of participants, J/Ψ production drops to
values of about 0.8 and is rather stable up to Npart ∼ 200 followed by
a continuous decrease for even larger systems. Interpretation of the
step-like reduction in J/Ψ production is a Ψ′ suppression occurring at
medium system size followed by a χc dissociation in even larger sys-
tems as these are the main J/Ψ production channels [68] [69].
Virtual photons as penetrating probes of a heavy-ion collision are the
topic of this work and are therefore discussed in a separated chapter.

Figure 1.8: Measured J/Ψ production as a function of Npart measured in SPS ex-
periments. The yield is scaled by the normal nulcear absorption, thus
only anomalous suppression effects are visible. See text for details. Taken
from [70].

• Jet-quenching: High momentum particles are also mainly produced in
the very early stages of the collision. Traveling through a unconfined
medium as the QGP, they loose a major fraction of their momentum in
gluonic bremsstrahlung processes, leading to an overall suppression of
high momentum particles compared to elementary reactions. A typical
observation is the suppression of Di-Jets, being called Jet-quenching in
A+A collisions. STAR data on Di-jet correlations in Au+Au collisions
at
√

s = 200 AGeV compared to d+Au and p+p data as reference is
shown in fig. 1.9. The trigger particle is observed at Φ = 0 with a
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Figure 1.9: Di-jet correlation in different systems measured with STAR. See text for
details. Taken from [71].

threshold in transverse momentum of pt > 4 GeV. In all systems the
trigger signal shows the same shape and thus implies, that there is no
significant medium impact on the Au+Au trigger jets which therefore
mainly originate from primordial jet production on the surface of the
collision system. The corresponding opposite jet consequently has to
transverse the whole medium. As a result, no correlated signal is ob-
served at ∆Φ = π in Au+Au, whereas the reference systems shows a
clear correlated peak.

• Collective flow: The asymmetry in the initial collision geometry results
in pressure gradients that lead to a non isotropic particle emission. The
coefficients vi in a Fourier-Propagation of the azimuth particle emis-

Figure 1.10: Energy dependence of the elliptic flow v2. Taken from [72].
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sion mirror these pressure gradients and reveal information about the
direct (v1) and the elliptic flow (v2) of the medium. As flow is a property
of a fluid, it gives an estimate on the level of (local) thermal equilib-
rium reached. The elliptic flow in dependence of the beam energy is
shown in fig. 1.10. It is on a small overall level, but a rise towards top
RHIC energies is observed.

• Hadron yields: With the hadronisation of a QGP, hadron abundances
get fixed (Chemical Freeze Out) and reveal conclusions on critical val-
ues in [T, µB] along the dynamical evolution path of the medium. A
significant enhancement in strangeness production (a factor of 2 ∼ 20
depending on the energy and the s−content of the hadrons) in A+A

Figure 1.11: The CM energy dependence of the < K > / < π > ratio in Pb+Pb
(Au+Au) and inelastic p+p collisions in a world data compilation [73],
[74]. Taken from [75].

Figure 1.12: Enhancement of multi-strange hadron production in A+A collision rel-
ative to p+p in LHC (left), RHIC and SPS (right) data. Taken from [76].
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compared to elementary collisions is observed being in agreement with
theoretical predictions for the onset of the deconfinement phase tran-
sition [77]. A well suited observable is the < K > / < π > ratio
which mirrors the fraction of strange quarks produced to the amount
of up and down quarks, as shown in fig. 1.11. On top of an overall
increase in strangeness production, the A+A data shows a horn-like
structure which peaks at values of

√
s ∼ 7− 8 AGeV, whereas the p+p

reference data smoothly rise with increasing energy. Measurements of
multi-strange hadron production as a function of system size in heavy-
ion collisions at the LHC [78], [79], [80], the RHIC [81], [82] and the
SPS are shown in fig. 1.12 relative to p+p collisions. The data shows a
steady rise with the system size reaching up to values of 20 for the most
central collisions clearly indicating that different processes account for
strangeness production.

• Fluctuations: The high multiplicities of charged hadrons in high en-
ergy A+A collisions enable the analysis of event-by-event fluctuations
in terms of e.g. pion phase space coverage or even strangeness pro-
duction. Such fluctuations may reveal the existence and position of the
potential critical point in the QCD phase diagram as shown in fig. 1.5
[69].

1.5 virtual photons in heavy-ion collisions

Dileptons are emitted throughout the whole evolution of the created medium
and therefore deliver a unique picture also of the hot and dense phases. Fur-
thermore electrons and photons do not take part in the strong interaction
and leave the medium without further modification thus carrying informa-
tion that can not be accessed studying hadrons. With modern experiments
being more and more capable of a clean detection of these rare probes and
handling the enormous background coming along, the field of (virtual) pho-
tons has gained a lot in attention over the past years.
The first successful try of measuring dileptons as observable emitted in high-
energy heavy-ion collisions was taken by the CERES experiment at CERN
SPS in the end of the last century. S+Au data at

√
s = 200 AGeV [83] and

Pb+Au data at
√

s = 156 AGeV [84] showed an enhanced dielectron pro-
duction for Mee > 0.2 GeV/c which is not observed in p+A reference data
[85]. The observed excess could only be explained by in-medium modifica-
tions of vector mesons (especially the ρ), namely a drop in mass and/or a
broadening [86]. With the addition of a Time Projection Chamber (TPC) to
CERES [87], the experimental performance in terms of particle identification
increased such, that in an additional high statistics Pb+Au run in 2000 the
observed access of dielectron pairs could be confirmed and its origin ad-
dressed in more detail. The resulting dielectron spectrum is shown in fig.
1.13. A comparison to all relevant hadronic cocktail sources is shown on the
left, where a clear excess of 2.56± 0.22 (stat) ± 0.31 (syst) ± 0.83 (decays) be-
yond the π0 Dalitz signal region is visible. A signal to background ratio of
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about 1/22 in this region results in large statistical uncertainties. The stated
value are taken from [88]. On the right hand side of fig. 1.13 a comparison of
the data to the cocktail sum including a ρ signal derived from the dropping
mass scenario (blue) [89] and a broadening of the ρ (red) [90] is shown. The
broadening scenario is favored by the data, however, the dropping mass can
not be ruled out here.

Figure 1.13: Measured dielectron spectra with CERES at CERN SPS in Pb+Au at√
s = 200 AGeV. (a): Decomposition of the measured spectrum into

hadronic cocktail components. (b): Comparison to model predictions
assuming a dropping ρ mass (blue) or a broadening of the ρ (red). See
text for details. Taken from [88].

Following up the CERES results and first observations on the invariant
mass region Minv > 1 GeV measuring dimuons with the HELIOS/3 spec-
trometer at CERN SPS [91] the NA60 experiment was built, dedicated to
measure dimuons reaching up to Mµµ = 1.4 GeV [92] at

√
s = 17.3 AGeV.

The extracted invariant mass spectrum is shown in fig. 1.14, left. Narrow sig-
nals of the ω and φ are well resolved and identified. After subtraction of the
cocktail components (except the ρ) a continuous excess is observed showing
a broad peak at the nominal ρ vacuum mass. This excess yield is compared
to various theoretical predictions on possible in-medium modifications of
the ρ spectral function [93] in fig. 1.14, right. The scenario of an unmodi-
fied ρ can be excluded from the data, as well as a dropping of the ρ mass
(shown in green), which described the previously measured CERES data rea-
sonably well (compare fig. 1.13, right), but completely fails reproducing the
more precise NA60 measurement. The theoretical calculations assuming a
broadening of the ρ get close describing the data. More recent theoretical
developments show an even more improved agreement on the broadening
scenario, especially in the high invariant mass region [94] [95] [96]. Not only
the ρ but also the ω is expected to show in-medium modifications as at least
the low pt fraction of the ω produced partially decays in-medium. However,
due to the short lifetime of the ρ and continuous regeneration via ππ → ρ
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in the medium the ρ is that dominant, that hardly any modification on the
ω spectral function can be accessed in ultra-relativitic heavy-ion collisions.

Figure 1.14: Left: Dimuon invariant mass spectrum measured by the NA60 CERN
SPS experiment in In+In collisions at

√
s = 17.3 AGeV (red dots) decom-

posed into hadronic cocktail components. The excess yield is shown in
black triangles. Right: Comparison of the excess yield to various theo-
retical models on in-medium modifications of the ρ spectral function
[93]. See text for details. Taken from [96].

With the PHENIX and STAR experiments starting operation at RHIC, new
data at even higher energies became available. However, it also became clear
once more, that dileptons are indeed a rare probe and it is hard work to
understand the background [97], [98], [99]. While PHENIX used a RICH de-
tector for electron-pion separation [100], the STAR performance was mainly
based on the TPC and TOF detectors [101]. Furthermore the RHIC accel-
erator provided a broad range of energies thus enabling the study of the
previously observed dielectron excess at different scales. Both experimental
results on dielectrons agree well [98] [102]. The efficiency (but not accep-
tance) corrected STAR results are shown in fig. 1.15 [102]. The left figure
shows the e+e− signal in blue data points for various CM energies and the
corresponding cocktail sum which does not include any ρ contribution in
grey. Note, that the spectra have been scaled individually for a better repre-
sentation. The excess yield is represented as the data-to-cocktail ratio on the
right hand side with the ω and φ signal being subtracted from both. This
excess ratio is compared to different models that all assume a broadening of
the ρ meson. The calculation by Rapp et al. is based on an effective many-
body model for vector mesons in a QGP where interactions with hadrons
cause the ρ broadening [103]. Endres et al. uses a coarse grained transport
approach [104] wheras PHSD is a microscopic transport model including col-
lisional broadening of the ρ [105]. All models successfully describe the high
statistics

√
s = 200 AGeV data [106] and the dimuon spectrum measured

by NA60 presented earlier (fig. 1.14 [96]) [103] [104] [105] and are also in
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agreement with the lower energy STAR data shown in fig. 1.15, right, within
errors.

Figure 1.15: Left: Dielectron signal and hadronic cocktail contribution at different
CM energies in Au+Au collisions measured by STAR. Right: Compari-
son of the dielectron excess yield to theoretical predictions [103], [104],
[105]. See text for details. Taken from [102].

For a more detailed look, the acceptance and efficiency corrected dielec-
tron yields are integrated in the range 0.4 GeV < Mee < 0.75 GeV and com-
pared to the previously mentioned model predictions as well as the In+In
data taken by NA60 in fig. 1.16. The experimental data from NA60 and
STAR agree well and show no significant dependence on the CM energy.
This might be related to the dominant production of the dielectron excess
yield due to ρ-baryon coupling [107] where the total baryon density stays
almost constant for

√
s > 20 AGeV [108]. In all theoretical models a slight

energy dependence is visible but they are statistically still in agreement with
the data. All in all the STAR data and all previously discussed measurements
are in agreement with a broadening of the ρ with chiral symmetry restora-
tion.

The HADES experiment (compare chapter 2 and 3 for a detailed overview)
has measured the production of dielectrons in a dense hadron gas in Au+Au
collisions at a CM energy of

√
s = 2.42 AGeV [59], C+C at

√
s = 2.35 AGeV

[109] and Ar+KCl at
√

s = 2.25 AGeV [110] allowing a system size depen-
dent study of the excess yield. The dielectron invariant mass spectrum with
the highest statistics, Au+Au, is shown in fig. 1.17. Black data points show
the same-event unlike-sign pairs reconstructed above the vacuum pion mass,
where the η and ω signal have been subtracted as well as the NN reference
derived from measured p+p and p+n data [111]. The resulting distribution
mirrors the in-medium ρ which is compared to various theory approaches.
As previously discussed, an unmodified (vacuum) ρ can not account for
the observed excess. Coarse-grained approaches [112], [113], [114] and HSD
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Figure 1.16: Integrated, efficiency and acceptance corrected dielectron excess yield
measured in the region 0.4 GeV < Mee < 0.75 GeV with STAR in com-
parison to theory [103], [104], [105] at various collision energies. See text
for details. Taken from [102].

Figure 1.17: The excess yield of dielectrons in Au+Au collisions at
√

s = 2.42 AGeV
measured with HADES compared to theory approaches on the ρ spec-
tral function and fitted for a temperature estimate. See text for details.
Taken from [59].

[115] calculations assuming a broadening of the in-medium ρ are in good
agreement with the data. The slope of the in-medium ρ mirrors the tem-
perature of the dense phases of the fireball and therefore allows to locate



1.5 virtual photons in heavy-ion collisions 25

the collision system in the QCD phase diagram [59], where the according
baryochemical potential µB is taken from a statistical model fit. Applying a
Boltzman-like fit (dN/dMee ∼ (Mee)3/2exp(−Mee/T)) to the data a medium
temperature of kT = 71.8± 2.1 MeV is obtained.
For a system size dependent analysis, the dielectron excess radiation is com-
pared for all systems measured with HADES relating them to elementary
collisions [111] introducing

RAA =
1

< AAA
part >

dNAA

dMee

(
dNNN

dMee

−1)
. (1.21)

Figure 1.18: Dielectron excess radiation relative to elementary systems [111]. A
system-size dependence is observed. See text for details. Taken from
[59].

The excess ratio for C+C, Ar+KCl and Au+Au is shown in fig. 1.18. For
invariant masses beyond the π0 Dalitz region, an excess is observed in the
large systems Au+Au and Ar+KCl, whereas the dilepton radiation in C+C is
in agreement with a sum of elementary reactions. The excess yield appears
to depend on the system size resulting in an almost twice as high value
in Au+Au compared to Ar+KCl. However the exact scaling of RAA to the
system size stays unclear. A more detailed view on the dilepton excess ratio
and its scale dependence is given in this work adding Ag+Ag data to fig.
1.18.
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T H E H A D E S E X P E R I M E N T

The High Acceptance DiElectron Spectrometer (HADES) is located at the
SIS 18 accelerator at the GSI Helmholtzzentrum für Schwerionenforschung
in Darmstadt, Germany and was designed for the investigation of possible
in-medium modifications of light vector mesons [116]. To provide measure-
ments of their rare decays into dileptons, HADES is equiped with a hadron
blind RICH detector that has been recently upgraded (compare chapter 3).
HADES is composed of six sectors each covering ∆Φ = 60◦ in azimuth angle,
with the sectors being defined by the superconducting magnet coils produc-
ing a toroidal field. For particle tracking and momentum measurement two
layers of Mini-Drift-Chambers (MDCs) are located in front of and behind the
magnetic field. For time-of-flight measurement a Multiplicity and Electron
Trigger Array (META) system is installed. A detailed description of HADES
in its original design can be found in [117]. The up-to-date version of HADES
additionally includes an electromagnetic calorimeter, that covers 2.5 sectors
and has first been operated in 2019 and will be further extended to full
HADES coverage being 85 % azimuthal acceptance ranging from Θmin = 18◦

to Θmax = 85◦. A schematic view of HADES including all its sub-detectors
in an exploded depiction is shown in fig. 2.1.

Figure 2.1: Schematic view of HADES including all sub-detectors. Taken from [118]
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2.1 the target

The Ag target used in the march 2019 beamtime consists of 15 foils of d f oil =

42 µm thickness. A photo is shown in fig. 2.2. All foils are arranged in a
staggered way, such that there is only one overlaying point in beam direction,
where the beam hits the target. The target is chosen to be segmented and is
constructed in the explained way to reduce the interaction and therefore
conversion probability of photons in the target.

Figure 2.2: Photo of the segmented Ag target of HADES used in the march 2019

beamtime.

2.2 the start and veto detector in hades

The measurement of any particles velocity is based on measuring the time
it takes the particle to travel between two detector points. The start signal
for this time measurement is provided by the START detector [119] measur-
ing the arrival time of incoming beam particles. The detector is based on
a single-crystal diamond allowing for high rate capability paired with low
interaction probability and precise time measurement due to fast electron
drift times. Furthermore it is capable of a precise position measurement in
order to monitor the beam alignment. It is located 2 cm in front of the target,
covers an active area of 4.7 mm × 4.7 mm having a thickness of 70 µm. A pic-
ture of the sensor is shown in fig. 2.3. 70 cm downstream the target a second
diamond based beam detector is located (VETO detector, see fig. 2.3, upper
right) for fragment identification to exclude events in the trigger where no
reaction took place in the target.
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Figure 2.3: START (upper left) and VETO (upper right) detector of HADES. Taken
from [120].

2.3 the hades tracking system

2.3.1 The HADES magnet

The purpose of the HADES magnet is to provide a transverse kick to charged
particles in order to measure their momentum with a resolution of σp/pe =

1.5− 2% for electrons. Electron identification based on a RICH detector re-
quires a field free region which is provided by the toroidal geometry around
the target, where the RICH is located to have as little as possible conver-
sion signals. The acceptance in terms of electron momentum ranges from
pmin = 0.1 GeV/c up to pmax = 2 GeV/c combined with a polar acceptance
ranging from Θmin = 18◦ to Θmax = 85◦.

Figure 2.4: Side (left) view, the beam is coming from the left, and back (right) view
of the HADES magnet. Taken from [117].
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A schematic view of the HADES magnet is shown in fig. 2.4. It is formed
by six coils located in vacuum chambers surrounding the beam axis that
are connected to a support ring having an outer diameter of d = 3.56 m. The
close downstream end of the coils is connected by a hexagonal plate having a
circle shaped hole for the beam pipe in the middle. Fig. 2.5 shows magnetic
field maps of the HADES magnet at different positions (in-/outside coils).
The strongly inhomogenous field reaches its maximum value downstream
with a value of almost B = 3.6 T (fig. 2.5a) whereas only a peak field strength
of B = 0.87 T is measured between two coils (fig. 2.5b).

(a) Magnetic field map at coil position. (b) Magnetic field map in the middle of two
coils.

Figure 2.5: Magnetic field maps as a function of z and r of HADES at different
positions. The contour lines visualize a step size of ∆B = 0.24 T. The
HADES target region is at z-position of −7 cm to −1 cm. Taken from
[117].

2.3.2 Multiwire Drift Chambers (MDCs)

In order to track the particles trajectories within the detector, 24 trapezoidal
planar Multiwire Drift Chambers (MDCs) are symmetrically arranged in six
identical sectors [121] [122]. The polar angle coverage matches the magnet
opening (Θmin = 18◦ to Θmax = 85◦) and the active area in azimuth direction
is defined by the magnet coils. Two of the four tracking planes are located
in front of and the other two behind the magnet. A schematic view of the
arrangement of the HADES MDCs is shown in fig. 2.6, left. All chambers
are composed of six layers in which the sense and field wires are orientated
in different angles each, as indicated in fig. 2.6, right. The choice of angles
provides a maximum of polar angle resolution in which the momentum kick
from the magnetic field happens. The chambers are filled with an Ar/CO2

gas mixture (70/30, most inner plane) and Ar/C4H10 (84/16, three outer
planes) which is ionized by crossing particles. The resulting electrons and
positively charged gas ions drift to the sense and field wires, respectively.
Gas amplification of the electrons leads to the detected signal.
The construction is optimized to reach the desired mass resolution of di-
electrons (σMee /Mee = 2.5% [117]) which implies a single track momentum
resolution of σp/p = 1.5%− 2%. To reach this goal multiple scattering in
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the detector has to be avoided at its best. A radiation length of 0.2% only is
reached within the chambers and of 0.3% in the air between the chambers.
The spatial resolution of track crossing points is about 60− 100 µm in polar
direction and 120− 200 µm in azimuth.
Besides the main purpose of tracking, a measurement of the particles energy
loss dE/dx mainly originating from inelastic scattering at electrons, ioniza-
tion, [123] is also performed (proportional to the signal strength) providing
additional information for particle identification.

Figure 2.6: Arrangement of the HADES drift chambers around the magnet coils
(left, taken from [121]) and the wire structure within one sector of a drift
chamber (right, taken from [117]).

2.4 the meta system

The purpose of the HADES META system is to provide a time-of-flight
measurement of particles which is related to the initial measurement in the
START detector. It consist of two scintillator arrays covering different polar
angles: The Time Of Flight (TOF) wall [124] from Θmin = 44◦ to Θmax = 88◦

and the Resistive Plate Chamber (RPC) wall [125] [126] (previously TOFINO)
from Θmin = 18◦ to Θmax = 44◦.

2.4.1 Time-of-Flight (TOF) wall

The HADES TOF wall [124] follows the overall HADES geometry of six
sectors of trapezoidal shape. Each sector consists of eight modules with
each containing eight scintillator strips themselves. The length varies be-
tween linner = 1475 cm and louter = 2365 cm. A photo of the TOF detector
taken before installation clearly showing its structure is shown in fig. 2.7.
For readout purposes, PhotoMultiplier Tubes (PMTs) are attached at both
ends of the scintillator strips. From the time difference in the signal detec-
tion in both PMTs a position resolution is possible with a timing resolution
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of σ = 150 ps [127]. From the signal amplitude conclusions on the specific
energy loss dE/dx of a specific particle can be drawn.

Figure 2.7: Photo of the HADES TOF detector before its installation. In the central
part of the photo two sectors of the Pre-Shower detector [128] can be
seen. The Pre-Shower detector was replaced by the an electromagnetic
calorimeter in the AgAg data run.

2.4.2 Resistive Plate Chamber (RPC) wall

The HADES RPC wall [125] [126] has been installed within a detector up-
grade in 2010 in order to prepare the HADES for the high particle multiplic-
ities coming along with the first upcoming heavy-ion run in 2012. Follow-
ing the six sector design of HADES, each RPC sector consists of two layers.
These are formed by 93 strip-like cells arranged in three columns as shown
in fig. 2.8. The size of the cells changes with the polar angle Θ ranging from
(12− 52) cm in width and (2.2− 5) cm in height. The cells are filled with a
mixture of C2H2F4 (90%) and SF4 (10%) and have an individual shielding to
reduce possible crosstalk.

Figure 2.8: Schematics of one sector of the HADES RPC. Taken from [125]
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2.5 electromagnetic calorimeter

Besides the HADES RICH upgrade, the Electromagnetic Calorimeter (ECal)
[129] [130] is the latest addition to the HADES. It replaced the previously
installed Pre-Shower detector [128] in 2018. By design, it covers almost full
azimuth and polar angles from Θmin = 12◦ to Θmax = 45◦ in the HADES
specific six sectors. It consists of 978 lead glass moduls, giving the ECal a
total weight of more than 16 t. The overall structure is shown in fig. 2.9.
During the AgAg data run in march 2019, only 2.5 sectors of the ECal were
operational.

Figure 2.9: Schematic view of the HADES ECal detector setup. Taken from [131].

2.6 hades trigger

The HADES detector runs in a triggered readout setup, meaning that each
collision measured by the detector system has to pass a soft pre-selection in
order to be recorded. For this purpose sub-detector data is used. The trigger
selection that is used in this thesis is the so-called Physics Trigger 3 (PT3). It
requires a hit in the START detector correlated to at least 20 hits in the META
system, namely the RPC and TOF detectors. Besides, other triggers exist,
such as the PT2 requiring five hits in the META only, leading to enhanced
statistics but worse data quality. General information on the HADES trigger
system can be found in [132] and its specific setting in the Ag + Ag data run
in March 2019 are available in the corresponding logbook [133].

2.7 hades simulation

In experimental physics simulations are an important tool in many aspects
ranging from the planning of an experiment to the understanding and cor-
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rection of physics results.
Therefore, the HADES detector geometry is implemented using the HADES
Geometry and tracking (HGeant) framework, that utilises Monte Carlo meth-
ods. HGeant is based on the Cern software Geant 3.21 [134]. Within HGeant,
particles are propagated through the detector volume and their interaction
with the material is simulated. The particle input distributions are obtained
from event generators such as the Monte Carlo based simulation packages
Ultra relativistic Quantum Molecular Dynamics (UrQMD) [135] and PLUTO
[136] depending on the simulation goal. In case of UrQMD, a centrality dis-
tribution according to the experimental observation is simulated.
In this work simulation is used for the following two main purposes:

1. Verification of data interpretation: Especially as the upgraded RICH
detector has been operated for the first time in the analysed data run,
its signals need to be fully understood in order to properly instrumen-
talize the detector for physics analysis. Here, simulation provides a
valuable insight as any detector information can be traced back to its
origin.

2. Efficiency (and acceptance) correction of results: Physics spectra ob-
tained from experiment are at first limited to active detector areas. Each
detector has dead regions, where no particles can be observed and so
does HADES. Also within the active detector area not every single par-
ticle can be reconstructed due to dead times in the various detector
components, limits in detector resolution and the statistical interaction
processes of particles with the detector material. Furthermore the iden-
tification of a specific species of particles requires a selection based
on detector observables characterizing the specific track. Such a selec-
tion always comes along with losses in the desired particle species as
detector observables are governed by statistical distributions. The cor-
responding width is given by the detector resolution leading to over-
lapping distributions for different particle species.
The detector acceptance is defined as the amount of particles traveling
through active detector volume relative to all particles produced. The
efficiency of a specific particle is not only detector, but also analysis
related. It is given by the amount of reconstructed particles in relation
to all particles crossing active parts of the detector.
From the physics point, the fully corrected particle distributions are rel-
evant to compare experiment and theory. Based on a highly accurate
detector implementation, efficiency corrections can be derived using
simulation. Acceptance corrections usually depend on the input parti-
cle distribution and are therefore model dependent. Thus, depending
on the specific analysis, it might be more reasonable to apply a com-
mon, experiment related acceptance filter on theoretic calculations than
to derive an acceptance correction based on different models.

In general, commonly used HADES simulations for Ag + Ag collisions
using UrQMD are produced. To study the behaviour of rare signals, such
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as dielectrons originating from vector meson decays, UrQMD simulation are
enriched with these signals, one per collision. The embedded signal distri-
butions are of thermal nature and produced using PLUTO. A compilation
of the PLUTO temperatures used is provided in tab. 2.1. These temperature
determining the inverse slope of the particle energy distributions serving as
input to the PFireball class.

meson T1 [MeV/k] T2

[MeV/k]
f

Φ 100 0 1

ω 100 0 1

π0 49 93 0.98

η 93 0 1

Table 2.1: PLUTO temperatures used for simulation of dielectrons originating from
meson decays. In case of the π0 two temperatures account for dif-
ferent production mechanisms, which are weighted as dN/dE = f ·
dN/dE(T1) + (1− f )dN/dE(T2).

For the purpose of efficiency correction and acceptance filtering so-called
white simulation (embedding e+ or e− only) are used. To ensure a statisti-
cally sufficient particle coverage in all detector and kinematical regions, ho-
mogeneous electron and positron distributions are embedded into real data.
Embedding into real data is important as the single particle efficiency de-
pends on various detector effects as dead times of electronics, that are only
present in real data, resulting in a centrality dependence of the efficiency.
An overview on all simulations with according statistics and purpose used
in this work is given in tab. 2.2.

system embedded
(PLUTO)

Nevents[Mio.] purpose

Ag + Ag
UrQMD

/ 100 study detector effects

Ag + Ag
UrQMD

Φ→ e+e−

ω → e+e−

ω → e+e−π0

π0 → e+e−γ

η → e+e−γ

100 each study (rare) e+e−

signals

Ag + Ag
real data

e− or e+ 50 efficiency and
acceptance studies

Table 2.2: Overview on the HADES simulations used in this work.
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T H E R I C H D E T E C T O R AT H A D E S

The newly upgraded state of the art Ring Imaging CHerenkov (RICH) detec-
tor at HADES is the most essential detector component used in this analysis.
Therefore the detailed understanding is of key importance to push the per-
formance of this analysis to its limits. In this chapter the basic functionality
of a RICH detector is explained and observables of the HADES RICH detec-
tor are discussed.

3.1 cherenkov radiation

Cherenkov radiation (photons) is emitted, when a charged particle travels
through a medium with a higher velocity than light does. This phenomenon
is generally known as Cherenkov effect. It is possible, as the phase velocity
of light scales with the refraction index n of the medium it travels through
(∼ 300, 000 km/s in vacuum, but e.g. only 225, 000 km/s in water).

Whenever a particle travels through a dielectric medium, atoms are po-
larized along the trajectory of the particle and emit electromagnetic radia-
tion. In case of a particle velocity that is smaller than the one of light in the
medium, the electromagnetic waves of neighbouring atoms interfere destruc-
tively. Therefore no radiation can be detected in the macroscopic system. The
case of a particle traveling faster than light through a medium is shown in fig.
3.1: The electromagnetic waves of neighbouring atoms do not cancel them-
selves any longer but together form a cone like wave front. The resulting
electromagnetic radiation is called Cherenkov radiation and is emitted similar
as a Mach-cone. It is the optics analogue to the supersonic cone produced by
airplanes.

The angle α under which Cherenkov radiation is emitted can be calculated
by the fraction of the particles velocity and the velocity of light in the medium
to

cos(α) =
vlight

vparticle
=

c/n
βc

=
1

βn
(3.1)

The energy dE emitted by a particle via Cherenkov radiation per unit
length traveled dx and per frequency interval dω is given by the Frank-Tamm
formula [137]

d2E
dxdω

=
q2

4π
µ(ω)ω

(
1− c2

v2n2(ω)

)
(3.2)

depending on the permeability µ(ω) that itself depends on the frequency
ω. Assuming constant values for the permeability and the refraction index
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Figure 3.1: Cherenkov radiation is emitted under an angle α, when a charged particle
travels through a medium faster than light does. The direction of the
Cherenkov radiation describes a Mach-cone.

and inserting λ = 2πc/ω one derives for the amount of Cherenkov photons
emitted per path-length dx and wave-length dλ interval

d2E
dxdλ

=
πe4

cε0hλ2 sin2(α)
∼ 1

λ2 (3.3)

Following equation 3.1, each particle produced in a specific reaction that
fulfills β ≥ 1/n emits Cherenkov radiation. Choosing the refraction index in
a way, that only a certain kind of particles reaches the threshold value in β,
one can select those particles. Another possibility besides this operation as
a threshold detector to distinguish for example between electrons and pions
(as it is the case at HADES), is the operation over a wide range of velocities
and separation of different particle species based on their Cherenkov angle
α. At the LHCb experiment, dedicated to the study of CP violation and the
rare decays of heavy flavors, a RICH detector is run in this way to identify
myons, pions, kaons and protons [138].

3.2 setup of the hades rich detector

The HADES RICH detector has been upgraded within two years from 2016

to 2018. The recent beam time, that is analysed in this work was the first
data run of this detector. A side-view of the RICH detector is shown in
fig. 3.2a. It surrounds the beam pipe and the Ag target is located right
at the beginning of the gas radiator volume filled with C4H10. The refrac-
tive index nC4 H10 = 1.0014 is optimized to separate electrons and pions.
The threshold in electron momentum according to formula 3.1 is calcu-
lated to be pthresh,e = 9.65 MeV, whereas pions have to reach a momen-
tum of at least pthresh,π = 2636.70 MeV. At HADES energies particles with
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pthresh,track(BAg+Ag) ' 60 MeV/c1 are detected by the tracking system, which
implies all relevant electrons to easily exceed the Cherenkov threshold mo-
mentum. With a beam energy of Ebeam = 1.56AGeV in the analyzed data set,
it can be excluded that pions reach their corresponding Cherenkov thresh-
old.
Cherenkov photons produced by electrons in the radiator volume are re-
flected and focused by a Vacuum Ultra-Violet VUV mirror to form rings on
the PhotoMulTiplier (PMT) plane located behind the target to prevent it from
radiation. The PMT plane, shown in fig.3.2b, is built out of 428 H12700 Multi-
Anode PMTs (MAPMTs) [139] each having 64 channels being read out individ-
ually. Usually six MAPMTs are grouped together on back-planes and have a
common power supply. At the detector edges also back-planes consisting of
four MAPMTs are installed. Each MAPMT is read out by two FPGA based
DiRICH boards (32 channels each).

(a) Side view of the HADES RICH detector (b) MAPMT plane of the HADES RICH de-
tector

Figure 3.2: Left: Side view of the HADES RICH detector. Electrons produced in the
target emit Cherenkov radiation on their trajectory through the C4H10
gas volume. The Cherenkov photons are reflected and focused by the
VUV mirror to form rings on the MAPMT plane. The readout of all indi-
vidual MAPMT channels is performed by DiRICH boards. Right: Front
view on the MAPMT plane of the HADES RICH detector consisting of
428 H12700 MAPMTs. MAPMTs are grouped to pairs of six (sometimes
four) on back-planes which are read out by 12 DiRICH boards in total.
The MAPMT plane is splitted into an inner and an outer part, that is
shifted backwards in order to approximate the curved focal plane. Fig-
ures are taken from [140] (left) and [141] (right).

Particles traveling close to the beam axis (small polar angle Θ) fly a com-
parable short distance in the radiator volume and therefore produce way

1 This value mainly depends on the strength of the magnetic field in the tracking system, the
value given here holds for the analyszed data run
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less photons than particles leaving the target under large Θ angles. To coun-
teract this lack of Cherenkov photons, the glass window of the 48 MAPMTs
located on the inner most six back-planes is coated with a a thin layer of the
wavelength shifting p-terphenyl [142] [143]. Formula 3.3 states, that most of
the Cherenkov photons are emitted in the UV regime, but the quantum ef-
ficiency of the MAPMTs starts to drop at values of λ < 300 nm and reaches
values lower than 10% for λ < 200 nm as it is shown in fig. 3.3 by the blue
circled data points. The p-terphenyl layer on the glass window absorbs a
fraction of the Cherenkov photons emitted in the UV regime that would
have been detected by the MAPMT with very low efficiency. They are re-
emitted within a few ns at higher wave lengths. Compare the inset in fig. 3.3
showing absorption and re-emission spectra of p-terphenyl. This results in
a modified quantum efficiency of the coated MAPMTs represented by red
data points. Within a proton test-beam at the COSY accelerator an enhance-
ment of 15− 20% in integrated quantum efficiency has been observed for
the H12700 MAPMT [144].

Figure 3.3: Quantum Efficiency (QE) of H12700 MAPMTs that are used to equip
the HADES RICH MAPMT plane. Blue data points represent the bare
MAPMT QE, red data points show the modified QE after the glass win-
dow of the MAPMT is coated with a thin layer of p-terphenyl. Absorp-
tion and re-emission spectra of p-terphenyl are shown in the inset in
arbitrary units. Figure taken from [144].

3.3 signatures in the hades rich detector

Cherenkov photons that were detected by the MAPMTs are called CALibrated
objects (Cal) in HADES jargon. Fig. 3.4 shows the position dependence of
the amount of Cals reconstructed per event on each pixel of the HADES
MAPMT plane. The acceptance gap in the middle of the detector where the
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beam pipe crosses the RICH detector is clearly visible as well as the overall
two step design of the MAPMT plane. White areas within the equipped
MAPMT plane correspond to not operational DiRICH boards due to wrong
threshold settings. The holding structure of the RICH mirror (six spokes) is
identified as shadow structures on the MAPMT plane. However, these do
not lead to additional acceptance losses of the HADES, as in these areas the
border regions of the MDC sectors are located where no tracking is possible
anyway.

Figure 3.4: Detected Cals per Pixel and event on the HADES RICH MAPMT plane.
The data shown is based on day 86 of the Ag+Ag data run. For details
see text.

Beside its position on the MAPMT plane a Cal also carries timing informa-
tion. The Leading Edge (LE, shown for a single channel in fig. 3.5a) provides
a time stamp when the Cal was recorded. It is of particular interest in the
rejection of detector noise. An information on the signal strength is given by
the Time over Threshold (ToT, shown for a single channel in fig. 3.5b), mea-
suring the time span, a signal exceeds the threshold setting in a MAPMT
channel.

The cut window on both observables is based on the mean value of the
distribution for each individual MAPMT channel. For the LE, the cut reads
tLE,mean − 25 ns < tLE < tLE,mean + 35 ns, for the ToT a window of tToT,mean −
4σf it < tToT < 15 ns is chosen. In the given example (fig. 3.5) the cut values
read −588.7 ns < tLE < −528.7 ns and 2 ns < tToT < 15 ns, respectively. The
cuts are based on an analysis performed with data of day 80 only. As the
LE denotes a time difference to the corresponding hit in the START detector
it is valid to choose a cut window constant in time. The double-peak shape
of the LE distribution is not fully understood, however, it seems reasonable
that the first peak originates from backwards emitted particles. A time dif-
ference of about 2 ns between both peaks supports this argumentation as
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Figure 3.5: Leading Edge (a) and Time over Threshold (b) distributions for pixel one
of MAPMT 2 on BP 0x84 (HA 1130) of the HADES RICH. Cuts on the
Leading Edge are applied at tLE > −588.7 ns and tLE < −528.7 ns. Only
Cals with Time over Threshold values of 2 ns < tToT < 15 ns are accepted.
Purpose of the cuts is the rejection of noise hits and cross talk from
neighbouring pixels.

it corresponds to the time it takes Cherenkov photons to reach the mirrors
and after reflection the MAPMT plane. The ToT spectrum is dominated by a
peak at about 5 ns corresponding to a single Cherenkov photon hitting the
MAPMT pixel. The rise at low ToT values is explained by detector noise and
cross talk caused by neighbouring pixels.

In theory it is possible to distinguish between Cals produced by a single
Cherenkov photon and those produced by multiple ones based on the mea-
sured ToT. The resolution of the used MAPMTs is not high enough, however,
using SIlicon PhotoMultipliers (SiPMs) would enable this additional feature.
A For a brief discussion on this topic see chapter 4.6.

Cals are fitted to rings based on an Hough-Transformation [145] [146] and a
subsequent ring fitter. Data are transformed to a three dimensional Hough-
space (parameters are xCal , yCal , rring, whereas rings are searched for. To sim-
plify the search, the radius is restricted to the expected range. After grouping
Cals to a ring, the ring is fitted. In HADES terminology, rings are denoted
as hits. Fig. 3.6 shows the position dependence of the amount of rings re-
constructed per event on the HADES MAPMT plane for each pixel. The
ring density obviously scales with the Cal density previously shown in fig.
3.4. However, small area effects, such as the not operational DiRICH boards
and the shadows from the mirror holding structure do not lead to a signif-
icant loss in rings despite the missing Cals. Especially in the WLS coated
regime of the MAPMT plane this lack of Cals is compensated by the over-
all high amount of Cherenkov photons produced. Due to acceptance gaps
of ∆r = 1.5 mm [139] in between the pixels of neighbouring MAPMTs and
the fact that the ring radius is about half a MAPMT width, ring centres are
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Figure 3.6: Reconstructed ring centres per event per detector pixel in the HADES
RICH. The data shown is based on day 86 of the Ag+Ag data run. For
details see text.

more likely to be reconstructed in the middle of MAPMTs, leading to the
chess board like pattern which is observed.

An event display of the HADES MAPMT plane is shown in fig. 3.7. Cals
are represented by red squares, reconstructed rings and the corresponding
ring centre, visualized by a cross, are colored in blue and the MAPMTs them-
selves are indicated by black lines. The gap in the origin of the figure cor-
responds to the opening in the MAPMT plane, where the beam enters. The
background, consisting of Cals mainly originating from detector noise, is at
a very low level. A detailed analysis results in a fraction of 30% of the Cals
per event originating from Cherenkov photons. It has to be noted, that on
average less than 0.5% of the whole MAPMT plane is covered by those Cals.
The enhancement in Cals/area comparing regions where Cherenkov pho-
tons hit the MAPMT plane and areas where only noise Cals are present can
therefore be estimated to exceed a factor of 70. In absolute numbers, there
are on average about 80 background Cals per event. As these are randomly
distributed over the whole MAPMT plane it is very unlikely that five2 of
them are located in a circular shape in an area that meets the ring radius re-
quirements. To take care of the unlikely case, that rings are formed by noise
Cals, cuts on the ring sample are applied in the presented analysis.

With increasing polar angle Θ, a particles trajectory length in the RICH
radiator volume increases. The amount of emitted Cherenkov photons in-

2 The minimum amount of Cals needed to reconstruct a ring is given by the dimension of the
Hough-space. For circles it is three, but for background rejection purpose at least 5 Cals are
required.
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Figure 3.7: A single event display of the HADES RICH MAPMT plane. MAPMTs are
indicated by black squares. Cals are shown in red, fitted rings in blue.
Ring centres found by Hough-transformation are marked with a blue
cross. The enhancement in Cal-density in regions, where the MAPMT
plane is hit by Cherenkov photons compared to noise-only regions is
estimated to be above 70.

creases lenearly with the path length which thus also holds to first order3

for the amount of Cals. The WLS coating of the inner most MAPMTs re-
sults in an increase in the amount of Cals for small values in Θ, although
the trajectory in radiator volume of the original particle is relatively small.
The dependence of NCal on Θ over the full RICH acceptance is shown in fig.
3.8a. Only such rings are used, that are matched with tracks identified as
electrons by time-of-flight methods (see chapter 4.3.4). Mean values and the
corresponding standard deviation are shown in black bands.

Due to the RICH detector geometry also the radius of reconstructed rings
varies with the polar angle Θ (compare fig. 3.8b). The ring radius is a func-
tion of the distance between the VUV mirror and the MAPMT plane4. There-
fore it decreases with increasing Θ with a sudden rise in between related to
the two-step design of the MAPMT plane. This step is not resolved perfectly
as the MAPMT plane has cartesian symmetries whereas the VUV mirror is
radial symmetric leading to an additional dependence on the azimuth angle

3 This proportionality only holds if the possibility of multiple hits on a single pixel is neglected
as well as possible absorption of Cherenkov photons in the radiator gas.

4 The relation is linear in very good approximation.
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Φ for 50◦ ≤ Θ ≤ 60◦.

(a) Dependence of NCals on the polar angle Θ.

(b) Dependence of the radius of fitted RICH rings on the polar
angle Θ.

Figure 3.8: Dependence of NCals assigned to a fitted RICH ring and the ring radius
on the polar angle Θ over the full RICH acceptance. Mean values and
the corresponding standard deviation are indicated. Only rings matched
to tracks that passed TOF electron requirements are plotted.

In the data sample one finds different Cal patterns on the MAPMT plane
that are fitted to rings. In fig. 3.9 typical event displays of detector regions
where these have been observed are shown. Besides rings, that meet the
expected values in radius and NCals (compare fig. 3.9a),

• there is a small fraction of rings that is made up from detector noise
only. These rings typically consist of few Cals only and their radius is
smaller than the expected value. Such a ring is shown in fig. 3.9b

• close by rings are denoted as double-rings, when they at least partially
overlap. Examples with different distance between two rings are shown
in fig. 3.9c and 3.9d. For very close rings it is not any longer possible for
the ring finding algorithm to separate both rings which results in only
one ring being fitted. Such an event is shown in fig. 3.8e. Unidentified
double-rings are usually built out of more Cals than a typical ring.
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• there are events, where Cals in almost all channels of a MAPMT are de-
tected. The origin of these blob-like structures is not fully understood
and still under discussion [147]. A possible explanation that has been
investigated by simulation are backwards emitted particles (mainly
electrons) flying through the glass window of the MAPMT and gen-
erating Cherenkov radiation therein. Also low energy electrons that
are significantly influenced by the residual magnetic field in the RICH
do not have a straight trajectory and thus produce smeared out rings.
Most probably those blob-like structures are caused by backwards fly-
ing electrons for which the Cherenkov cone hits the MAPMT surface
without being focused. If many pixels see a true signal in the MAPMT,
trough cross-talk even more pixels give a signal. A blob-like structure
is shown in fig. 3.9f. In most cases multiple rings are fitted into such
a blob. Besides the high ring density in this area, those rings can eas-
ily be identified by an extremely high amount of Cals forming and
surrounding them.
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(a) Isolated RICH ring.
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(b) Fake-ring built from detector noise.

x [mm]
40− 20− 0 20 40 60 80 100

y 
[m

m
]

80

100

120

140

160

180

200

220

(c) Near by RICH rings.
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(d) Near by RICH rings.
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(e) Unidentified double-ring.
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(f) Blob-like structure in the RICH.

Figure 3.9: Zoom-in views of event displays observed on the HADES RICH MAPMT
plane. Single MAPMTs are indicated by black lines. Cals are shown in
red, fitted rings in blue and ring centers are are indicated by blue crosses.
(a) shows a reconstructed isolated ring on the MAPMT plane. In (c) and
(d) reconstructed close-by rings are shown with small distance in be-
tween. If the rings approach that close, that Cals are located on directly
neighbouring pixels, they can not be separated any longer and only one
ring is fitted (e). A blob-like structure covering almost a whole MAPMT
is observed in (f) and is fitted with two rings by the ring finding algo-
rithm.





4
D ATA A N A LY S I S T E C H N I Q U E

In this chapter the analysis concept of this work is presented. Starting from
the general baseline of track-finding (sec. 4.1) and the event selection (sec.
4.2), the electron identification and selection within the track sample is ex-
plained and discussed (sec. 4.3, 4.4). From the pairing of electrons a dielec-
tron invariant mass spectrum is obtained (sec. 4.7). The background contri-
butions in the electron sample and and in the dielectron spectrum (physical
and combinatorial) is studied in simulation (sec. 4.8). An efficiency correc-
tion is derived and applied (sec. 4.9) and the combinatorial background is
derived and subtracted based on the event-mixing technique (sec. 4.10).

4.1 track reconstruction in hades

The first step in each particle physics data analysis is the conversion of raw
data obtained from the readout electronics of all detector components to pos-
sible particle tracks that might have caused these signals. In HADES specific
terms this means to produce Data Summary Tape (DST) files out of HADES
List Data (HLD) files. This is a for all analysis within HADES common pro-
cedure, no matter what the goal of any specific analysis is, and is performed
once (updates in the production code will of course result in a rerun). The
possibility of having such a common base for all kind of analysis is given
by the HADES software, all built over the Hades sYstem for Data Reduction
and Analysis (HYDRA) framework which itself is based on the open source
data analysis framework ROOT. In the following, the process of track finding
in HADES is summarized:

• Cluster hits in the inner MDC layers (placed in front of the magnetic
field) are matched together to form inner segments. The same is done
for the outer MDCs (outer segments).

• Outer segments are matched with META (RPC+TOF wall) hits, inner
segments with RICH hits (rings). The ring-to-track matching is based
on the angular differences between the inner segment and a virtual par-
ticle originating from the target producing a reconstructed ring. The
ring in a specific event leading to the lowest value in terms of differ-
ences in Θ and Φ to the inner segment is used for matching. As a
proper variable the RICH Matching Quality (RMQ) is introduced.

RMQ =
√
(Θring −Θtrack)2 + ((Φring −Φtrack) sin Θ)2 (4.1)

In case the event does not include any ring that matches the condi-
tions Θring − Θtrack < 8◦ and Φring − Φtrack < 8◦ no ring information
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is assigned to the inner segment. It has to be noted that within this
matching process a coordinate transformation from Cartesian x and y
position of RICH rings on the MAPMT plane to spherical Φ and Θ for
tracks from the target is performed. Due to the extended target this
transformation significantly depends on the target segment which has
been hit in each event. To account for this effect, a numerical approxi-
mation method is applied. For the outer segment to META matching,
a similar procedure is performed.

• Inner and outer segments are matched using a Runge-Kutta method
that propagates the particles through the magnetic field based on their
cluster hits. The quality of matching is controlled by the χ parame-
ter allowing to select only for well matched inner and outer segments
that most likely originate from the same particle. The main output of
this computation is a momentum vector representing the reconstructed
track. Using timing information of the detectors also a velocity is cal-
culated.

The tracks reconstructed during this procedure serve as input for the anal-
ysis presented in the next chapters. They are visualized in fig. 4.1 in terms
of their main reconstructed properties, momentum and relativistic velocity
β = v/c. As indicated by solid black lines that represent common particles
observed by HADES, each pair of momentum and velocity clearly identi-
fies a specific particle (p = γmv) by its mass. However, due to momentum
and timing resolution, the latter resulting in velocity resolution unambigu-
ous particle identification is difficult. In particular at high momenta where
precise timing gets more difficult, a clear separation between particle species
based on momentum and velocity becomes challenging, especially for light
particles as electrons and pions. In order to still get a clean sample of lep-
tons, necessary for the analysis presented here, the highly performing RICH
detector is used.
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Figure 4.1: β vs. p/q for all reconstructed tracks after the track finding procedure.
Theoretical signatures of particles identified in the HADES detector are
indicated by solid lines.
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4.2 event selection and centrality estimation

During the Ag+Ag beam time in March 2019, in total about 13 billion colli-
sions fulfilling the PT2 trigger conditions (compare chapter 2.6) have been
recorded. Not all of them are of equal high quality. Therefore, further event
selection criteria are applied. Those are based on binary flags, that have been
set for each event during the track reconstruction procedure. In this analysis,
the following requirements have been applied:

• There have to be more than 20 hits in the TOF and RPC that are cor-
related to a hit in the START detector (physical PT3 trigger condition).
Lower multiplicities mainly originate from very peripheral collisions
in the target or interactions of the beam nuclei with lighter nuclei such
as Carbon, that can be found in the beam pipe and the target holding
structure. (kGoodTrigger)

• A converged cluster vertex fit is required. The fitting procedure is
based on cluster hits in the inner MDCs and finds the most proba-
ble target segment, that has been hit by the beam particle via scanning.
Fitted cluster vertices of all events are shown in fig. 4.2 in red. A clus-
ter vertex position of z > −70 mm is required. Smaller values indicate
interactions with the START detector, the entries at -1 indicate a not
converged fit. (kGoodVertexCluster)

Figure 4.2: Event (black) and cluster vertex (red) distributions before cuts. The
cluster vertex is bound to the target segment positions. A position of
Vtxcl = −88 mm indicates an interaction of beam particles with the Start
detector. Values at Vtxcl = −1 mm correspond to a not converged cluster
fit. Event vertices within the green shaded area (Vtxevt > −70 mm) and
cluster vertices fulfilling −70 mm < Vtxcl < −10 mm are accepted for
the analysis.
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• The same requirements holds for the event vertex. It is also calculated
from cluster hits in the inner MDCs but not bound to target segments.
The event vertex is shown in fig. 4.2 in black. (kGoodCandidateVertex)

• A hit in the START detector is required as it sets the baseline for time-
of-flight calculation. (kGoodStart)

As event characteristics such as centrality are mainly determined by the
amount of reconstructed tracks, it is necessary to reject events overlapping
in time, so called pile-up events. For this purpose, the following flags are
included:

• The event is discarded, if another START hit is registered within a
±15 ns time window. (kPileUpSTART)

• There should not be any VETO hit inside a±15 ns time window around
the START hit. (kGoodVETO)

• Events where a second START hit within +15 ns to +350ns is found,
that has no correlated VETO hit within ±2 ns are excluded from the
analysis. (kGoodSTARTVETO)

Figure 4.3: Effect of all event selection criteria on the whole event sample and classi-
fication in centrality bins. The amount of events accepted after each cut
or assigned to the corresponding centrality bin are shown in green. The
red area denotes the amount of rejected events by each cut. The numbers
correspond to the fraction of events rejected by the current cut based on
the current sample. In blue, events assigned to a specific centrality class
are shown, starting with the most central 0− 10 %. The values given re-
fer to the event sample that is left after all cuts. Events of lower centrality
are not taken into account in this analysis.
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Centrality
class

0− 10 % 10− 20 % 20− 30 % 30− 40 %

Nhit TOF &
RPC

101 - 189 77 - 100 56 - 76 40 - 55

Nevents[109] 1.1609 1.0938 1.1047 1.1896

Table 4.1: Definition of centrality bins by hits in the RPC and TOF detector and
corresponding amount of events left for analysis after cuts.

• It is still possible after the previous selection to have a second START
hit with VETO correlation for ∆t > 15 ns. These events are rejected if
the second START hit is correlated to at least 4 META hits within a
time window of 7± 5 ns. The offset of 7 ns corresponds to the time, it
takes the fastest particles (speed of light) to travel from the START to
the META detector. (kGoodSTARTMETA)

About 53.25 % (6.9359 · 109 events) of the initial 13.0259 · 109 events are
left for analysis after application of the mentioned event selection cuts. An
overview on how the single cuts act on the event sample is given in fig.
4.3, indicating also the fraction of events rejected by each cut (red) from
the events that passed the previous cuts (green). An important event char-
acteristics is the centrality of the collision (given by the impact parameter)
as directly linked to the system size and thus the number of participants.

Figure 4.4: Classification of the reconstructed events in centrality classes of 10%
based on a Glauber Monte Carlo approach. For explicit numbers of an-
alyzed events in the specific centrality classes see tab. 4.1. Taken from
[148].
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Based on a Glauber Monte Carlo approach the amount of hits in the META
detectors (RPC and TOF) gives an estimation of the centrality and allows for
a classification in 10% centrality classes as shown in fig. 4.4. The underlying
analysis is carried out in the same way as described for the Au+Au data at√

sNN = 1.23 GeV in [149]. For the most peripheral 30% a perfect agreement
within the model and the data is observed which becomes worse with more
peripheral centrality classes, e.g. because of contamination with Ag + C col-
lisions originating from interactions with the beam pipe material. Therefore
only the most central 40% events are used in this analysis divided in four
bins of 10% centrality each. An overview on the exact definition of the event
classes based on the amount of META hits and the corresponding amount
of analyzed collisions in each class is provided in table 4.1.

4.3 electron identification

A major key to obtain physics results in any analysis is to provide a clean
sample of the particles of interest. In this work electrons have to be identi-
fied within all reconstructed tracks. Requiring specific conditions on tracks
or special features such as reconstructed rings in the RICH detector, the
purity of the sample can be increased. However at the same time, the recon-
struction efficiency of the desired particle species is lowered, as no observ-
able provides a perfect distinction in particle species. Due to this trade off
between purity and efficiency it is impossible to reach a perfectly clean sam-
ple.
In this analysis, one has to distinguish between two sources of contamina-
tion within the electron track sample chosen for the analysis: At first there
are tracks, that have not been produced by electrons but may be misiden-
tified as such. A high separation quality between electrons and the light-
est hadrons, pions, is thus aimed to be achieved. Here, the high perform-
ing RICH detector becomes crucial. The particle separation by time-of-flight
methods becomes difficult for (ultra-) relativistic particles (as is visible in fig.
4.1, where the calculated lines approach each other with increasing momen-
tum). Even using the RICH detector there is some tiny pion contribution left
as wrong matching between rings and tracks may appear. Second, physical
background - electrons produced via photon conversion - has to be rejected,
which is done more efficiently than ever before based on close pair identifi-
cation enabled by the RICH detector. The electron identification presented in
the following is used as baseline for all physics analysis presented in chapter
6 .

4.3.1 Pre-selection of tracks

The pre-selection of tracks is performed in the so called track sorting pro-
cedure and serves two major purposes in this analysis. At first, there are
many random combinations made up by hits in various detector components
which have to be reduced. Second, soft electron selection criteria are applied.
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In HADES terminology, these pre-selection cuts are combined within two
flags, namely kIsUsed and kIsLepton. In detail, the track quality cuts applied
read:

• Rejection of fake hits in the MDCs. In the hit reconstruction in the
MDCs it is possible to built up hits from fired wires that are unphysical,
as the wires have been fired by particles somewhere else and randomly
match at some point. A graphical explaination is provided in fig. 4.5.
In case an MDC hit consists of shared wires only, it is rejected. If it
shares only a fraction of wires with another hit, the hit that shares less
wires in total is rejected. For an equal amount of shared wires, the hit
with lower χ2 in the segment fitting procedure is rejected.

• For all detector hits (except the RICH detector) it is required to match
best in terms of χ2 of the Runge-Kutta fitting to the reconstructed track.
In case e.g. the corresponding META hit matches better to another
track, the current track is rejected. Following from this, each detector
hit is only used once for track building. This is essential for the rejec-
tion of fake tracks. However, sometimes, as in the case of conversion
processes, tracks might be that close, that they can not be resolved
by the detector. To track down such electrons, the RICH detector can
provide useful information.

• The inner segment fit has to be converged χ2
in−seg > 0 and the overall

fitting has to be reasonably good (χ2
track < 1000).

• The match-quality between track and META hit (META-Match-Quality,
MMQ) has to be better than MMQ < 3σ referring to the META cluster
size.

Track 

Track 

Fake 

Fake 

Figure 4.5: Explanation of the origin of fake hits in the MDCs in a simplified model.
MDC wires are shown in black, fired wires are colored green. Two tracks
(green dots) fire two wires each. In total, the four fired wires have four
crossing points which will all be recognized as hits. Fake hits (red dots)
can be identified using matching information with other detector com-
ponents.
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(a) β vs. p/q of tracks after pre-selection.
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(b) Fraction of tracks that passed the pre-selection relative to
fig. 4.1 in terms of β vs. p/q.

Figure 4.6: (a) shows β vs. p/q of tracks that have passed the pre-selection. Due
to the cut at β = 0.9 contributions of hadrons heavier than pions are
strongly suppressed. (b) shows the relative amount of particles that
passed the pre-selection based on the input shown in fig. 4.1. The pion
contribution has been significantly reduced applying track quality and
soft lepton identification requirements. Due to random matching of pion
tracks to rings, those still account for a significant contribution.

As loose electron identification cuts serve:

• A velocity of β > 0.9 is required.

• The momentum of all tracks is required to exceed p > 100 MeV and
to be smaller than p < 1200 MeV. The lower cut is applied to over-
come possible acceptance and efficiency issues at the detection thresh-
old. Momenta that exceed p = 1200 MeV are most likely fake tracks
as it is almost impossible1 to reach such high momenta at the given√

s. Before this cut is applied, a momentum correction regarding the
energy loss of electrons in the MDCs is applied. This correction is de-
rived from simulation and depends on the polar angle Θ, as it scales
with the detector material budget. The correction values are in the or-
der of 1− 2 MeV/c.

1 The pure cinematic cutoff is much lower, but due to Fermi momentum in nuclei, also higher
values than p = 1200 MeV are possible but very unlikely.



4.3 electron identification 57

• The track has to be matched with a RICH hit (ring) and the angular
difference between track and ring is required to be ∆Θ < 4◦ and ∆Φ <

4◦.

The impact of both of these flags on the track sample in velocity and
momentum is shown in fig. 4.6. Hadronic contribution from particles heavier
than pions have been strongly suppressed in the sample applying the cut
in β. As a RICH hit is demanded (although with a rather soft matching
window) by kIsLepton, the amount of pions in the track sample has also been
reduced by a factor of 0.01. Unphysical entries in regions of β >> 1 and at
high momentum have been significantly reduced due to fake track rejection.
Track quality requirements reduce the sample of positively charged tracks
more significantly than the negatively charged, as due to the huge fraction
of protons in the original sample way more random tracks with positive
charge had been generated by the track reconstruction algorithm than those
with negative charge.

4.3.2 Single track vertex

In addition to the previous cuts on the event vertex (chapter 4.2), also a cut
on the single track vertex, defined as the closest point of the track to the beam
line, is applied. Tracking quality worsens towards low momenta mainly be-
cause multiple scattering in the detector material increases. Scattering in the
RICH mirror, i.e. in the front of the first tracking stations might have a sig-
nificant impact on the reconstructed vertex position. Thus the cut is chosen
to be very loose in order to only reject obvious off-vertex tracks, such as
secondary particles as electrons originating from conversion. A ’conversion-
map’ of HADES based on UrQMD simulations is shown in fig. 4.7. This top
view of the HADES detector indicates vertices of Monte-Carlo-true electrons
in z and x coordinates. Electrons that are produced within the collision or
originate from hadronic decays have vertices placed in the target. Entries
apart from the target mostly indicate conversion processes in which elec-
trons are produced. Especially conversion processes in the radiator volume
of the RICH detector are of relevance here, as these may still produce rea-
sonable RICH information.

By defining the single track vertex as the closest point to the beam line,
the agreement in x and y position to the event vertex is good by definition.
Fig. 4.8 shows the difference in z between the single track vertex and the
corresponding event vertex. The advantage of considering this observable
instead of the pure vertex is that there are no contamination effects of the
extended target on the distribution. A cut window of ∆zVtx = 0± 50 mm is
applied on the sample which rejects about 1.71% of the tracks.
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Figure 4.7: Conversion map of HADES from UrQMD simulation in a top view of the
HADES detector. Single detector components, such as the RICH detector,
MDCs I and II and the magnet can be identified.

Figure 4.8: The vertex cut is applied on the difference in z between event vertex and
the vertex of the reconstructed track. The cut window is set to ∆zVtx =
0± 50 mm. About 1.71% of the tracks are rejected.
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4.3.3 RICH detector observables

To fight the remaining hadronic contamination mainly caused by pions, the
RICH detector information is used in a more elaborated way than included
in the pres-selection criteria. All tracks that are present in the current sam-
ple have been matched to a ring identified in the RICH during the track
reconstruction procedure in HADES (compare section 4.1). This matching is
based on very low requirements and will therefore be tightened and opti-
mized to reject hadrons that are randomly matched with rings because of
their agreement in solid angle emission.

4.3.3.1 RICH ring quality requirements

At first the sample of reconstructed rings is checked for those, that are made
up from detector noise only and such do not contain any physics informa-
tion. A RICH ring is characterized by its radius, the amount of Cals attached
to it and the position on the detector plane. The according experimental dis-
tributions in radius and Cals are shown in chapter 3, fig. 3.8a, 3.8b. To serve
as selection criteria, these properties have to be well reproduced in simula-
tion in order not to harm subsequent corrections in efficiency. The compari-
son between the experimental data presented earlier (compare fig. 3.8) and
simulations is shown in fig. 4.9, 4.10. An agreement on a very high level is
observed regarding three cases: white electrons2, electrons from full UrQMD
simulations and experimental data in terms of the overall dependence on the
polar angle Θ as well as regarding absolute values.

Figure 4.9: NCals(Θ) comparison between two types of simulations and experiment.
The data points are extracted as shown in fig. 3.8. Experimental data is
shown in blue, red data points correspond to full UrQMD simulation
and results obtained from embedded single electrons are represented by
blue data points.

Fig. 4.11 shows the radius distribution of rings that have been recon-
structed in the RICH detector (Θ integrated fig. 3.8b). Cuts are performed

2 single electrons embedded in UrQMD or real data
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Figure 4.10: rring(Θ) comparison between two types of simulations and experiment.
The data points are extracted as shown in fig. 3.8. Experimental data is
shown in blue, red data points correspond to full UrQMD simulation
and results obtained from embedded single electrons are represented
by blue data points.

Figure 4.11: Fitted radius distribution of identified rings in the RICH detector. As
cut value on the sample, a 3σ window of the fitted Gaussian is applied
around the mean value of R̄ = 23.24 mm. About 10.26% of all rings are
rejected.

at 3σ values of a fitted Gaussian around the mean value of R̄ = 23.24 mm.
In total, 10.26% of the rings are rejected. Fig. 4.12 shows the amount of Cals
plotted in dependence of the radius of the ring. The cut on the ring radius
extracted in fig. 4.11 is shown in vertical solid black lines. In addition, rings
that are made up by less than eight Cals are also rejected (horizontal, solid
black line), as their amount is almost independent of the ring radius which
indicates them being background only.

The Θ dependence of the ring radius and the amount of reconstructed
Cherenkov photons discussed earlier (compare chapter 3.3) is neglected here,
as the effects are of minor nature regarding the broad (3σ) selection window
in radius. In terms of Cals, no cut is applied on the upper edge of the distri-
bution which includes close-by rings that are needed later in the analysis for
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Figure 4.12: The correlation of NCals and the ring radius is shown. Cuts applied on
the ring radius (extracted in Fig. 4.11) are shown in vertical, solid black
lines. A cut rejecting rings with less than eight Cals is introduced and
shown as a horizontal, solid black line.

(a) β vs. p/q of tracks after RICH ring quality requirements.

(b) Fraction of tracks that passed the RICH ring quality re-
quirements relative to fig. 4.6a in terms of β vs. p/q.

Figure 4.13: β vs. p/q of tracks after RICH ring quality requirements in absolute
scale (a) and relative to the previous selection step (b). For details see
text.

conversion identification and rejection. Applying those ring quality require-
ments on the sample, the pion contamination present after the pre-selection
is drastically reduced as shown in fig. 4.13. Due to the high track density
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of pions there is a chance for matches to fake rings which have now been
rejected. Nevertheless, pions still account for a significant contribution in the
sample.

4.3.3.2 Ring to track matching quality

The Ring to track Matching Quality (RMQ) is the most powerful observable
the RICH detector provides to reject hadronic contamination in the lepton
sample. It allows to effectively reject most of the remaining pions, that have
been matched with RICH rings. The RMQ is calculated based on angular dif-
ferences in the reconstructed polar angle Θ and the azimuth angle Φ as in
eq. 4.1. Angular coordinates of the particles are reconstructed via tracking in
the MDCs, while those of the rings are calculated assuming a virtual particle
originating from the event vertex producing the ring. Tracking of the parti-
cles therefore begins after the RICH detector. Thus the particles have to cross
material, where multiple scattering effects may take place before the parti-
cles are tracked, distracting them from their original trajectory (under which
an according ring is reconstructed). Especially in the RICH mirror these scat-
tering effect take place. To counteract the resulting distortion between a par-
ticles track and ring coordinates resulting in a worsened RMQ, an analytic
correction is derived and applied on the reconstructed angular coordinates
of each particle. A schematic explanation of this correction is shown in fig.
4.14. It is based on the assumtion, the multiple scattering happens in the mir-
ror of the RICH detector only, as it contains most of the material crossed by
particles in front of the MDCs. From the measured particle trajectory in the
MDCs (that not necessarily points directly to the event vertex) the crossing
point with the RICH mirror is calculated. As non-conversion electrons orig-
inate directly from the event vertex (secondary vertices of relevant meson
decays are too small to be resolved) a new particle trajectory in the RICH

Figure 4.14: Schematic explanation of the scattering correction applied. The angular
coordinates of the particles are recalculated assuming multiple scatter-
ing only in the RICH mirror based on the reconstructed event vertex.
The emission angle ΘRICH/MDC of the particle does not necessarily cor-
respond to the polar angle Θ in the HADES coordinate system. For
details see text. Taken from [150].
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can be calculated based on the crossing point in the RICH mirror and the
event vertex. Subsequently, the angular coordinates (Θ, Φ) of the particles
are recalculated.

As displacements in (Θ, Φ) are caused independently of each other and
to secure that no bias is added to the analysis applying the segmented tar-
get and the scattering correction, differences in the polar and azimuth an-
gles are thus analyzed separately. Distributions of the displacements dΦ and
dΘ between reconstructed track the matched ring are shown in fig. 4.15

and 4.16, respectively, extracted from simulation with embedded electrons
(Monte-Carlo true only) before applying the scattering correction and after
doing so. As expected, the distributions are much broader before applying
the correction in particular at small momenta, as multiple scattering effects
low momentum particles the most. After the correction the width of the dis-
tributions is nearly independent on momentum supporting the assumption

Figure 4.15: Ring to track displacement in the azimuth angle Φ before and after
applying the multiple scattering correction in different momentum bins
in simulation. Monte-Carlo true data is shown. The given fit parameters
correspond to the corrected distribution. For details see text.
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Figure 4.16: Ring to track displacement in the polar angle Θ before and after apply-
ing the multiple scattering correction in different momentum bins in
simulation. Monte-Carlo true data is shown. The given fit parameters
correspond to the corrected distribution. For details see text.

that multiple scattering takes place mainly in the RICH mirror. In case of
the azimuth displacement, a systematic shift in all distributions is observed
after the correction. The shift in positive direction of the angular displace-
ment implies that the reconstructed angular coordinates from the MDCs is
systematically larger than the one of the ring. The detailed origin of this shift
is unknown so far. However, it can easily be taken into account introducing
an offset in the selection window applied on the track sample. The scattering
correction has also been applied on pion tracks that can only be randomly
matched with a RICH ring to test any systematics. Any improvement on
random matchings between rings can tracks was ruled out [151].
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In order to extract a proper selection window, the fit parameters obtained
in fig. 4.16 and 4.15, are themselves fitted regarding the slight momentum
dependence using exponential functions as indicated by the data, see fig.
4.17. A fit can not be performed in case of the momentum dependent shift
in dΦ, which is therefore assumed to be constant at µdΦ = −0.002. The
resulting selection of tracks based on the ring-track matching corresponds
to an ellipse in the dΦ− dΘ plane. It reads for a selection window width of
n · σdΘ/dΦ

(dΘtrack − µdΘ(p))2

(n · σdΘ(p))2 +
(dΦtrack − µdΦ(p))2

(n · σdΦ(p))2

!
< 1 (4.2)

with the corresponding momentum dependencies extracted in fig. 4.17

σdΦ = 0.1636 + exp (−2.391− 0.00717 · p) (4.3)

σdΘ = 0.1897 + exp (−2.709− 0.00613 · p)

µdΦ = −0.002

µdΘ = 0.020− exp (−4.271− 0.00447 · p)

The resulting selection window in the ring to track matching in the dΦ−
dΘ plane is exemplary shown in fig. 4.18 at different momenta using a 3σ

selection window. The overall momentum dependence is small and quickly

(a) σdΦ (b) σdΘ

(c) µdΦ (d) µdΘ

Figure 4.17: Momentum dependence of angular displacements between rings and
tracks. The data points are extracted in fig. 4.16, 4.15 and described by
converging exponentials. For details see text.
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Figure 4.18: Momentum dependent ring to track matching selection window in the
dΦ− dΘ plane. For details see text.

converges with increasing momentum, which again points out, that the cor-
rection removes the effects of multiple scattering on a high level. The remain-
ing distortion now originates from the ring reconstruction precision in the
RICH and the tracking precision in the MDCs, with the latter being domi-
nant.
Up to now, only simulation data was studied regarding the RMQ. The agree-
ment between simulation and experiment in terms of the ring to track match-
ing has been intensively studied and found to be on a good level. However,
deviations originate from a tiny mirror tilt, that is not possible to include in
simulation, see e.g. [152]. In order to account for these differences, the same
procedure as explained for simulation data is also performed in the exper-
imental data. Using the same cut function, formula (4.2) with nSim = nExp,
in simulation and experimental data but the momentum dependence of the
parameters for the corresponding data set, it is ensured to encounter the
same electron efficiency. For experimental data, the extracted momentum
dependence reads

σdΦ,exp = 0.2671− 1.60 · 10−4 · p + 1.84 · 10−7 · p2 (4.4)

σdΘ,exp = 0.2800− 1.52 · 10−4 · p + 1.77 · 10−7 · p2

µdΦ,exp = −0.0032 · exp (−0.00414 · p) + 0.0079

µdΘ,exp = 0.0075− exp (−4.378− 0.00296 · p).

β vs. p/q spectra of all tracks left after applying the selection criteria in
dΦ and dΘ are shown in fig. 4.19. Based on the high efficient RICH detector
of the HADES, the pion contribution to the sample has almost been fully
rejected, thus adding almost another order of magnitude in pion suppression
applying tightened ring to track matching requirements to the sample. Only
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minor contributions are visible at the pion position. The purity of the sample
can only be further improved by rejecting specific regions in the β vs. p/q
spectra which equals a mass cut and is discussed in the next chapter.

(a) β vs. p/q of tracks after ring-track matching requirements.

(b) Fraction of tracks that passed the ring-track matching re-
quirements relative to fig. 4.13a in terms of β vs. p/q.

Figure 4.19: β vs. p/q of tracks after the ring-track requirements in absolute scale
(a) and relative to the previous selection step (b). For details see text.

4.3.4 The effective mass

The measurement of a particles velocity (β) and momentum allows the cal-
culation of its mass (m = p/βγc). As especially a velocity measurement
becomes challenging and inaccurate with increasing momentum due to tim-
ing precision, it will be denoted as effective mass. The effective mass can
be used to further discriminate between different particle species. Different
masses are nominally located on hyperbolic trajectories in the β vs. p/q
spectrum usually shown. With different timing precision in both META de-
tectors, namely the RPC and TOF wall, a distinction between electrons and
remaining pions has to be performed in both systems separately. The corre-
sponding spectra are shown in fig. 4.20 after all previously explained cuts.
In the RPC wall the electron signal appears to be much more narrow than in
the TOF originating from the better timing precision in the RPC compared
to the TOF. On the other hand, the pion contamination is higher in the RPC
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wall because of the higher track density at small polar angles resulting in a
much larger probability of random matches between rings and tracks.

(a) β vs. p/q of reconstructed tracks in the RPC after ring-track
matching requirements.

(b) β vs. p/q of reconstructed tracks in the TOF after ring-track
matching requirements.

Figure 4.20: β vs. p/q of reconstructed tracks separated in both META systems, RPC
and TOF. For details see text.

In order to quantify the remaining pion contamination in the sample, the
so-called RICH rotation method, which is well established within HADES,
is used to estimate the purity of the track sample. In this procedure, the
detected ring coordinates are rotated by 60◦ against the rest of the detector.
Afterwards, the standard ring to track matching is carried out. Therefore,
combinations of rings and tracks can be of random nature only. The RICH
rotation technique is graphically explained in fig. 4.21.

Applying the same selection criteria on reconstructed tracks on the rotated
and the not-rotated sample, the purity P of the lepton sample is defined as
a function of momentum p and velocity β by

P(p, β) =
S(p, β)

S(p, β) + BG(p, β)
=

Nno−rot(p, β)− Nrot(p, β)

Nno−rot(p, β)
(4.5)

with Nno−rot(p, β) labeling the amount of tracks reconstructed in the anal-
ysis using regular detector geometry (including signal and background) and
Nrot(p, β) in case of the rotated RICH detector (background). However, the
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Figure 4.21: RICH rotation technique: The RICH detector is software-wise rotated
by ∆Φ = 60◦ (equals one HADES sector) against the other detector
components.

background estimation is an upper limit as there is the possibility of rotating

(a) β vs. p/q of reconstructed tracks in the RPC after ring-track
matching requirements using a rotated RICH geometry.

(b) β vs. p/q of reconstructed tracks in the TOF after ring-track
matching requirements using a rotated RICH geometry.

Figure 4.22: β vs. p/q of reconstructed tracks separated in both META systems, RPC
and TOF using a rotated RICH geometry. For details see text.
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true rings such, that they are matched with another true electron. In fig. 4.22

the resulting spectra are separately shown for the RPC and TOF wall using
the rotated RICH geometry. The colour code can be directly compared to the
previously shown normal geometry spectra in fig. 4.20. In the RPC (4.22a),
the pion bands appear in the same significance indicating background only
regions here. The same applies to higher effective mass regions. Entries in
the electron region are suppressed by two orders of magnitude comparing
the normal geometry to the rotated one. The resulting background in this
region arises mainly from a random match between true electron tracks
and good rings separated by ∆Φ ∼ 60◦ in real data. In the TOF system
(4.22b) the overall background is smaller due to the lower track multiplicity
at high polar angles suppressing random matches of rings and tracks. As a
consequence of the lower timing precision of the TOF wall, the pion bands
observed show a larger width making it more difficult to discriminate.

Fig. 4.23 shows the purity calculated in accordance to eq. 4.5 in logarith-
mic scale. In the RPC (fig. 4.23a), the purity is reduced to values of less than
P < 0.01 approaching the nominal mass of pions at medium momenta. At
the nominal electron regions the purity is calculated to values close to P ∼ 1.

(a) Purity of the track sample in β vs. p/q in the RPC after
ring-track matching requirements.

(b) Purity of the track sample in β vs. p/q in the TOF after
ring-track matching requirements.

Figure 4.23: Purity of the track sample separated in both META systems, RPC and
TOF, estimated using a rotated RICH geometry. Note the logariathmic
scale. For details see text.
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An overall high purity is observed in case of the TOF wall (fig. 4.23b) with
only slight drops at the nominal pion bands.

In the following, regions with a purity less than P < 70% are rejected from
the analysis. To extract a steady selection function, the borderline between
the high purity region (P > 70%, around the nominal electron regions) and
the low purity region (P < 70%) is fitted using a momentum dependent ef-
fective mass function m(p) shown in fig. 4.24 as dashed line in linear scale.
For a better visualisation, low purity areas are initialized with values of
P = 0.1. In the RPC (fig. 4.24a), the selection function is located significantly
higher in β than in the TOF (fig. 4.24b) caused by the higher pion back-
ground. At higher momenta the cut function can not describe the border line
any longer. Therefore a more strict momentum cutoff at pmax = 1200 MeV/c
is additionally applied on the track sample. The integrated purity of the
track sample that is left for analysis exceeds P > 99% according to the RICH-
rotation-technique, which is in agreement with results from simulation, see
chapter 4.8.

(a) m(p) selection function in β vs. p/q in the RPC.

(b) m(p) selection function in β vs. p/q in the TOF.

Figure 4.24: m(p) selection function (dashed line) in β vs. p/q in both META sys-
tems, RPC and TOF, based on the estimated purity. Note the linear scale.
For details see text.
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4.4 physical background rejection using the rich detector

Electrons produced in conversion processes do not carry information from
the fireball created in an heavy-ion collision, but contribute to the pairings
of electron and positrons, thus increase the combinatorial background sig-
nificantly. The upgraded RICH detector enables new methods to efficiently
detect and suppress the contribution of conversion electrons in the track
sample. The two most successful methods that are used in this analysis are
presented in the following.

4.4.1 Conversion identification based on the opening angle between RICH rings

As photons do not have mass, the opening angle between both leptons pro-
duced in a conversion process physically is zero. In earlier HADES data anal-
ysis (compare e.g. [59]), conversion has been identified and rejected based
on the opening angle between two reconstructed tracks that have been iden-
tified to be electrons. This method of conversion rejection is limited by the
close track resolution of the MDCs. With the upgraded RICH detector, close
by electrons can be identified with a way higher efficiency than based on the
MDCs, for simulation studies see e.g. [153]. Thus, for a reconstructed elec-
tron track it is no longer checked for a second close-by electron track, but the
RICH detector is checked for a second close-by ring. From the location of the
second ring on the PMT plane the emission direction of the causative parti-
cle is clearly defined, allowing the calculation of an opening angle between
rings. This procedure is illustrated in fig. 4.25, where the second (dashed)
track does not necessarily has to be reconstructed by the MDCs in order to
identify the tracked electron (solid track) to be produced (most likely) in a
conversion process due to the small opening angle α between the matched
ring and the second close-by ring. Whenever a second ring in the vicinity
of the ring matched to the considered electron track with an opening angle
of less than 9◦ between both rings is found, the track is removed from the
sample. It has been shown, that this method of conversion rejection based
on the opening angle between RICH rings is three times more efficient, than
only relying on fully reconstructed electron tracks [153].

4.4.2 Conversion identification on the level of calibrated objects (Cals) in the RICH

Conversion rejection based on reconstructed rings in the RICH detector is
limited by the identification of close-by or even overlapping rings. Fig. 4.26

shows the close pair identification efficiency based on reconstructed rings
(double-ring efficiency) as a function of the pair opening angle in UrQMD
simulation. At a pair opening angle of about 3◦ the efficiency starts to drop
drastically towards lower values. The reason is, that Cals produced by a pair
with such a small opening angle form a cluster, where Cals originating from
different particles are located on directly neighboured pixels. In such cases,
the ring finding algorithm does not recognize the existence of two rings. The
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α 

Figure 4.25: Schematic illustration of the opening angle cut applied on the single
lepton sample. For each lepton candidate, the opening angle between
the matched ring and all other accepted rings (compare ring selection
criteria in chapter 4.3.3.1) in the current event is checked. The location
of a ring on the PMT plane corresponds to a specific emission direction
of an electron. In case the considered ring forms an opening angle α <
9◦ with some other ring, the lepton candidate is removed from the
sample as it was most likely produced in a conversion process. In this
procedure of conversion identification it is not necessary to reconstruct
the track of the conversion partner, thus it is independent of the MDC
resolution for close-by tracks.
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Figure 4.26: Reconstruction efficiency of close-by rings in the RICH detector in de-
pendence on their opening angle in UrQMD simulation. A significant
drop for opening angles α < 3◦ is observed, as rings start to overlap.
For details see text.
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slight drop towards large opening angles is caused by correlated acceptance
effects of the pairs3. RICH event displays of close by tracks are shown in
chapter 3 in this work (compare 3.9).

Within this analysis a method of close pair identification and rejection for
small opening angles has been developed, that does neither rely on track-
ing in the MDCs, nor on the ring finding algorithm of the RICH detector. It
is based on the number of Cals, the most basic RICH detector information
available in analysis. For each reconstructed track left in the sample at this
point of the analysis, the amount of Cals is counted in the vicinity of the
matched RICH ring. The relevant area on the PMT plane is a circle with the
centre being the middle of the ring and an radius that equals two times the
ring radius. Even in cases where no second ring has been identified on the
RICH PMT plane, a larger amount of Cals will be located in the surrounding
of the ring matched to the considered track if the electron originates from a
conversion process, where a second electron also emits Cherenkov photons
in the direct vicinity. The size of the area where Cals are counted, roughly 4

corresponds to a maximum opening angle of 6◦ between two tracks. Choos-
ing this value carefully is crucial because:

1. The cut is thought to identify double rings for opening angles smaller
than 3◦ (equals one ring radius in distance), because here the ring find-
ing efficiency drops. This angle implies, that Cals have to be counted in
an area of twice the ring radius, see fig. 4.27a. even larger area than 3◦

apart from the ring center, as Cal to ring centre distance of the second
ring is about an additional ring radius. To count for all Cals that make
up the second ring, one has to search in an area of at least two ring
radii (6◦). fig. 4.27 (a) provides a graphical insight.

2. In order to not contaminate the distribution in NCals by Cals that form
rings being further apart than 9◦ the area can not be chosen larger, see
fig. 4.27b.

3. Close by tracks matched to two identified rings have been rejected from
the sample up to an opening angle of 9◦ by the previously applied
opening angle cut between rings. Here, this cut rejects contamination
in the Cal distribution from pairs with opening angles between 3◦ and
9◦ where only a fraction of the Cals forming the second ring would
have been counted.

The resulting distribution in NCals from this counting is shown in fig. 4.28.
It can be well described by a double Gaussian fit with parameters

µ1 = (16.197± 0.003)Cals σ1 = (3.620± 0.002)Cals (4.6)

3 Although the maximum of the distribution is set to one, there are still non-constant, corre-
lated acceptance effects that distort the pure efficiency. For small opening angles (of relevance
is the region of about 3◦) this effect can be neglected.

4 The correlation between pair opening angle and distance between two rings slightly varies
with Θ and Φ due to the RICH geometry.
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(a) Cal counting for a close-by pair
with opening angle of 3◦.

(b) Cal counting for a close-by pair
with opening angle of 9◦.

Figure 4.27: Cals are counted in a circle shaped area with r = 2rring around the ring
centre. The area is chosen such, that all Cals of rings separated by less
than α = 3◦ are counted (a). For rings separated by more than α = 9◦

only Cals of one ring are counted (b).

µ2 = (26.628± 0.005)Cals σ2 = (5.609± 0.007)Cals.

The straight forward understanding of this distribution is that the first
Gaussian corresponds to isolated rings (such as shown in fig. 3.9a) and the
second Gaussian represents close-by rings, where one of them has not been
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Figure 4.28: Detector integrated distribution of Cals counted inside a 2rring circle
around the ring centre (in black). The distribution is described by a
double Gaussian fit. The first Gaussian (green) describes ring produced
by isolated leptons, whereas the second Gaussian (red) represents close-
by rings in the RICH most likely produced by photon conversion pairs.
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identified by the ring finding algorithm. This interpretation is underlined
regarding the fit parameters: Taking into account that double hits on single
PMT pixels are not identified the assumptions for doubling a Gaussian dis-
tribution roughly hold (µ2 = 2µ1, σ2 =

√
2σ1). For a detailed discussion see

chapter 4.6. The width of the second Gaussian is enlarged due to blob-like

Figure 4.29: The amount of Cals in an area around fitted rings is analysed in Θ bins
of ∆Θ = 6◦ widths over the whole RICH acceptance. The double-peak
structure is fitted by two Gaussian functions. The first Gaussian (red)
corresponds to isolated rings (signal), the second Gaussian represents
double-rings (mainly physical background). Fit parameter of the signal
peak are given. The mean value varies with Θ in agreement with fig.
3.8a. For high-value Θ bins the signal contribution becomes dominant
indicating conversion being mainly located in forward direction.
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structures (compare fig. 3.9f) contributing with extremely high numbers of
Cals.

As previously discussed in detail (see chapter 3.3) the amount of Cals orig-
inating from one particle depends on the azimuth angle Θ due to the RICH
geometry and partial WLS coating of the RICH PMT plane. To account for
this dependency, the above explained procedure is performed within 6◦ win-
dows in Θ. The results including Gaussian fit parameters for the first peak
are shown in fig. 4.29. The NCals dependence on Θ is clearly visible in the
variation of fit parameters of the first Gaussian for different Θ bins: For small
Θ values, isolated rings consist of about 18 Cals (mean value of Gaussian fit)
which is consistent with data shown in fig. 3.8a taking into account, that
fig. 3.8 still includes a significant double ring contribution. For increasing Θ
values NCals at first suddenly decreases where the WLS coated PMTs are not
covered any more, followed by a steady increase due to the RICH geometry.
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Figure 4.30: Efficiency and purity of the Cal dependent conversion rejection. Values
are given for a possible cut at NCal = 24 which is indicated by a dashed
vertical line. The calculation is based on integral values of the fitted
Gaussians in fig. 4.28.

In the analysis presented in this work, isolated and double rings are sep-
arated applying a cut at Nmax

Cals = µ + 2σ, whereas µ and σ represent the
parameters from the first Gaussian fit. The resulting purity and efficiency of
this cut is exemplary shown Θ-integrated in fig. 4.30. The values are calcu-
lated by the integrals of the Gaussian fits as given in eq. 4.7. For a possible
cut at NCals = 24, the signal efficiency is calculated to E f f = 98.82 % and the
purity reaches a value of P = 63.50 % which has to be compared to a purity
of P = 37.83 % before applying the cut.

E f f =
∫ Ncut

0
Fitsignal/

∫ ∞

0
Fitsignal
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P =
∫ Ncut

0

(
Fitsignal/Fitsignal + FitBG

)
(4.7)

Figure 4.31: Comparison of NCal of isolated rings in experiment and electron-only
simulation. The agreement is on a very high level, especially in the cut
relevant region. Efficiency values given for a quantitative comparison
are calculated following equation 4.7 at NCal = 24.

In order to apply a Cal based cut on the track sample it is necessary, that
it is well described by simulation. Fig. 4.31 shows the amount of Cals that
have been counted in a two radius area around a ring in single electron sim-
ulations. Each event contains six electrons (positrons), that are distributed
homogeneously in p, Θ and Φ and therefore are well separated. The distri-
bution is described by a single Gaussian fit (dashed red). For comparison,
the corresponding fit function extracted in experimental data (fig. 4.28) is
shown in green. The overall agreement is on a high level proving the hy-
pothesis of the origin of both Gaussian and thus enabling the use of Cals as
valid cut parameter in this analysis. For explicit comparison, efficiency val-
ues derived for a cut at NCal = 24 are given in fig. 4.28 stating the high-level
reproduction of experimental data by simulation.

(a) β vs. q · p of tracks after conversion cuts.
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(b) Fraction of tracks that passed the conversion cuts relative
to fig. 4.19a in terms of β vs. q · p.

Figure 4.32: (a) shows β vs. q · p of tracks that have passed the conversion cuts. (b)
shows the relative amount of particles that passed the conversion re-
jection based on the sample after the ring-track matching requirements
shown in fig. 4.19a. An almost constant fraction of rejection is achieved
over the whole plane indicating a homogeneous presence of conversion
electrons before.

Applying the conversion rejection cuts on the present track sample the
resulting effect is shown in fig. 4.32 as a function of β and q · p. Conversion
electrons are rejected over the full plane in an approximately constant frac-
tion. In total, this cut removes more than 40% of electrons from the sample,
that are almost only conversion electrons, thus significantly reducing the
combinatorial background without cutting the signal.

4.5 overview on the effect of all electron selection crite-
ria

An insight on the impact of all selection criteria is given in fig. 4.33. In green,
the total amount of tracks after each cut is shown, normalized to the sample
size after the pre-selection. After the electron identification cuts, namely the
vertex cut (chapter 4.3.2), the RICH ring cuts (chapter 3.3), the ring-to-track
matching cut (chapter 4.3.3.2) and the mass cut (chapter 4.3.4), about 39.8 %
of the original tracks are left. Thus, the electron identification is based on
the RICH detector only, whereas time-of-flight methods are only used to
reject low purity kinematic regions. A total fraction of 59.2 % of the after-
wards remaining electron tracks are marked as conversion and rejected by
the opening angle cut and the Cal cut. Afterwards, about 16.2 % of the total
tracks are left for analysis. The fraction of rejection by each individual cut
in relation to the sample left after the previously applied selection step is
shown in red. Here, the linear scale on the corresponding y-axis has to be
noted.

The effect of all cuts on the track sample applied after the pre-selection is
visualized in dependence of q · p and β in fig. 4.34. At small momenta where
the discrimination between electrons and pions is naturally easy, about 50%
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Figure 4.33: The effect of the individual lepton selection criteria on the track sample
is shown. Green data denotes the amount of tracks that pass each se-
lection step in relation to the sample after the pre-selection. In red, the
amount of tracks rejected by each cut in relation to the sample in the
preceding step is shown.

of all tracks pass the quality requirements. Towards high momenta and es-
pecially close to the nominal pion pole mass only a small fraction of all
reconstructed tracks is accepted for the analysis.

Figure 4.34: Impact of all selection cuts on the track sample as a function of q · p
and β relative to the initial sample after the pre-selection.

4.6 possible improvements in conversion recognition

In this work, conversion (close by rings) is identified based on the amount of
converted Cherenkov photons detected around a fitted ring centre. A promis-
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ing upgrade of this method based on the recognition of double hits (2+
Cherenkov photons) on PMT pixels is discussed and tested in this chapter.
It might be of relevance in future data analysis especially when it comes to
experiments that have to deal with even more conversion background such
as the currently constructed CBM experiment [61], [62], [154]. The basic con-
cept is that the signal obtained from a double hit on a PMT pixel should
have about twice the strength of a single hit. A direct distinction would be
possible if this strength would be measured, however, the only information
available in HADES (and the future CBM experimemt as well) is the ToT
value of the signal which differs slightly only when it comes to single and
double hits. Nevertheless it can be pointed out that even based on ToT val-
ues only, at least slight gains in conversion recognition can be achieved.
The possibility of double photon hits can be easily calculated based on a few
assumptions:

• A typical ring has a radius of about 22 mm (compare fig. 4.10), which
equals about one third of the side length of a PMT. The area A possibly
covered by Cherenkov photons forming the ring with a width of r2− r1

therefore calculates to

A =
∫ r2

r1

∫ 2π

0
rdrdφ = π

(
r2

2 − r2
1
)

(4.8)

• The position resolution of a Cherenkov photon is assumed to be the
size of one pixel and therefore r2 − r1 = 6.25 mm and r2 = 22 + 3.125
mm, r1 = 22− 3.125 mm resulting in a ring area possibly covered with
Cherenkov photons of

π
(
r2

2 − r2
1
)
= 864 mm2 (4.9)

which has to be compared to the size of a PMT with about APMT =

2500 mm2 (about a third). However it has to be taken into account, that
this area is not perfectly covered by complete pixels but due to the as-
sumed position resolution and the differences of ring and pixel geom-
etry by only half-pixels. The ring specific sensitive area in this model
is therefore assumed to be Npixel = 2 · 1

3 · Npixel/PMT ∼ 42 (about two
thirds of the PMTs total pixels) which compares rather well to the stud-
ies of event displays such as shown in fig. 3.9.

• On average an isolated ring consists of about N f ired1 = 16 fired pixels
(compare fig. 4.28) and structures of close-by double rings consist of
about N f ired2 = 26 fired pixels.

Using this as input one can calculate the mean amount of double hits
< n > per ring. Therefore, one at first needs to derive the probability Pn for
n = 1, n = 2, n = 3,... double hits. As a starting point, the probability for
zero double hits P0 randomly distributing k = 16 Cals on N = 42 pixels is
derived to

P0(N = 42, k = 16) =
42!

4216 · (42− 16)!
= 0.037 (4.10)
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For explanation purpose it is now assumed, that the Cals are randomly
distributed one after another on all available pixels. In case of exactly one
double hit, one has to take into account, that it may appear in each step after
the first one (the first Cal that is put can not be a double hit), resulting in
an additional factor of 1 + 2 + 3 + ... + 15 = Σi=15

i=0 i (the second Cal has one
possibility to produce a double hit, the 16th one has 15). Therefore it reads

P1(N = 42, k = 16) =
42!

4216 · (42− 15)!
·

i=15

∑
i=1

i = 0.165 (4.11)

In an analogue way, one has to take into account, that in case of exactly
two double hits, those may appear in any combination of steps (but not in
the same) leading to a double summation in the corresponding formula that
reads

P2(N = 42, k = 16) =
42!

4216 · (42− 14)!
·

i=14

∑
i=1

i
j=i−1

∑
j=1

j = 0.246 (4.12)

Accordingly the probabilities for higher amount of double hits (or multi-
ple hits, it might also happen that three or more Cherenkov photons hit the
same pixel) derive to P3(N = 42, k = 16) = 0.223, P4(N = 42, k = 16) =

0.118, etc. For the mean amount of double hits per ring it follows

< n >=
n=15

∑
n=1

Pn · n ∼ 3 (4.13)

In other words it means, that the first Gaussian in fig. 4.28 is shifted by
∆Cal1 = 3 to lower values due to multiple hits on pixels. A calculation in ac-
cordance to the presented one with k = 26 reveals a shift of about ∆Cal2 = 9
for close by double rings. Together, this leads to a relative shift of both sig-
nals of 6 Cals, which exactly explains why µ2 = 2 · µ1 does not hold, but
2µ1 − µ2 = 6 is observed in fig. 4.28. This observation implies, that a high
efficient detection of multiple hits on PMT pixels would further improve
the detection of conversion signals in the RICH detector. In experiment, in-
stead of measuring the number of Cherenkov photons hitting one pixel, only
the integrated signal strength which is proportional to the ToT is measured.
However, the ToT only shows a weak dependence on the number of photons.
In order to test whether nevertheless the ToT carries the double hit informa-
tion, the same analysis as in chapter 4.4.2 is carried out, here adding ToT
values instead of counting Cals. The resulting spectrum is shown in fig. 4.35

and described by the known double Gaussian shape. For comparison pur-
pose, the absolute values are divided by a factor of four to fit to the same
range as using Cals only. The fitted Cal distributions extracted in fig. 4.28

are shown as reference. The separation between both Gaussians is slightly
improved due to the mild double hit influence in the ToT values. With a
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stronger correlation of ToT and double hits the separation could be further
improved, however the currently used MAPMTs and electronics can not pro-
vide more. As ToT values are anyway not included in simulations so far,
they are not used in the analysis as the efficiency correction would be biased.
Including ToT values in simulation might introduce new systematic effects,
which does not justify the possible small gains.
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Figure 4.35: The summed ToT values of all Cals inside a 2r circle around the center
of RICH rings are summed (black data). The spectrum is described by a
double Gaussian fit (blue curve). For a comparison with reference data
(taken from fig. 4.28, dashed lines), the ToT values are divided by four.
See text for details.

4.7 electron-pair formation

All selected electrons are combined with positrons to pairs. As one does not
know, which electron and positron originate from the same initial source,
one has to pair each electron with each positron reconstructed in the same
event. This procedure naturally leads to a significant combinatorial back-
ground, namely electrons and positrons that do not stem from the same
source. Here, the selection effort described in the previous chapters becomes
crucial, as the amount of background pairs scales quadratically with the
amount of true pairs. Physics observables of the pairs are calculated from
the reconstructed Lorentz Vectors of the single particles. The invariant mass
is defined by the 4-momenta of the single leptons in the Minkowski-metric
and calculated based on their reconstructed momenta and the known mass
of electrons to

Mee =

√
(P1 + P2)

2 =
√

2m2
e + 2p1 p2 (1− cos α). (4.14)

The centrality integrated invariant mass spectrum of all formed pairs is
shown in fig. 4.36. Due to the conversion rejection cuts applied on the track
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Mee[MeV/c2] < 200 200 - 700 700 - 800 > 800

Npairs 1.305 · 106 2.631 · 105
858 321

< Npairs >

/event
3.17 · 10−4 6.396 · 10−5 2.086 · 10−7 7.803 · 10−8

Table 4.2: Number of reconstructed e+e− pairs in bins of Mee and average amount
of reconstructed pairs per event.

sample, the spectrum includes pairs with opening angles α > 9◦ only. The
total amount of reconstructed pairs in specific Mee bins is listed in table
4.2. Pairs are reconstructed up to an invariant mass of Mee < 1200 MeV/c2.
For small invariant masses (Mee < 140MeV/c2) the spectrum is dominated
by e+e− pairs produced in π0-Dalitz decays and followed by a continuous
decrease. At around the pole mass of the ω-meson at mω = 782.66 MeV,
a slight enhancement in the data is seen. However, the enhancement is of
broad nature compared to the ω-vacuum width of about Γvac

ω = 8.49 MeV/c.
A detailed discussion and analysis focusing on the ω-meson is presented
in chapter 6.6. Following an exponential downfall in the intermediate mass
region an enhancement in only one bin at the pole mass of the φ-meson
(mφ = 1019.46 MeV) is observed. With reconstructed pairs in the order of
Npair ∼ 10 at these high invariant masses an analysis of the φ-meson regard-
ing its leptonic decay channel can not be performed. A decomposition of the
reconstructed spectrum in all of its hadronic sources is discussed in chapter
6.2.

In order to study the stability of data taking and therefore the reliability
of the subsequent efficiency corrections, fig. 4.37 shows the amount of recon-
structed pairs in the four invariant mass bins of table 4.2 per collision for
each day of data taking together with the fitted mean values. The amount

Figure 4.36: Full statistics invariant mass spectrum of same-event e+e− pairs after
all track selection cuts in bins of 20 MeV/c2. The errors are statistical
only.
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of registered pairs is constant in a good approximation from day 62 on. The
largest deviations from the mean value are in the order of 5% which is taken
into account in the estimation of systematic errors. The data measured on
day 58 is rejected from the analysis as the electron efficiency appears to be
an order of magnitude smaller than in the following days. However, the
fraction of statistics collected on this day is negligibly small as it was mainly
intended to carefully test the detector and accelerator setup. During the days
59-61 no data has been taken.

(a) (b)

(c) (d)

Figure 4.37: Reconstructed dielectron pairs in specific bins of the invariant mass per
event and day of data taking. Mean values are indicated by horizontal
lines.

Another crucial test of the detector performance is the homogeneity of the
reconstructed electrons and dielectron pairs. It is quantitatively estimated in
an Θ−Φ map of single leptons forming pairs in the previously introduced
bins of invariant mass in fig. 4.38. The Φ coverage appears to be rather ho-
mogeneous within the detector acceptance (gaps between the MDC sectors
are visible equally distanced by ∆Φ = 60◦) thus indicating efficiencies of
about the same level in all HADES sectors. Absolute numbers in the specific
sectors are listed in table 4.3. Assuming an homogeneous electron produc-
tion in the azimuth angle Φ, these numbers can directly be compared and
translated into a relative efficiency between the different sectors as none of
the electron selection criteria depend on Φ. Regarding the azimuth angle
Θ more particles are produced and thus reconstructed at small values with
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HADES being a fixed target experiment resulting in a forward boost of the
whole collision system. At small values of Θ low momentum positrons (and
thus low invariant mass pairs) can easily be bent out of acceptance of some
sub-detectors leading to a decrease in reconstructed electrons. With higher
electron momentum (higher invariant mass bins) the systematics in Θ van-
ish as the bending effects in the magnetic field are weaker and the large pair
opening angles result in a decoupling of the dielectron emission angles and
the single lepton angles.

(a) (b)

(c) (d)

Figure 4.38: Θ−Φ map of single leptons forming pairs in four invariant mass bins
indicated on top. For sector integrated absolute values see tab. 4.3.

Mee[MeV/c2] < 200 [103] 200 - 700

[103]
700 - 800 > 800

Sector 1 427 88.5 303 104

Sector 2 456 89.8 295 100

Sector 3 463 89.4 278 113

Sector 4 456 89.8 294 118

Sector 5 440 88.0 383 83

Sector 6 417 83.4 265 124

Table 4.3: Reconstructed electrons per sector in bins of the pair invariant mass. The
numbers correspond to fig. 4.38, integrated in ∆Φ = 60◦ slices.
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(a) (b)

(c) (d)

Figure 4.39: Θ−Φ map of reconstructed dielectrons in specific invariant mass bins.
For sector integrated absolute values see tab. 4.3.

Mee[MeV/c2] < 200 [103] 200 - 700

[103]
700 - 800 > 800

Sector 1 228 45.0 142 49

Sector 2 221 43.8 129 50

Sector 3 211 43.1 146 56

Sector 4 213 43.6 146 47

Sector 5 226 44.4 155 57

Sector 6 230 44.6 141 62

Table 4.4: Reconstructed dielectrons per sector in bins of the pair invariant mass.
The numbers correspond to fig. 4.39, integrated in ∆Φ = 60◦ slices.

The Θ − Φ coverage of reconstructed pairs is shown in the introduced
bins of invariant mass in fig. 4.39, with the according absolute numbers
listed sector wise in table 4.4. Small invariant mass pairs are characterized by
small opening angles. Therefore the distinct HADES sectors are well visible
in the smallest in variant mass bin with peak like structures in the centres.
The polar angle Θ is limited by the detector acceptance at small values as
the acceptance gap of ∆Θ ∼ 30◦ can hardly be overcome by small opening
angle pairs. With increasing invariant mass the sector boarders smear out
and the small polar angle region gets populated. Here, pairs can not be
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reconstructed at high polar angles, as one electron would have to be out of
acceptance due to the large opening angles of high invariant mass pairs. In
the azimuth angle Φ the detector coverage is observed to be homogeneous
without any clustering at specific positions.

(a) Full invariant mass range.

(b) Zoom-in into the Mee > 700MeV/c2 region.

Figure 4.40: Dielectron invariant mass spectra excluding in each run a specific
HADES sectors from the analysis. Note the changed binning to ∆Mee =
30 MeV/c2 compared to ∆Mee = 20 MeV/c2 used previously in fig.
4.36.

The observation of an overall homogeneously covered detector is quanti-
tatively confirmed in even smaller bins of invariant mass analyzing the data
sample while in each step excluding a specific sector in terms of single lep-
ton identification. Fig. 4.40a shows the corresponding invariant mass spectra,
that perfectly match each other up to medium invariant masses. Statistical
fluctuations naturally lead to slight deviations at high invariant masses. A
zoom-in into this region is shown in fig. 4.40b. Especially the high agreement
in all cases in the region of the ω-meson pole mass is notable.
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4.8 background estimation using urqmd simulation

Simulations offer the unique possibility to study the exact composition of
the track sample after the electron selection and the resulting invariant mass
spectrum. For this purpose, full UrQMD simulations without additionally
embedded PLUTO signal are propagated through the HADES geometry
utilizing HGeant are used, compare chapter 2.7. The particle ID of recon-
structed tracks after all selection steps is shown in 4.41a and clearly dom-
inated by e±. The pion contamination as main background source is sup-
pressed by three orders of magnitude indicating a momentum integrated
purity close to P = 99.9% corresponding well to the results obtained dur-
ing the track selection applying the RICH-rotation technique, compare sec.
4.3.4. As second largest background source, myons are suppressed by an
additional order of magnitude compared to pions, whereas the µ/π ratio
roughly corresponds to the fraction of pions decaying before reaching the
detector. Protons also account for a minor fraction in the overall very small
background.
Fig. 4.41b shows the parent PIDs of the reconstructed electrons. It basically
mirrors the sources of the reconstructed electrons, namely photons that un-
dergo conversion, π0 and η mesons. Besides these prominent electron pro-
duction sources, also the rare leptonic decays of long-living myons, charged
pions and kaons contribute a little. Vector mesons as electron sources of
higher invariant mass are not included in UrQMD due to their strongly
suppressed branching fraction. Other particle may produce electrons in scat-
tering reactions after the primary collision, e.g. protons.

The rejection of pions within the electron selection is further quantified
introducing the pion suppression factor (fig. 4.42b), which is calculated as
the ratio of initial pions to those present in the track sample after applying
the selection criteria (fig. 4.42a). At small momenta the pion suppression
factor reaches values up to πsup = 3 · 106 and drops slightly below πsup =

(a) PID of all reconstructed tracks passing
the selection criteria.

(b) PID of the parent particles of all recon-
structed tracks passing the selection cri-
teria.

Figure 4.41: PID of reconstructed tracks and corresponding parent-PID in UrQMD
simulation. Primary particles have a parent-PID of -1 and are not in-
cluded.
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105 towards high momenta. The high pion suppression factor is a signature
of the high performance of the HADES RICH detector serving as the key
part for pion rejection in this analysis (besides soft time-of-flight criteria). It
does not only exceed the aimed pion suppression factor of πsup = 100 −
500 of the planned RICH detector at the CBM experiment by several orders
of magnitude, but even surpasses the targeted RICH-TRD combined pion
suppression factor in CBM of up to πsup = 104 [155].

(a) Momentum distribution of pions pro-
duced and reconstructed after applying
the electron selection criteria in UrQMD
simulations.

(b) Momentum dependent pion suppres-
sion factor.

Figure 4.42: Momentum dependent pion suppression in UrQMD simulation apply-
ing the lepton selection criteria. It is calculated as the ratio of the re-
constructed pion spectrum to the pion input distribution. Errors are of
statistical nature.

Figure 4.43: e+e− invariant mass spectrum in UrQMD simulation. The spectrum
is decomposed into signal (and the corresponding sources) and back-
ground based on MC-true information.

Fig. 4.43 shows the invariant mass spectrum of electron pairs in UrQMD
simulation decomposed into the pure signal and its sources and the back-
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ground based on MC-true information. At low invariant masses, the spec-
trum is dominated by the π0 → γe+e− Dalitz decay with only minor back-
ground contribution. Beyond the π0 pole mass, the signal is made up from
the η → γe+e− Dalitz decay only as other sources (having less impact in
the low invariant mass regime anyway) are missing in UrQMD. Here, the
background slightly exceeds the signal. A decomposition of the background
is shown in fig. 4.44. Due to the high pion suppression, pairs that include
at least one pion only make up a minor fraction of the background and are
mainly located at small invariant masses. At around the ω pole mass only
very few of such pairs are registered that are statistically distributed. Recon-
structed photons are also a neglectable background source indicating that
the opening angle cut is highly effective. On the other hand, pairs includ-
ing one conversion electron only dominate the background. In such cases,
the partner electron could not be detected (e.g. in case of absorption) and
therefore the underlying conversion process was not identified. Despite be-
ing the dominant background source this contribution has been significantly
reduced applying the conversion-rejection-cut based on detected photons
in the RICH (see chapter 4.4.2). Possible further improvements have been
discussed in chapter 4.6 clearly pointing out the potential of further sup-
pressing combinatorial background from conversion electrons. The remain-
ing background is made up from random combinations of signal electrons
which obviously can not be reduced.

Figure 4.44: Decomposition of the UrQMD MC-true background in its different
sources.

4.9 efficiency and acceptance correction

Applying selection cuts on the track sample, not only non-electrons are re-
jected, but also electrons themselves do not fulfill all criteria. This is caused
by deviations from the theoretical δ(Otheory−Oexp)-functions in all measured
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observables O towards statistically broadened distributions. The width of
these distributions depends on the detector resolution. HADES furthermore
does not cover the full 4π hemisphere but is restricted to the forward direc-
tion only with an additional gap at small polar angles where the beam pipe
is located., resulting in a total polar angle coverage of 16◦ < Θ < 83◦.
To obtain physics results it is necessary to correct for these signal losses.
Therefore correction matrices on the basis of single electron tracks are calcu-
lated. A differentiation between simulation and experiment is necessary, as
efficiencies in simulation do not depend on the track density which is the
case for real data. Efficiency correction matrices for simulated data are there-
fore derived from electron tracks embedded in UrQMD simulations whereas
embedding into experimental data (day 86 of the beam time) is used for ef-
ficiency extraction in real data. The correction matrices are defined as the
ratio of reconstructed electron spectra divided by the corresponding input
spectra, both within the HADES acceptance which is given by the MDC ac-
ceptance where a crossing of at least four of the six chambers in each layer is
required. The such derived correction then is applied on the basis of single
electrons in the analysis procedure. Different approaches of the efficiency
correction are exemplary tested in simulation of the η → γe+e− decay, com-
pare fig. 4.45, with the goal of reproducing the initial input invariant mass
distribution (red data points). For a proper description of the reconstruction
efficiency ε, the correction has to be derived as

ε(pin, Θin, Φin) =
Nreco,ee(pin, Θin, Φin)

Nin,ee(pin, Θin, Φin)

∣∣∣∣
inAcc

(4.15)

using the input kinematic properties, not the reconstructed momenta, of
the single leptons also in the reconstruction in a differential formulation of

Figure 4.45: Different approaches of efficiency correction are tested in simulation
of the η → γe+e− decay channel. Efficiency corrected spectra are com-
pared to the initial input invariant mass distribution within the HADES
acceptance. See text for details.
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the efficiency (referred to as ideal correction in fig. 4.45). Minor differences es-
pecially at small invariant masses are discussed when addressing systematic
errors in chapter 4.11. Using the reconstructed kinematic properties (smeared
correction) in the derivation of the correction matrices leads to a significant
under-correction of the data of approximately 10− 15%. The result shows
only a minor dependence on the set of variables used for the correction pro-
cedure, here performed for the ideal correction method in phase space (pt, y)
and 3-dimensional momentum space (p, Θ, Φ). The usage of corrections in
two different sets of variables allows for an estimation of the systematical
error introduced to the analysis applying the efficiency correction.

The calculated efficiency matrices are shown in fig. 4.46 (electrons) and fig.
4.47 (positrons) for electrons embedded into UrQMD simulations. Instead of
the used three dimensional matrices in p, Θ, Φ, two dimensional projections
in p, Θ and p, Φ are shown in (a) and (b) of both figures for a better visu-
alisation. Subfigure (c) shows the electron (positron) efficiency as a function
of pt, y. From this representation of the efficiency, the HADES acceptance in
this analysis can be read of. For electrons it ranges from 16◦ ≤ Θ ≤ 83◦ in
the polar angle Θ and includes the full single lepton momentum range of
100 MeV/c ≤ pe ≤ 1200 MeV/c. At high polar angles and small momenta
the efficiency significantly drops as the magnetic field begins to bends elec-
trons outside the acceptance. However, this effect can be corrected for as
long as the efficiency does not reach zero. The same applies for the azimuth
angle Φ. Choosing a sufficiently large binning, acceptance gaps in between
of the six HADES sectors can be overcome assuming a homogeneous particle
production in Φ.

For positrons an acceptance gap is observed at low momenta and small
polar angles. This gap originates from the bending of positrons in the beam
pipe region of Θ < 16◦ where they can not be detected. The borderline to the
acceptance gap is fitted by an exponential and excluded from the analysis,
thus requiring for positrons the additional condition of

p > e−0.135·Θ+8.3 + 100 MeV/c (4.16)

with fitted parameters in the exponential and a convergence towards p0 =

100 MeV/c in the limit of Θ → ∞. In the pt, y coordinates this acceptance
gap is also visible (here at large rapidity and small transverse momenta)
where the same separation function f is introduced reading in the trans-
formed variables

pt > sin(2 arctan(ey)) · (e−0.135·2 arctan(ey)+8.3 + 100) MeV/c . (4.17)

The electron efficiency extracted for the correction of real data, obtained
from embedding electron tracks into experimental data is shown in different
centrality classes and thus track densities in fig. 4.48 as a function of track
momentum. A momentum independent drop in efficiency is observed with
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(a)

(b)

(c)

Figure 4.46: Electron efficiency extracted from electron simulation embedded into
UrQMD simulations in p, Θ (a), p, Φ (b) and pt, y (c). This analysis is
restricted to single lepton momenta 100 MeV/c ≤ pe ≤ 1200 MeV/c
as indicated in the figures. The HADES acceptance for electrons can be
read from the figures to be within 16◦ ≤ Θ ≤ 83◦ shown by red lines.
Assuming an homogeneous particle production in Φ, acceptance gaps
between the HADES sectors can be corrected for choosing a sufficiently
large binning in the azimuth angle.
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(a)

(b)

(c)

Figure 4.47: Positron efficiency extracted from positron simulations embedded into
UrQMD simulations in p, Θ (a), p, Φ (b) and pt, y (c). This analysis is
restricted to single lepton momenta 100 MeV/c ≤ pe ≤ 1200 MeV/c as
indicated in the figures. An acceptance gap at small polar angles and
momenta is fitted (curve f) and excluded from the analysis. See text for
details.

increasing track density (centrality). The mean value of all centrality classes
compares well to the electron efficiency extracted from embedding electrons
into UrQMD simulation. However, in the more central collisions the dielec-
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tron yield is higher compared to more peripheral collisions. Therefore the
dominant impact of the lowered efficiency in the most central collisions leads
to an overall lowered efficiency embedding electrons into real data compared
to embedding into UrQMD simulation. The efficiency correction on real data
is performed in the same set of coordinates as for simulation data.

Figure 4.48: Centrality dependence of the electron efficiency as a function of mo-
mentum extracted from electron tracks embedded into real data.

Summarizing, the acceptance of this analysis is defined based on sin-
gle leptons. Those dielectrons with e+, e− both fulfilling 16◦ ≤ Θ ≤ 83◦,
100 MeV/c ≤ pe ≤ 1200 MeV/c and in case of positrons additionally eq.
4.16 are used for the further analysis including the derived efficiency correc-
tion.

Even within the HADES acceptance not all particles can possibly be re-
constructed due to minor acceptance gaps, e.g. in between the six sectors
or at the borders of single detector cells. However, an acceptance correction
within this region is well possible without introducing any model depen-
dence as a sufficiently large binning in the correction matrices allows for an
interpolation from neighboured detector regions. It is then defined as

a(pin, Θin, Φin) =
Nin,ee(pin, Θin, Φin)|inAcc

Nin,ee(pin, Θin, Φin)|initial
(4.18)

with the product of the efficiency and acceptance

a(pin, Θin, Φin)× ε(pin, Θin, Φin) =
Nreco,ee(pin, Θin, Φin)|inAcc

Nin,ee(pin, Θin, Φin)|initial
(4.19)

being obviously independent of the exact definition of efficiency (e.g. whether
possible hits in four or five of the six MDC chambers are required or even the
requirement of hits in other detectors) and only determined by the detector
geometry and the choice of cut values on the track sample. The acceptance
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correction matrices for the kinematic region of this analysis are shown in
fig. 4.49 for electrons and fig. 4.50 for positrons, each in the previously intro-
duced sets of variables. Only minor differences for electrons and positrons
are visible besides the acceptance gap in the case of positrons at small mo-
menta and polar angles. In general, the acceptance increases with higher
polar angles, as the by area fraction of the dead areas in between of the sec-
tors shrinks. Despite momenta of pe > 1200 Mev/c have a high acceptance,
their efficiency is drastically reduced as a high level pion rejection becomes
impossible and they are therefore rejected from the analysis.

The reconstructed dielectron spectrum first introduced in fig. 4.36 (0 −
40 % in centrality) is shown in fig. 4.51a applying the efficiency correction in
both sets of kinematic variables (electrons for efficiency correction derivation
are embedded into real data). Both spectra overlay almost perfectly stating
that the efficiency correction applied is highly stable and consistent. An in-
set shows the relative difference normalized to the correction in pt, y. It is
well below ∆Corrε < 0.5 % within the full range of invariant mass. The sta-
tistical errors of both spectra are obviously strongly correlated, such that no
errors of the relative difference are shown. Anyway, the statistical errors are
much larger than the systematic error found to be introduced in the effi-
ciency correction. Applying also the acceptance correction based on single
leptons5 yields the dielectron spectra shown in fig. 4.51b. Still, the agreement
in both sets of kinematic variables is on an extremely high level with differ-
ences ∆Corrε,a < 1 %. In fig. 4.51c a comparison of the dielectron spectrum
after each step of correction is shown. The corresponding inset shows the
ratio of the efficiency corrected spectrum to raw data, and the ratio of effi-
ciency and acceptance corrected data to efficiency corrected data only, thus
the efficiency and acceptance as a function of invariant mass. At small in-
variant masses the efficiency (inverse correction factor) is almost constant
with ε ∼ 0.56 and starts to lower towards high invariant masses reaching
a value of ε ∼ 0.4 Mee = 950 MeV/c2. These high invariant mass pairs are
characterized by high single electron momenta. With increasing single par-
ticle momentum, the electron selection criteria have been tightened in the
track selection process to ensure a high pion suppression thus leading to a
lowered efficiency. The acceptance shows no significant dependence on the
invariant mass with a constant value of a ∼ 0.63.

5 single leptons emitted in 16◦ < Θ < 83◦ with 100 MeV/c < pe < 1.2 GeV/c and fulfilling
the additional cut function for positrons are corrected only
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(a)

(b)

(c)

Figure 4.49: Electron acceptance extracted from electron simulation embedded into
real data in p, Θ (a), p, Φ (b) and pt, y (c). The kinematic regions the
analysis is restricted to are indicated by red lines.
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(a)

(b)

(c)

Figure 4.50: Positron acceptance extracted from positron simulation embedded into
real data in p, Θ (a), p, Φ (b) and pt, y (c). Red lines indicate the kine-
matic region this analysis is restricted to.
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(a)

(b)

(c)

Figure 4.51: Comparison of dielectron spectra corrected for efficiency and accep-
tance in different sets of kinematic variables, pt, y and p, Θ, Φ. In (a)
only the efficiency correction is applied, (b) additionally includes the ac-
ceptance correction and (c) compares the spectra in different correction
steps. Relative differences are shown in insets in (a) and (b). The inset in
(c) shows the efficiency and acceptance correction factors calculated as
the ratio of efficiency corrected data to uncorrected data and efficiency
and acceptance corrected data to efficiency corrected data, respectively.
All errors are statistically only.
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A comparison of the corrected reconstructed dielectron spectrum and the
input distribution in UrQMD with additionally embedded η → γe+e− signal
reveals a remaining under-correction of the data especially at small invari-
ant masses of up to ∆ = 15%, compare fig. 4.52. This under-correction is
a matter of efficiency only (compare eq. 4.15 for the definition used here).
The underlying reason is correlations between close-by electrons, especially
for low momenta and small opening angles, as present at small invariant
masses. These correlations are not present by design in the simulation used
to derive the efficiency correction, as one electron per sector is used. To ac-
count for this effect, an additional pair correction has to be applied on the
dielectron spectrum. As it consists of various sources and the deviations be-
tween the corrected, reconstructed spectrum and the input are observed to
slightly differ depending on the input, a correction is only applied on the
π0-meson region up to Mee < 120 MeV/c2 where the largest discrepancies
are observed. Deviations at higher invariant masses are included in the sys-
tematic error which is discussed in sec. 4.11.

Figure 4.52: Comparison of the efficiency and acceptance corrected reconstructed
dielectron spectrum with the input data in UrQMD simulation with
additionally embedded η → γe+e− decays. The inset shows the relative
difference of both spectra. Errors are statistical only. See text for details.

In the low invariant mass region the π0 → γe+e− is the by far dominant
dielectron source, thus corresponding simulations are used to extract the
pair correction factor, compare fig. 4.53, in the same way as shown for the
η → γe+e− channel. In a comparison with the inset in fig. 4.52 please note
that the shown range differs. The drop at Mee = 120 MeV/c2 even reaching
to negative values at higher invariant masses is caused as in pure π0-Dalitz
simulations statistics dies out here and is therefore not representative for the
experimental dielectron spectrum.

With this efficiency and acceptance corrected data sample within the kine-
matically accessible regions of HADES (single leptons emitted in 16◦ < Θ <

83◦ with 100 MeV/c < pe < 1.2 GeV/c and fulfilling the additional cut func-
tion for positrons), any further acceptance correction to the full 4π space e.g.
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Figure 4.53: Additional efficiency correction factor derived from π0 → γe+e− sim-
ulation to account for electron correlation effects not included in the
white electron simulation.

in bins of invariant mass is now straight forward and can easily be extracted
within any specific model to compare with.

4.10 combinatorial background estimation

The sample of reconstructed unlike-sign (referring to the charge of the sin-
gle electrons) dielectron pairs does not only include physical pairs, but also
random combinations of electrons and positrons that do not originate from
the same mother particle. This fraction of combinatorial background can
be estimated based on the formation of like-sign pairs (e−e−, e+e+) as first
published in [98]. A detailed derivation can be found in appendix A. The ge-
ometric mean of these pairs has to be corrected with the so called k-factor to
account for efficiency and acceptance differences in the detection of electrons
and positrons. The result of this lengthy calculation reads

〈BG+−〉 =
〈 f g+−〉

2
√
〈 f g++〉〈 f g−−〉

2
√
〈FG++〉〈FG−−〉 = k2

√
〈FG++〉〈FG−−〉.

(4.20)

The k-factor is derived from the event-mixing technique, in which electrons
and positrons from different events of the same centrality are combined to
pairs creating a sample of background only also in the unlike-sign case. Pair
spectra calculated via this method are denoted by small letters in equation
4.20. The like-sign same-event spectra 〈FG++〉, 〈FG−−〉 and the mixed-event
spectra 〈 f g++〉, 〈 f g−−〉 〈 f g+−〉 are shown in fig. 4.54a and fig. 4.54b, re-
spectively. In the same-event like-sign spectra a bump at around the pion
pole mass can be observed originating from possible correlations of like-
sign electrons due to the two-photon decay of the π0 with subsequent dou-
ble conversion π0 → γγ → e+e−e+e−. As a ’drawback’ of the high efficient
conversion rejection based on the RICH detector without the requirement
of two reconstructed tracks, the statistics in the same-event like-sign spec-
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(a)

(b)

(c)

Figure 4.54: (a) shows the same event like-sign dielectron spectra. In (b) dielectron
spectra obtained from the mixed event technique are shown. The slope
of same-event and mixed-event like-sign spectra is compared in (c).
Note the downscaling of the e−e− spectra in (c) for a better vizuali-
sation.

tra appears to be insufficient for a high precision background estimation.
The mixed event spectra benefit from almost unlimited statistics and there-
fore vanishing statistical errors. Besides the π0 pole mass region, no cor-
relation in like-sign pairs is present and thus the slope of the same-event
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(a)

(b)

(c)

Figure 4.55: (a) shows a comparison of the combinatorial BG (without weighting
with the k-factor) extracted from same-event and mixed-event like-sign
spectra. The inset shows the corresponding relative difference with a
fitted mean value in good agreement to zero in the invariant mass re-
gion Mee > 400MeV/c2. The k-factor is shown in (b) where the high
invariant mass region is fitted by a constant yielding kMee>600 MeV/c2 =
1.0010 ± 0.0004. The resulting combinatorial background is shown in
(c).

.
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and mixed-event like sign spectra agrees as shown in fig. 4.54c for invariant
masses Mee > 400 MeV/c2. The normalization of the mixed event spectra
is provided in the region of 400 MeV/c2 < Mee < 700 MeV/c2. It is there-
fore possible, to use the mixed-event spectra in this medium and high in-
variant mass regime instead of the same-event spectra which provides the
huge advantage of negligible statistical errors. Eq. 4.20 is thus modified for
Mee > 400MeV/c2 to

〈BG+−〉 = k2
√
〈 f g++〉〈 f g−−〉 . (4.21)

A comparison of the combinatorial background spectra (without the k-
factor) obtained from same-event and mixed event like-sign spectra is shown
in fig. 4.55a. Both spectra agree on a high level despite statistical fluctua-
tions in the same-event case that increase towards high invariant masses. To
exclude any systematic effects, the relative difference is shown in an inset
and fitted with a constant yielding ∆BG = (0.04 ± 0.14)%. The shape of
the differences furthermore clearly reveals the statistical nature of the dif-
ferences. Fig. 4.55b shows the k-factor extracted from mixed-event spectra
calculated according to eq. 4.20. It is characterized by a strong rise followed
by a peak at around the π0 pole mass and converges towards k = 1 already
at medium invariant masses. As even in the mixed-event spectra statisti-
cal fluctuations start to appear at Mee & 800 MeV/c2, the region of Mee >

600 MeV/c2 is fitted by a constant yielding kMee>600 MeV/c2 = 1.0010± 0.0004.
To reduce statistical fluctuations in the resulting dielectron signal spectrum
this value is used instead of the calculated one for high invariant masses
Mee ≥ 600 MeV/c2. Fig. 4.55c shows the resulting combinatorial background
as it is used for the analysis of the 0− 40% centrality data. The dielectron
signal is then defined as the difference of the reconstructed same-event like-
sign spectrum and the estimated combinatorial background.

4.11 estimation of systematic errors

For systematic errors, three possible sources are discussed:

1. The impact of the choice of single track selection criteria on the dielec-
tron spectrum is accessed repeating the analysis with modified selec-
tion criteria. With a change in selection criteria also the combinatorial
background and the efficiency changes. Therefore any systematic ef-
fect can only be studied regarding the signal spectrum, after efficiency
and acceptance correction and subtraction of the combinatorial back-
ground. In order not to introduce any possible bias from pion contami-
nation in the electron sample and thus in the comparison, the selection
windows can not be opened too far. The changes are applied as listed
in tab. 4.5 with the resulting dielectron signal spectra (combinatorial
BG subtracted) shown in fig. 4.56a. The data is corrected for efficiency
but not for acceptance, as the acceptance correction is the same for
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both spectra. The relative difference between both spectra, shown in
the inset of fig. 4.56a, clearly states a minor impact of the choice of
cut values on the spectrum. Besides statistical fluctuations at high in-
variant masses the corresponding systematic error can be stated to be
∆Scut/S < 3% over the full invariant mass range.

2. The efficiency and acceptance correction has been performed in two
sets of variables, pt, y and p, Θ, Φ, thus the comparison allows for an
estimation on the systematic error caused by the choice of variables. In
accordance to fig. 4.51b this error is well below one percent and can
thus be neglected compared to the overall systematic error introduced
by the chosen concept of efficiency and acceptance correction. This
is estimated in UrQMD simulation in a comparison of the efficiency
and acceptance corrected reconstructed dielectron spectrum with the
input distribution, as shown in fig. 4.52. In the π0-meson mass region
below Mee < 120 MeV/c2 a correction has been applied. The remaining
differences are taken as systematic error, which therefore is estimated
to ∆Scorr/S < 5% for the whole invariant mass region.

3. Systematic uncertainties in the estimation of the combinatorial back-
ground. The usage of mixed-event like-sign spectra in the calculation
of the geometrical mean within the background estimation has been
found to not contribute in any significant way to the systematic er-
ror, compare chapter 4.10. To study the accuracy of the overall pro-
cedure, the background estimation is carried out in UrQMD simula-
tions, analysed in the same way as the experimental data, and com-
pared to the actual number of background pairs in the dielectron sam-
ple. The resulting spectra are shown in fig. 4.56b. Despite using a
sample of 100 million collisions, the statistics practically dies out for
Mee > 800 MeV/c2 which is mainly caused by the missing high mo-
mentum electrons from vector meson virtual photon decays as these
are not included in UrQMD. In statistically significant regions, the dif-

cut observable analysis value varied value

effective mass
(chapter 4.3.4)

momentum
dependent cut

function

me f f ≤
100 MeV/c2

RICH ring radius
(chapter 4.3.3.1)

3 σ deviation 2 σ deviation

RMQ (chapter
4.3.3.2)

momentum
dependent 4.5σ

width

momentum
dependent 3.5σ

width

Table 4.5: Variation in the cut parameter for track selection to test the efficiency
correction and extract corresponding systematic uncertainties.
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ferences are well below ∆ < 2% which is therefore used as an upper
limit on the systematic error in the background estimation. As the com-
binatorial background contributes in an additive way to the dielectron
signal, the error reads ∆SBG/S < 0.02 · BG/S.

The contribution of all systematic error sources as well as their sum and
variance are shown in fig. 4.57 relative to the total dielectron signal. The as-
sumed 5% error on the efficiency and acceptance correction is the dominant
source for the whole invariant mass region. The contribution of the com-
binatorial background, estimated to 2% of the BG/S ratio has a significant
impact only at small invariant masses (in the order of 5%), where the huge

(a)

(b)

Figure 4.56: Systematic error calculation of the lepton selection criteria and the com-
binatorial background estimation. A comparison of the efficiency cor-
rected dielectron signal spectra using different cut values is shown
in (a). (b) shows the comparison of the calculated combinatorial back-
ground to the Monte-Carlo (MC) true background in UrQMD simula-
tion. The insets show relative differences in the comparisons. Errors are
statistical only.

.



108 data analysis technique

amount of electrons produced in Dalitz decays of the π0 strongly increases
the combinatorics in the pair formation procedure. Again, here the upgraded
RICH detector being capable of highly efficient identification of conversion
electrons pays off, especially comparing the systematic error stemming from
the combinatorial background to earlier analysis in Au + Au [156] reaching
values up to ∆SBG/S|Au+Au ∼ 40%. The total systematic error is calculated
as the sum of the different sources. Another possibility to estimate the sys-
tematic error is the quadratic sum ∆/S =

√
∑i ∆Xi of the different error

sources Xi. As an underestimation of the systematic error has to be avoided,
the latter one is not used, but the sum instead, which is significantly higher.
The total error thus peaks at invariant masses of Mee ∼ 200 MeV/c2 reaching
values of ∆S/Ssys ≈ 13%. For higher invariant masses the systematic error
decreases and is smaller than 10% for Mee > 400 MeV/c2.

Figure 4.57: Relative systematic error of the dielectron signal spectrum and the con-
tributing sources. The sum of all individual systematic error sources is
used as total systematic error.



5
E S T I M AT I O N O F H A D R O N M U LT I P L I C I T I E S

In order to decompose the measured dielectron spectrum in its different
contributions it is necessary to have a precise knowledge about the hadron
production multiplicities contributing to the dielectron yield. These multi-
plicities are used for the scaling of simulated dielectron spectra of the rele-
vant hadron decays. In this chapter, the multiplicities of the η (chapter 5.1)
and the π0 (chapter 5.2) contributing with their Dalitz decays (η → γe+e−)
to the dielectron yield are estimated. Furthermore, the multiplicity of the ω

can be approximated directly from its ω → e+e− decay (chapter 5.4).

5.1 η multiplicity estimation

The decay of the η meson is dominated by three-pion channels with f η
3π ≈

0.556 (η → 3π0/π+π−π0). A reconstruction via this channel is impossible
regarding the statistics of charged pions and the requirement of previously
reconstructing a π0. As pseudoscalar meson, the η can also decay into two
photons (η → γγ, f η

2γ ≈ 0.394). It is also capable of a leptonic Dalitz decay
(η → γγ?) with a branching fraction of f η

γγ? ≈ 0.0069. Both decays can be re-
constructed via a detector signature of four electrons requiring all photons to
convert. Although the branching fraction in the Dalitz decay is much smaller
than in the two photon channel, it significantly contributes to the analysis
with only one conversion process being required. Electrons are selected in
the following way:

• The pre-selection of electrons is almost identically as described in chap-
ter 4.3.1. In the track reconstruction procedure, the sharing of hits in
the inner MDC layer is allowed, as conversion pairs are characterized
by small opening angles that often can not be separated in front of
the magnetic field with the given tracking precision. Furthermore, as
higher momentum cutoff pmax = 800 MeV/c is used.

• Hadron contamination is reduced based on an effective mass cut only
as described in chapter 4.3.4.

• There is no requirement on any matching to a RICH ring, as this would
require a photon conversion before the radiator volume (in the target
or beam pipe material). With the conversion probability being already
very small (given by the HADES design with low material budget),
this requirement would badly harm the statistics. The same applies to
selection criteria to enhance (previously suppress) conversion as these
also involve the RICH detector.

In each reconstructed set of 2e+2e− four photons can be formed, however,
they yield the same meson invariant mass. Therefore it is not required to
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identify the correct electron pairing to photons. Nevertheless, opening angle
restrictions on pairs of electrons are used to significantly reduce the back-
ground contributions. Opening angles of αee < 10◦ are required for one of
the two possible sets of photons.
The experimentally reconstructed invariant mass spectrum is presented in
fig. 5.1a showing a clear enhancement at the nominal invariant mass of
the η meson. The continuous background is fitted by a fourth order poly-
nomial in the side-band regions 350 MeV/c2 < Meeee < 500 MeV/c2 and
560 MeV/c2 < Meeee < 700 MeV/c2, with the inset showing the data after
subtraction of the fitted background. The amount of reconstructed η mesons
is given by the integral in the invariant mass region of 500 MeV/c2 < Meeee <

560 MeV/c2 yielding Nreco
η = 1930.

To correct for efficiency and acceptance losses, PLUTO simulation of the rel-
evant decay channels are performed and the resulting particles (either γγ

(a) real data

(b) simulation

Figure 5.1: Reconstruction of the η in the η → e+e−e+e− channel in real data (a)
and PLUTO simulations embedded to UrQMD (b).
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or γe+e−) are embedded into UrQMD Ag+Ag events (see also chapter 2.7).
A temperature of Tη = 93 MeV is used producing a thermal distribution
of η mesons in PLUTO. These simulations are analyzed in the exactly same
way as the experimental data, in particular including a centrality selection as
the single track reconstruction efficiency depends on the overall track den-
sity. Fig. 5.1b shows the resulting reconstructed invariant mass spectra of
the PLUTO input (Mont-Carlo true). The huge difference in the amount of
reconstructed signal mesons results from the small conversion probability of
photons which is given by the ratio pconv = Nreco,γγ

η /Nreco,γγ?

η = 2.66%. The
efficiency and acceptance correction factor is derived for both channels to

ε× aγγ =
Nreco

γγ

Nin
γγ

=
368

7.46 · 107 = 4.9 · 10−6 ,

ε× aγγ?
=

Nreco
γγ?

Nin
γγ?

=
13517

7.66 · 107 = 1.8 · 10−4 . (5.1)

The η multiplicity is then given by weighting both channels with the cor-
responding branching ratios,

η
up
mult|0−40% =

Nη
exp

Nevt · (BRγγ · ε× aγγ + BRγγ? · ε× aγγ?)
(5.2)

Changing the fit range for the estimation of the background contribution
in the experimental data, the amount of Nreco

η can be varied between Nreco
η ∼

1400 to 1930, yielding an η multiplicity of ηlow
mult|0−40% = 0.091 to 0.127. As

result of this analysis the mean value is taken with the difference used as
systematic error. The statistical error is calculated via error propagation from
the statistical error in the experimental spectrum (errstat =

√
Neeee = 271) and

the statistical errors in the simulation spectra in the corresponding range of
Meeee. The result then reads

ηmult|0−40% = 0.109± 0.018|sys ± 0.015|stat (5.3)

A signal of the η meson can also be reconstructed in the 10% sub-centrality
classes, with the invariant mass spectra shown in fig. B.1 - B.4 in appendix
B. In a simple estimation, neglecting changes in the single track efficiency
based on the overall track density, multiplicities can be calculated in the sub-
centrality classes assuming the same efficiency and acceptance correction
factors as in the integrated case, following eq. (5.3). The such obtained results
are summarized in tab. 5.1 together with calculated values starting from
the centrality integrated analysis assuming a linear scaling with < Apart >.
The errors are calculated as in the centrality integrated analysis. In case of
the < Apart > scaling, they are lineally scaled up. The trend of a rising η

production cross section with the system size is confirmed. However, the
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Centrality
class

0− 40 % 0− 10 % 10− 20 % 20− 30 % 30− 40 %

< Apart > 101.3 160.9 114.5 81.1 56.5

ηmult
analysis

0.107
±0.027|sys

±0.015|stat

0.253

±0.040|sys

±0.070|stat

0.096

±0.033|sys

±0.034|stat

0.064

±0.020|sys

±0.021|stat

0.016

±0.011|sys

±0.023|stat

ηmult
linear

< Apart >

scaling

0.107
±0.027|sys

±0.015|stat

0.170
±0.044|sys

±0.024|stat

0.121
±0.027|sys

±0.015|stat

0.086
±0.020|sys

±0.011|stat

0.060
±0.014|sys

±0.008|stat

Table 5.1: η multiplicity in different centrality classes. Experimental results in each
class are compared to a linear scaling approach based on the centrality
integrated analysis.

exact correlation remains unclear from the experimental data due to large
errors, both statistically and systematically.

The systematic error can be reduced using the event mixing technique
for background estimation, which indeed yields promising results, compare
chapter 5.3. The precision of the derived η multiplicity would also be im-
proved using embedded η mesons into real data for efficiency and accep-
tance correction in order to include the centrality dependence of the single
electron efficiency. Having sufficient simulation at hand to perform an anal-
ysis in bins of pt − y with a subsequent extrapolation to uncovered phase
space regions would also enhance the accuracy of the estimated η multiplic-
ity. Possibilities of doing so while using reasonable disc space are currently
under investigation. The η multiplicity used as input for the dielectron anal-
ysis is discussed in sec. 5.5 in a comparison to previously measured TAPS
data and model predictions.

5.2 π0
multiplicity estimation

The π0 is reconstructed in the same way as the η, in a decay pattern of
π0 → e+e−e+e−. With the π0 being the lightest meson, it is not capable of
hadronic decay channels, thus the branching fraction in the relevant decay
channels are enhanced compared to the η. They are valued f π0

2γ ≈ 0.988 and

f π0

γγ? ≈ 0.012. Although having a much smaller branching fraction, the Dalitz-
decay contributes significantly as only one photon is required to convert.
The electron selection is identical as in case of the η, described in the previ-
ous section, 5.1, with the result shown in fig. 5.2a. The background is fitted in
the side-band regions 80 MeV/c2 < Meeee < 115 MeV/c2 and 145 MeV/c2 <

Meeee < 200 MeV/c2 by a fourth order polynomial. The remaining excess in
the invariant mass region 115 MeV/c2 < Meeee < 145 MeV/c2 amounts to
Nreco

π0 = 11208.
For efficiency and acceptance correction PLUTO simulations are performed



5.2 π0
multiplicity estimation 113

(a) real data

(b) simulation

Figure 5.2: Reconstruction of the π0 in the π0 → e+e−e+e− channel in real data (a)
and PLUTO simulations embedded to UrQMD (b).

in both relevant decay channels, that are embedded in UrQMD Ag+Ag colli-
sions (see also chapter 2.7). To properly model the energy distribution, two
temperatures are needed in case of the π0, representing different produc-
tion processes. T1 = 49 MeV accounts for the production via decays of ∆
resonances, whereas T2 = 93 MeV represents the direct production. The to-
tal yield of π0 is dominated by the first, taken into account by weighting
factors of wT1 = 0.98 and accordingly wT2 = 0.02. Thus the simulated π0

mesons have a rather small energy leading to a strongly reduced efficiency
and acceptance compared to the η. In order to still collect enough statistics,
not only embedded π0 are analyzed, but also those included in the under-
lying UrQMD events. The efficiency and acceptance correction factors then
amount to
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ε× aγγ?
=

Nreco
γγ?

Nin
γγ?

=
532

7.58 · 107 = 7.0 · 10−6 ,

ε× aγγ =
Nreco

γγ

Nin
γγ

=
362

1.54 · 109 = 2.35 · 10−7 . (5.4)

The π0 multiplicity is derived by weighting both channels with the corre-
sponding branching ratios to

π0
mult|0−40% =

Nπ0

exp

Nevt · (BRγγ · ε× aγγ + BRγγ? · ε× aγγ?)
=

7.37± 0.43|sys ± 0.11|stat , (5.5)

with Nπ0

exp = Nreco
π0 = 11208.

The systematic error is estimated enlarging the fit range within the back-
ground estimation to 60 MeV/c2 < Meeee < 115 MeV/c2 and 145 MeV/c2 <

Meeee < 240 MeV/c2. A possible systematic error from differences in the
spatial distributions of the π0 in experiment and PLUTO simulations is not
included. As the same PLUTO simulation are also used to form the hadronic
dielectron cocktail, these effects cancel out within this work.
The resulting experimental invariant mass spectra in 10% sub-centrality clas-
ses are provided in fig. B.5 - B.8, see App. B. In the approximation of the
single track efficiency not depending on the centrality of the collision the
π0 multiplicity can be estimated using eq. 5.4, 5.5. The results are shown in
tab. 5.2 together with a linear < Apart > scaling approximation based on

Centrality
class

0− 40 % 0− 10 % 10− 20 % 20− 30 % 30− 40 %

< Apart > 101.3 160.9 114.5 81.1 56.5

π0
mult

analysis
7.37
±0.43|sys

±0.11|stat

13.63

±0.25|sys

±0.37|stat

7.68

±0.58|sys

±0.25|stat

5.93

±0.05|sys

±0.18|stat

4.39

±0.04|sys

±0.13|stat

π0
mult

linear
< Apart >

scaling

7.37
±0.43|sys

±0.11|stat

11.71
±0.71|sys

±0.18|stat

8.33
±0.43|sys

±0.11|stat

5.90
±0.32|sys

±0.08|stat

4.11
±0.22|sys

±0.06|stat

π0
mult

from π±
- 11.85

±1.1|sys

8.35
±0.8|sys

6.05
±0.7|sys

-

Table 5.2: π0 multiplicity in different centrality classes. Experimental results in each
class are compared to a linear scaling approach based on the centrality
integrated analysis and results of a charged pion analysis [157].
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the centrality integrated result. Within errors both approaches agree, how-
ever, the results from the centrality dependent analysis tend to be higher in
the central collisions. A significant difference here would indicate, that a lin-
ear scaling of the π0 production with Apart does not hold. However, besides
the systematic error given based on the background estimation, these differ-
ences may also be caused by the efficiency correction based on simulation.
As shown in section 4.9 there are differences in the electron efficiency based
on the track density in the detector and therefore on the centrality. To in-
clude this effect in the efficiency study of the π0 and also the η, embedding
into experimental data is necessary. Different approaches of doing so with
reasonable consumption of disk space are currently under investigation.
Furthermore, the results can be compared to values obtained from a charged
pion analysis, assuming π0

mult = 0.5 · (π+
mult + π−mult) [157]. Values are avail-

able in the 0− 30% most central collisions and compare very well to the re-
sults obtained within the linear scaling approximation but also from the anal-
ysis. This promising agreement supports the assumption, that differences in
the centrality dependent analysis and the linear scaling approximation arise
from the named systematic errors in the analysis in centrality bins. There-
fore for the further analysis, the values obtained within the linear scaling
approximation are used. A comparison to previous TAPS measurements is
performed in sec. 5.5.

5.3 recent improvements with four lepton event-mixing

In order to reduce the systematic error introduced to the analysis by fit-
ting the side-bands of the signal region with a fourth order polynomial, the
event-mixing technique can also be used to describe the background. The
difference to the background estimation via event-mixing in this four lepton
analysis to the dielectron event-mixing presented in chapter 4.10 is, that com-
plicated correlations between single electrons might appear. E.g. one photon
might be correctly reconstructed but paired with two uncorrelated electrons
(such a contribution is labeled as 2e + 1e + 1e in the following). From simula-
tions it turns out, that the background is dominated by 2e + 2e contributions
with a significant addition of a 3e + 1e contribution [158]. Fig. 5.3 clearly
demonstrates that a reasonable description of the background is not possible
based on the 2e + 2e contribution only. The 2e + 2e case corresponds to two
correctly reconstructed photons, that themselves are uncorrelated. In case of
the 3e + 1e contribution, both photons from either an η or π0 decay have
converted, but only three of the four electrons have been correctly identified
and are paired with an uncorrelated track. In order to account for these dif-
ferent background sources, two different event mixers are used, both based
on single tracks. In the first scenario two pairs of selected tracks are used
from different events and paired. In the second scenario, three tracks from
one event are paired with one track from another event. The resulting in-
variant mass spectra of both event-mixing setups are shown in fig. 5.4. The
3e + 1e contribution appears to be broader compared to the 2e + 2e contribu-
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Figure 5.3: Background in the 4e invariant mass spectrum calculated from 2e+2e
event-mixing only. Large discrepancies are observed at invariant masses
beyond the η signal. The data shown correspond to an electron selection
as in chapter 5.3 and 5.5.

tion and shifted to higher invariant masses. Both mixed-event distributions
are normalized to the same-event spectrum in the invariant mass region of
200 < Mee(MeV/c2)−1 < 400. The relative weighting of both mixed-event
spectra is then obtained requiring a vanishing signal at invariant masses
beyond the η invariant mass,

∫ 740

580
〈FG+−+−〉 − BG = 0, (5.6)

with

BG = c 〈 f g2e+2e〉+ (1− c) 〈 f g3e+1e〉 = 0. (5.7)

Figure 5.4: The 2e + 2e and 3e + 1e contributions to the four particle event mixing.
The shape and also the peak position strongly differ.
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〈FG+−+−〉 denotes the four electron same-event invariant mass spectrum
and 〈 f g2e+2e〉 , 〈 f g3e+1e〉 denote the 2e + 2e and 3e + 1e mixed-event spec-
tra, respectively, after normalization to the side-band 200 MeV/c2 < Mee <

400 MeV/c2. The relative weighting factor c strongly depends on the track
selection criteria. In an example of tightened selection criteria compared to
chapter 5.1 and 5.2 (the photon opening angle is required to be α < 4◦), it is
found c = 0.982 is required. The corresponding data is shown in fig. 5.5. An
overall excellent description of the background is achieved with the π0 and
η signal clearly showing up. The signal counts are extracted by an integral in
the corresponding invariant mass region, yielding Nreco

η = 1304 and Nreco
π0 =

10427. The signal shape is well described by a Gaussian in both cases. The
fitted mean values are slightly smaller (∼ 1.5%) than the PDG listed masses
of the particles (m(π0)PDG = 134.98 MeV/c2, m(η)PDG = 547.86 MeV/c2) in-
dicating energy loss in the HADES detector. A similar shift in invariant mass
is also observed regarding the ω, compare chapter 5.4.

Figure 5.5: Four electron invariant mass spectrum with BG calculated from event-
mixing. In a comparison to fig. 5.1a and 5.2a, the amount of recon-
structed π0 and η is smaller as the track selection is tightened. For details
see text.

The precise description of the background using the event-mixing tech-
nique for background description instead of fitting the background is crucial
especially in case of the η, where the signal-to-background ratio is S/B ∼ 0.1
is observed and thus uncertainties in the BG have a large impact on the
resulting signal. Performing an efficiency and acceptance correction as in
chapter 5.3 and 5.5 yield the same multiplicities (±2%). However in case of
the η the systematic error from the background estimation could be reduced
from ∼ 30% to ∼ 5% resulting from a comparison of Monte-Carlo true BG
in simulation to the calculated BG from event-mixing.
In order to further improve the precision of the analysis, an analysis in bins
of pt − y is aimed at. Regarding the limited statistics for the η, only 3− 4
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bins in either pt or y are possible, the corresponding spectra splitting the
sample in four bins of rapidity are included in Appendix B, fig. B.9 - B.12.
For the π0 the statistics is significantly higher, thus a reconstruction in bins
of pt− y is well possible. The resulting invariant mass spectra, the calculated
background and the corresponding signal is shown exemplary in four bins
in Appendix B, fig. B.13 - B.16. It is clearly shown, that the event-mixing
technique describes the background reasonably well in all bins. A full pt − y
map of the amount of reconstructed π0 is provided in fig. 5.6a. The bulk of
reconstructed π0 is reconstructed at y > y0 in the medium pt region. How-
ever, the high S/B ratio ∼ 3 in case of the π0 and the precise understanding
of the background allow for a signal extraction even at high pt far away from

(a)

(b)

Figure 5.6: Reconstructed π0 in bins of pt − y (a) and the fitted mean value of the
signal (b). The corresponding invariant mass spectra are provided exem-
plary in four bins in Appendix B, fig. B.13 - B.16.
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y0. The corresponding fitted mean value of the π0 signal is shown in fig. 5.6b.
No systematic dependence in y and pt of the observed shift in invariant mass
compared to the PDG listed values is observed.
Having a pt − y map of reconstructed π0 (and four bins in y for the η) at
hand, the analysis of the experimental data is completed. In order to extract
a more precise multiplicity as done in chapter 5.1 and 5.2, high statistics sim-
ulation are needed to extract efficiency and acceptance correction factors in
each experimental bin. Therefore, different simulation setups are currently
investigated [159].

5.4 ω multiplicity estimation

The decay channels of the ω meson mainly involve pions, e.g. ω → π+π−π0

( f ω
3π = 0.892) and ω → π0γ ( f ω

π0γ
= 0.084). A signal reconstruction in these

channels is impossible regarding the low efficiency and acceptance in the π0

reconstruction, the small fraction of π0 originating from ω meson decays and
the huge combinatorial background in charged pions. As vector meson, the
ω is also capable of a pure leptonic decay, ω → e+e−. However, the branch-
ing ratio is extremely small ( f ω

e+e− = 7.36 · 10−5) reflecting the strength of the
electromagnetic coupling in relation to the strong coupling. Thus, a signal
of Nreco

ω < 200 only is expected in this channel assuming a reconstruction ef-
ficiency of εω→e+e− = 0.5 according to simulations (the beam time proposal
[160]).
Electron (-pair) reconstruction is mainly performed as in the dielectron anal-
ysis, described in chapter 4. Slight changes are applied in order to increase
the S/B ratio, which here mainly implies the ω → e+e−/ρ→ e+e− ratio. The
combinatorial background is on a low level in this region of invariant mass
(see sec. 6.1) and eventual physical background is proven to be neglectable
(sec. 4.8). These changes are

• the lower momentum cutoff is raised from pmin = 100 MeV/c to p′min =

300 MeV/c

• the opening angle of reconstructed pairs is required to be α(e+e−) >

45◦

• in a second version of cuts, referred to as soft cuts, the upper momen-
tum cutoff is raised from pmax = 1200 MeV/c to p′max = 2000 MeV/c
and the analysis is restricted to pair opening angles α(e+e−) > 50◦

The invariant mass spectra obtained within this analysis are shown in
fig. 5.7 (hard cuts), 5.8 (soft cuts), on the left hand side. As the event mix-
ing technique can not distinguish between true electron pairs from an ω-
or ρ-meson decay, background estimation has to be performed fitting the
side-bands of the signal region. Therefore, a fourth order polynomial is fit-
ted in the invariant mass regions of 450 MeV/c2 < Mee < 740 MeV/c2 and
800 MeV/c2 < Mee < 900 MeV/c2. The signal is then obtained as integral of
the excess in the invariant mass range 740 MeV/c2 < Mee < 800 MeV/c2.



120 estimation of hadron multiplicities

Figure 5.7: ω-meson analysis with hard cuts. Left: Electron pair invariant mass spec-
trum with fitted BG and extracted signal. Right: Monte-Carlo true signal
from PLUTO simulations for efficiency and acceptance correction.

Figure 5.8: ω-meson analysis with soft cuts. Left: Electron pair invariant mass spec-
trum with fitted BG and extracted signal. Right: Monte-Carlo true signal
from PLUTO simulation for efficiency and acceptance correction.

A Gaussian fit reveals a a peak position of µ ∼ 770.9 MeV/c22 in both
data sets corresponding to a shift with respect to the listed PDG value
m(ω)PDG = 782.6 MeV/c2 of about 1.5% as also observed for the π0 and
the η, compare chapter 5.1 and 5.2. This shift is thought to originate from
energy loss in the detector and is also observed in hadronic decay channels,
e.g. the K0

s [161] and currently under investigation. For efficiency and accep-
tance correction a thermal distribution of ω-mesons with T = 100 MeV is
simulated using PLUTO. One ω per event is embedded in Ag+Ag UrQMD
simulations, whereas each ω is forced to decay into e+e−. The ratio of Monte-
Carlo true reconstructed ω to the amount of initial ones directly gives access
to efficiency and acceptance
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ε× aω|hard =
Nreco

ω

Nin
ω

=
9.18 · 106

9.24 · 107 = 0.099 .

ε× aω|so f t =
Nreco

ω

Nin
ω

=
9.70 · 106

9.24 · 107 = 0.105 . (5.8)

As multiplicity one therefore derives

ωmult|0−40% =
Nω

exp

Nevt · BRe+e− · ε× aω
= (4.53± 0.50|sys± 0.63|stat) · 10−3

(5.9)

as a mean value of the hard- (Nω
exp = 159) and soft-cut data (Nω

exp = 187).
The systematic error is evaluated by a change in the fit range of the continu-
ous background and regarding the different results in both cut sets. As the
limited statistics does not allow for an analysis in centrality classes, accord-
ing multiplicities are obtained based on a linear scaling with < Apart >, for
explicit values see tab. 5.3.

Centrality
class

0− 40 % 0− 10 % 10− 20 % 20− 30 % 30− 40 %

< Apart > 101.3 160.9 114.5 81.1 56.5

ωmult
linear

< Apart >

scaling

(4.53
±0.50|sys

±0.63|stat)

10−3

(7.20
±0.82|sys

±1.04|stat)

10−3

(5.12
±0.50|sys

±0.64|stat)

10−3

(3.63
±0.37|sys

±0.47|stat)

10−3

(2.53
±0.26|sys

±0.33|stat)

10−3

Table 5.3: ω multiplicity in different centrality classes based on a linear scaling with
< Apart >.

5.5 comparison to taps measurements

The TAPS experiment has measured the production of π0 and η mesons in
C+C and Ca+Ca collisions at beam energies between Ebeam = 1− 2 AGeV
[162] [163]. The corresponding data normalized to the system size is shown
in fig. 5.9 as a function of beam energy together with polynomial fits. The
HADES data extracted in the previous sections is added with red data points.
At first, we note that for both mesons, the HADES data lay below the TAPS
extrapolation. In case of the π0 the differences are small. The difference of
the Ag+Ag data to Ca+Ca (which is closer in system size) is in the same
order as the TAPS difference between Ca+Ca and C+C. It can therefore be
concluded that in case of the π0 the work-in-progress HADES measurement
is consistent with the TAPS systematics. In case of the η both TAPS measure-
ments predict a similar multiplicity of about N4π

η /Apart(1.58 AGeV) ≈ 0.2,
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Figure 5.9: Comparison of the extracted π0 and η multiplicity with TAPS measure-
ments in C+C (black data points) and Ca+Ca (blue) collisions [162] [163].
Taken from [110] and modified.

which is almost a factor of two higher than the work-in progress HADES
data. This deviation may partially arise from a possible system size depen-
dence on the η production that remains unclear from the TAPS data. On the
other hand there are still systematic uncertainties in the HADES analysis,
that need to be reduced. Using event-mixing for the background estimation
was proven to work, compare chapter 5.3. For efficiency and acceptance cor-
rection in bins of pt − y with subsequent extrapolation to uncovered phase
space region simulation are currently developed including embedding into
real data.
For the dielectron analysis performed in this work, the extracted π0 multi-
plicity of multpi0 = 7.37 is used for the 0− 40% centrality data. In case of
the η the multiplicity predicted by the transport model GiBUU of multη =

0.14± 0.42 is used which corresponds to the mean value of the TAPS predic-
tion and the HADES work-in-progress result. For the sub-centrality classes
a linear Apart extrapolation based on these values is performed. For the in-
terpretation of the results obtained from the dielectron analysis it is of key
importance to gain a more precise knowledge on the η multiplicity.



6
E X P E R I M E N TA L R E S U LT S

In this chapter the obtained dielectron signal is presented, discussed and
analyzed in various aspects. To disentangle the different contributions to
the dielectron signal, the dielectron signal spectrum is decomposed into
the contributing sources performing hadronic cocktail simulation based on
PLUTO and simulating the initial NN contributions using the transport
model GiBUU. From the revealed in-medium contribution, the excess yield
and mean temperature of the medium is extracted, which is compared to
data previously measured by HADES. The analysis is furthermore performed
in dependence on the system size, thus in different centrality classes. The
(transverse) pair momentum dependence of the dielectron yield is studied.

6.1 the dielectron signal

The centrality integrated (0 − 40%) dielectron invariant mass signal spec-
trum is shown in fig. 6.1a along with the reconstructed same-event e+e−

pair spectrum and the calculated combinatorial background (chapter 4.10).
The spectrum is efficiency, but not acceptance corrected (chapter 4.9) and
the extracted pair efficiency correction factor is applied for invariant masses
Mee < 120 MeV/c2. An acceptance correction within the nominal HADES ac-
ceptance, where the shown data is restricted to (0.1 GeV/c < pe < 1.2 GeV/c,
16◦ < Θ < 83◦ and an additional acceptance gap for positrons), can be easily
applied, as shown in chapter 4.9. Further extrapolation to the 4π yield can
be subsequently applied model dependent. For conversion suppression pur-
pose only pairs with opening angles α > 9◦ are included. At small invariant
masses (Mee < 100 MeV/c2), the signal spectrum shows a strong peak orig-
inating from Dalitz decays of π0-mesons. Towards higher invariant masses
the spectrum shows a kink at Mee ∼ 400 MeV/c2, where the η → e+e−γ con-
tribution begins to die out. At even higher invariant masses, a second peak
shows up which can be identified with a signature of the ω → e+e− decay.
In the pole mass region of the φ-meson (mφ ∼ 1020 MeV/c2) the statistics of
the data sample dies out, however exactly at the φ pole mass a statistically
significant enhancement is observed although in one bin only. The amount of
pairs after applying the corrections and subtracting the combinatorial back-
ground is summarized in tab. 6.1 in absolute values.
Fig. 6.1b shows the corresponding signal-to-background ratio including a
comparison to the resulting values without using the conversion suppres-
sion based on the RICH detector. The improvement in terms of signal-to-
background is about a factor of eight over the whole invariant mass range.
The ratio peaks at S/B > 100 for small invariant masses followed by a
steep decrease below S/B = 1 reaching its minimum at around Mee =
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(a)

(b)

Figure 6.1: Centrality integrated, efficiency corrected dielectron spectrum and the
corresponding signal-to-background ratio. For the same-event and BG
data only statistical errors are shown, whereas the systematic error cal-
culated for the signal according to chapter 4.11 is shown as additional
boxes.

200 MeV/c2. For invariant masses above Mee > 500 MeV/c2 it is larger than
unity and even reaches up to about S/B > 3 at the ω-meson pole mass.

Fig. 6.2 shows the anticipated S/B ratio obtained from simulation as pub-
lished in the beam-time proposal. No conversion rejection based on the num-
ber of Cals in the RICH was anticipated here. A comparison to the achieved
one (fig. 6.1b) reveals a gain of almost one order of magnitude in the data
towards the simulations, which again proves the high performance of the
HADES RICH detector. The simulations have been performed at the initially
aimed at beam energy of Esim

kin = 1.65 AGeV which had to be lowered to a
value of Eexp

kin = 1.58 AGeV due to low accelerator performance.

Mee[MeV/c2] < 200 200 - 700 700 - 800 > 800

Npairs 2.187 · 106 1.860 · 105
1465 469

Table 6.1: Dielectron signal pairs in specific invariant mass bins.
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Figure 6.2: Simulated signal-to-background ratio as published in the beam-time pro-
posal for the Ag+Ag data run. Taken from [160].

6.2 hadronic cocktail simulation

The dielectron signal spectrum shown in chapter 6.1 consists of different con-
tributions. Namely, the total yield is build by dielectrons produced in intial
NN collisions, e.g. bremsstrahlung, in-medium radiation and the decay of
hadronic resonances after the fireball has expanded and cooled down. The
main point of interest is the in-medium contribution. In order to reveal this
contribution, the others have to be subtracted from the total signal. In this
section, simulations are performed to study the hadronic cocktail compo-
nent. For the inital NN contributions see chapter 6.3.
Relevant contributions arise from the pseudoscalar mesons π0 and η being
capable of Dalitz decays π0/η → γe+e− and the vector mesons ω and φ. Be-
sides the direct virtual photon decay of the vector mesons, in case of the ω

channel hadron
multiplicity

branching
fraction

temperature

π0 → e+e−γ 7.37 1.17 · 10−2 T1 = 49 MeV,
T2 = 93 MeV

η → e+e−γ 0.14± 0.42 6.90 · 10−3 93 MeV

ω → e+e−π0 4.53 · 10−3 7.70 · 10−4 100 MeV

ω → e+e− 4.53 · 10−3 7.36 · 10−5 100 MeV

φ→ e+e− 1.53 · 10−5 2.97 · 10−4 110 MeV

Table 6.2: Hadronic cocktail components at freeze-out together with according mul-
tiplicity, branching fraction and effective temperature used for PLUTO
simulation.
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also the Dalitz decay ω → π0e+e− is considered. As input the freeze-out mul-
tiplicities of these hadrons are required. These are extracted and discussed in
chapter 5 for the π0, η and ω-mesons. As the statistics is not high enough in
the φ → e+e− channel for a clear signal extraction, results from the HADES
φ → K+K− analysis are used [164]. A compilation of the different channels,
the according hadron multiplicities and the according branching fractions
is also shown in tab. 6.2. The ρ meson is also capable of a leptonic decay
channel (ρ→ e+e−) and known to strongly contribute to the total dielectron
yield (compare chapter 8). Nevertheless, it is not considered in the hadronic
cocktail as it is that short-living, that it decays in the fireball, thus accounting
to the in-medium radiation.
Using the Monte Carlo based simulation package PLUTO as event genera-
tor, thermal distributions of the relevant channels are produced, see sec. 2.7.
In case of the π0 two temperatures are used to reflect different production
channels, compare also sec. 5.5. The input temperatures to the PFireball class
originate from inverse slope fits of the spectra of charged pions, and the φ

itself (in the K+K− channel) [157] [164]. The temperature of the η which can
not be directly measured can be extrapolated from charged Kaons having a
similar mass [164]. This relation between particle mass and effective temper-
ature [165] can also be used to extrapolate a value for the ω. In general the
effective temperature rises with the particle masses due to flow effects. The
used temperature values are listed in tab. 6.2.

The generated events are embedded into full Ag+Ag UrQMD simulations
(sec. 2.7), one per collision. The data is propagated through HGeant to sim-
ulate the interaction with the detector material. Afterwards, tracks are re-

Figure 6.3: Invariant mass distribution of the ω → e+e− channel from the PLUTO
input, after passing the electrons trough HGeant and after additionally
performing the efficiency correction.



6.3 nn reference 127

Figure 6.4: Hadronic cocktail simulation in 0− 40% centrality.

constructed in the same way as in experimental data yielding the same ac-
ceptance and momentum smearing. For efficiency correction of simulated
data, white electrons also embedded into simulated data are used taking
into account differences in the efficiency in simulation and real data, com-
pare sec. 4.9. Experimental data is corrected based on electrons embedded
into real data. An overview on the effect of passing the simulated signal
trough HGeant and performing the efficiency correction is given in fig. 6.3
using the ω → e+e− channel as example. The signal is broadened due to
multiple scattering of the single electrons in the detector material and the
momentum resolution of the detector. Towards small invariant masses a tail
of the spectrum is observed, which originates from energy of the single elec-
trons.
The resulting invariant mass spectra are shown together with the experimen-
tal data in fig. 6.4. According to the systematic uncertainty in the η multiplic-
ity the corresponding contribution is represented by a broad band. For the
whole invariant mass range the data shows a clear excess above the freeze
out contribution of hadrons. This excess consists of radiation produced in
the initial NN collisions and dielectrons radiated by the fireball itself. The
initial NN contributions are studied in the next section.
The dielectron signal and hadronic cocktail simulations for the different 10%
sub-centrality classes are shown in Appendix D, fig. D.1 - D.4. Also the
simulated NN contributions extracted in the following chapter are already
included.
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6.3 nn reference

Besides the hadronic cocktail contributions (see sec. 6.2) also the contribu-
tion from inital NN collisions has to be taken into account to reveal the
in-medium contribution to the total measured dielectron yield. In March
2022 HADES has measured p+p collisions at the same energy in order to
experimentally extract this contribution. However, the analysis is of course
still pending. Therefore the Giessen BUU project, GiBUU model, is used to
simulate these contributions. It is an hadronic transport model providing
numerical simulations of nuclear reactions [166] [167]. It provides a unified
transport framework and underlying theory for a broad energy range from
elementary to heavy ion collisions. Being an hadronic model, the basic de-
grees of freedom are baryons and mesons, where in total 61 baryons and
31 mesons are included with parameters according to the PDG compilation.
The central piece of the GiBUU is the Boltzmann-Uehling-Uhlenbeck (BUU)
equation, which is solved for each particle species yielding the spectral par-
ticle phase-space distributions F(x, p) [168]. The GiBUU version used in this
work is the 2021 patch 1 release from 11th of Mai 2021. The jobcards used to
perform the simulation have been set up in collaboration with Alexei Lari-
onov and are attached in Apendix C. The event type of the collision is set to
HiPion A (12), which is commonly used for elementary reaction. The statis-
tics of the run is specified by the number of ensembles, the amount of runs
with the same energy and the number of projectiles per ensemble. In case of
p+n collisions, the default production cross section for the η meson is scaled
down by almost a factor two, in order to reproduce experimental results
from the DLS experiment [169]. All the other settings, those that are reset in
the jobcard and also those that are not explicitly mentioned (thus they stay
as default values in the GiBUU 2021 release) are the same as in [170]. The
obtained invariant mass spectra are shown in fig. 6.5 for both collision types.
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Figure 6.5: Invariant mass spectra for pp (left) and pn (right) collisions simulated
with GiBUU.
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Figure 6.6: Momentum smearing applied to GiBUU simulation, extracted from sin-
gle electron simulation embedded in real data. Left: The initial electron
momentum vs. the reconstructed momentum. The distributions peaks at
pin = preco with a Gaussian broadening caused by the detector resolu-
tion. The width varies with the momentum. Additionally, a tail towards
lower momenta is observed, corresponding to energy loss. Right: Projec-
tion for input momenta 390 MeV/c < pin < 400 MeV/c.

Figure 6.7: Acceptance filtered and momentum smeared dielectron spectrum in p+p
GiBUU simulation.

In elementary reactions no Fermi-Motion is present that may enhance the
available energy, thus no formation of ω or even φ mesons is possible. As
the 2019 HADES setup is not implemented in GiBUU, no acceptance filter-
ing can be performed in GiBUU directly. However, GiBUU also provides
the possibility of an output of the four-momentum properties of all single
electrons produced. Based on this information, an acceptance filtering can
be applied which is set up using white electron simulation. Acceptance is
defined - as commonly in HADES - by a particle crossing the active detector
material of at least four of the six layers in each of the four MDCs. Addition-
ally, the lower and higher momentum cutoff included in the HADES data as
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Figure 6.8: Acceptance filtered and momentum smeared dielectron spectrum in p+n
GiBUU simulation.

well as the pair opening angle restriction to values αee > 9◦ is applied. Fur-
thermore the experimental momentum resolution is included to the GiBUU
data: The GiBUU momenta of single leptons are smeared statistically based
on the resolution ∆p/p observed in electron simulations embedded in real
data, compare fig. 6.6. The obtained spectra after acceptance filtering and
momentum smearing are shown in fig. 6.7, 6.8. Furthermore, the GiBUU
spectra have to be normalized to the total cross section in the elementary
reactions being available at the GiBUU database [167], namely σpp = 55 mb

Figure 6.9: NN reference calculated according to eq. (6.1) based on GiBUU p+p and
p+n simulation. The contributing channels are individually shown by
dashed blue lines.
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and σpn = 41 mb, that are used as simulation input. To account for the correct
ratio of pp to pn collisions, the NN is reference is built using

dNNN
re f

dMee
= 〈Apart〉

(
0.54

dNpp

dMee
+ 0.46

dNpn

dMee

)
(6.1)

with the prefactors reflecting the isospin composition of the collision sys-
tem [59]. The resulting NN reference is shown in fig. 6.9 together with the
Ag+Ag data. The contributions arising from the π0 and η are already in-
cluded in the hadronic cocktail and are therefore not considered again. The
short-lived ρ meson decays in the medium in A+A collisions and therefore
accounts to the in-medium contribution. As additional channels therefore
p+n and p+p bremsstrahlung as well as the ∆ → Ne+e− channel is taken
into account. The Ag+Ag dielectron signal spectrum together with these
initial NN channels and the hadronic cocktail is shown in fig. 6.10. The ad-
ditional NN channels only have a minor impact on the total yield. Over the
whole invariant mass range the data shows a clear enhancement compared
to the sum of the hadronic freeze out contribution and the initial NN con-
tributions. This excess radiation is emitted directly from the fireball and is
therefore called in-medium radiation. It is studied in detail in the following
sections.

Figure 6.10: Hadronic cocktail and relevant NN channels from GiBUU simulation.
See text for details.
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6.4 estimation of the medium temperature

The emission rate of dileptons from a thermal source per volume and time
d4x in a four-momentum bin d4q is given by

dNll

d4xd4q
= − α2

em
M2π3 f B(q0; T)ImΠEM(M, q; µB, T). (6.2)

with ImΠEM(M, q; µB, T) being the in-medium spectral function of the
electromagnetic current. As ImΠEM/M2 is constant for Mee > 200 MeV/c2,
the spectrum is dominated by f B and can therefore be fitted with dN/dMee ∝
(Mee)3/2exp(−Mee/kT) (black-body spectral distribution) [59].

The in-medium contribution of the dielectron spectrum is obtained sub-
tracting the hadronic cocktail and initial NN contributions, see fig. 6.10. The
resulting in-medium contribution is restricted to the HADES acceptance,
which might bias the slope of the spectrum. Therefore an acceptance cor-
rection is performed. It is based on ρ → e+e− PLUTO simulation as this
channel dominates the in-medium contribution. The correction factor 1/a is
obtained as the ratio of input dielectrons normalized to the amount of recon-
structed dielectrons and shown in fig. 6.11 as a function of invariant mass. It
is almost constant at high invariant masses with 1/a ≈ 3.5, but strongly rises
towards small invariant masses. This rise is caused by the momentum cutoff
at pe = 100 MeV/c2, the pair opening angle restriction αaa < 9◦ and the
acceptance gap for positrons at small polar angles resulting in a significant
drop in acceptance towards low invariant masses. The ρ → e+e− is simu-
lated only down to the mass of the two pion threshold. For smaller invariant
masses down to Mee = 200 MeV/c2 the acceptance correction is extrapolated
from a fit to the data in the region 280 MeV/c2 < Mee < 500 MeV/c2. Please

Figure 6.11: Acceptance correction obtained from PLUTO ρ→ e+e− simulation. For
small invariant masses an extrapolation is used based on a fit in the
invariant mass region 280 MeV/c2 < Mee < 500 MeV/c2.
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note, that the derived acceptance correction is applied to the dielectron ex-
cess spectrum for which all freeze-out contributions and the simulated NN
reference have been subtracted. Thus no correction accounting for different
kinematic properties of dielectrons originating from other channels than the
ρ→ e+e− are necessary.

Figure 6.12: Temperatur estimation in 0− 40% centrality. The invariant mass spec-
trum is fitted in the range 200 MeV/c2 < Mee < 900 MeV/c2 with a
thermal function. The yellow shaded area corresponds to systematic
uncertainties arising from the η multiplicity.

The acceptance corrected dielectron excess spectrum is shown in fig. 6.12

for the 0− 40% centrality class. A thermal fit in the invariant mass range
200 MeV/c2 < Mee < 900MeV/c2 reveals a temperature of kT = 77.9+3.7

−2.9 MeV.
The errors combine statistical and systematic uncertainties, which are dom-
inated by the uncertainty in the η multiplicity shown as a yellow band
around the data points. This temperature has to be interpreted as weighted
average temperature of the medium, as dielectrons are emitted during all
stages of the fireball evolution. It compares well with the temperature of
kTAu+Au = 71.8 ± 2.1 MeV measured in Au+Au collisions by HADES at
slightly lower beam energy of Ekin = 1.23 AGeV [59].
The high statistics of the data allow also to study the medium temperature
as a function of centrality. Corresponding results to fig. 6.12 in the 10% sub-
centrality classes are shown in the Appendix B, sec. D.2. For the two most pe-
ripheral bins, the fit range is restricted to 200 MeV/c2 < Mee < 700MeV/c2

due to limited statistics in the high invariant mass region. The obtained
inverse slope of the fit function is show as a function of the participant num-
ber in fig. 6.13. The data points all align at similar values, indicating that the
temperature is independent from the system size at least up to the 40% most
central collisions. This observation also holds for the most peripheral data



134 experimental results

point, where a contamination by Ag+C collisions is known (see e.g. fig. 4.4).
This has a stronger impact on the excess yield, compare sec. 6.5.

Figure 6.13: Dependence of the medium temperature on the centrality of the colli-
sion (four 10% centrality bins between 0% and 40% and the integrated
0− 40% centrality bin).

6.5 the dielectron excess

As dielectron excess radiation, the additional yield in A+A collisions with
respect to elementary reaction is labeled. In elementary reactions, the total di-
electron yield consists of bremsstrahlung and the decay of produced hadron-
s/hadronic resonances only. The dielectron excess therefore corresponds to
the additional in-medium component observed in A+A collisions. One possi-
bility of quantification of the excess yield is to define the dielectron excess ra-
tio RAA as the ratio of the dielectron yield in A+A and elementary collisions.
A normalization to the same amount of primary interactions is provided by
scaling the dielectron yield to the π0 production multiplicity.

RAA =
NNN

π0

NAA
π0

dNAA/dM
dNNN/dM

(6.3)

At the Ag+Ag energy of
√

sNN = 2.55 GeV currently no NN reference
is available. Therefore, data taken at a slightly lower energy of

√
sNN =

2.42 GeV is used [171]. The difference in energy has major impact on the η

production as the N(1535) resonance (branching fraction in Nη of 30− 55%
[6]) can not be formed at the NN, but at the Ag+Ag energy. Therefore the
η → γe+e− contribution has to be subtracted from both data sets, the Ag+Ag
data and the NN reference before calculating RAA. The different spectra are
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Figure 6.14: NN reference measured at
√

s = 2.42 GeV together with the η → γe+e−

PLUTO cocktail component for
√

sNN = 2.55 GeV and the dielectron
signal in Ag+Ag collisions at

√
sNN = 2.55 GeV. The η component at√

s = 2.42 GeV is already subtracted from the NN reference.

shown in fig. 6.14 with the systematic uncertainties in the η contribution
(∆multη/multη = 0.3) at

√
sNN = 2.55 GeV represented by a band.

Due to different magnetic field settings in the data taking of the Ag+Ag data
and the NN reference at

√
sNN = 2.42 GeV, slight acceptance differences

Figure 6.15: Relative acceptance correction for
√

sNN = 2.55 GeV data wrt.
√

sNN =
2.42 GeV arising from the different magnetic field strength used in the
data takings.
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arise. These are most prominent in the low invariant mass region, where low
momentum electrons dominate the sample. This effect is taken into account
correcting the Ag+Ag data with the relative acceptance of both data sets.
The acceptance in both data sets is extracted passing PLUTO generated ther-
mal distributions of the dominant hadronic contributions through HGeant.
The acceptance ratio for the π0/η → γe+e− and ρ → e+e− contributions is
shown in fig. 6.15. For invariant masses Mee < 140 MeV/c2 the correction
factor is extracted from the π0-Dalitz simulation. Afterwards the ρ contribu-
tion becomes dominant which perfectly agrees with the η-Dalitz simulation
in the overlapping region. Differences in the η and π0 acceptances in the low
energy regime originate from different masses and thus differences in the
decay electron momenta and their opening angles.
Applying this correction on the Ag+Ag data, the resulting dielectron excess
ratio is shown in fig. 6.16 in black data points. At small invariant masses it
only slightly exceeds unity as here the π0 contribution is dominant and the
excess is only a minor contribution to the total yield. Beyond the π0 the RAA

significantly rises reaching a mean value of < RAg+Ag
AA = 3.05 in the range

130 MeV/c2 < Mee < 520 MeV/c2. The yellow band reflects systematic un-
certainties arising from the η multiplicity shown as brackets for individual
data points.
Corresponding data is also available for Au+Au collisions measured at

√
sNN

= 2.42 GeV and Ar+KCl collisions at
√

sNN = 3.18 GeV. In both data sets the
same trend with a slight excess over unity at small invariant masses followed
by a sudden increase beyond the π0 mass is observed. However, the abso-

Figure 6.16: The dielectron excess ratio RAA. The yellow shaded area corresponds to
the systematic error dominated by the η multiplicity. Data from Au+Au
(
√

sNN = 2.42 GeV, red) and Ar+KCl (
√

sNN = 3.18 GeV, blue) are also
shown. The mean excess for Mee > 130 MeV/c2 is fitted by a constant.
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System Ar+KCl Ag+Ag Au+Au
√

sNN [GeV] 3.18 2.55 2.42

< Apart > 38.5 101.3 173

< RAA >

(Mee > 130 MeV/c2)
2.67 3.05 5.17

Table 6.3: The dielectron excess ratio RAA measured in different systems at different
energies.

lute values strongly differ indicating a rise of the RAA with the system size,
see tab. 6.3 for a compilation of energy, system size and RAA in the differ-
ent systems. In order to further classify the dependence of the RAA on the
system size, a reduction of the systematic error in the Ag+Ag data, namely
a precise knowledge of the η production multiplicity is needed. Besides the
reduction of systematic errors in the corresponding analysis, also an exper-
imental NN reference at

√
sNN = 2.55 GeV will reduce the systematic error

from extrapolating between energies.
The system size dependence of the dielectron excess yield can also be

studied calculating the RAA for the different 10% centrality classes as shown
in fig. 6.17 (compare Appendix D, fig. D.1 - D.4 for the dielectron signal
spectra). Assuming the η multiplicity to scale lineally with the number of
participating nucleons, the systematic uncertainty in the η multiplicity itself
does not influence the relative position of the excess ratios. These align or-

Figure 6.17: Centrality dependence of the dielectron excess yield. Systematic errors
are not shown individually as they do not influence the relative position
of the data points assuming ηmult ∝ Apart. The yellow band indicates
the overall systematic error originating from the uncertainty in the η
multiplicity resulting in ∆Rsys,η

AA = 0.3.
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Centrality 0− 10% 10− 20% 20− 30% 30− 40%

< RAA > 3.27 2.78 2.66 2.39

< Apart > 160.9 114.5 81.1 56.5

Table 6.4: The RAA measured in different centralities for Ag+Ag collisions at
√

snn =
2.55 GeV.

dered by the system size with average values fitted for Mee > 125 MeV/c2 of
< R0−10%

AA >= 3.27 down to < R30−40%
AA >= 2.39. A compilation of the RAA

values and the number of participants in the according centrality classes
is given in tab. 6.4. The increase in RAA is observed to scale with ∝ Aα

part,
α ∼ 0.5. The excess yield scaling with the system size can be understood by
a longer lifetime of a larger fireball. However, the most peripheral centrality
data appears not to fit in this picture. However, in peripheral collisions a
contamination by Ag+C collisions is present (see also fig. 4.4 and the cor-
responding text), which should affect the excess ratio significantly towards
lower values.

The system size dependence of the excess yield can also be directly visual-
ized by the integral of the spectrum, which is of course also connected to the
life-time of the medium. To reveal this integrated excess yield, the hadronic
cocktail contributions (see fig. 6.4) and initial contributions (fig. 6.10), namely
the bremstrahlung components and initial ∆-resonance formation with sub-

Figure 6.18: Centrality dependence of the integrated dielectron excess yield. Ag+Ag
and Au+Au data measured at

√
sNN = 2.42 are shown for comparison.



6.6 (transverse) momentum-differential analysis 139

sequent electromagnetic decay have to be subtracted. The excess yield is mea-
sured in the invariant mass region 300 MeV/c2 < Mee < 700 MeV/c2 hav-
ing the advantage, that this region is dominated by the excess and mainly
consists of the in-medium ρ → e+e− contribution. The impact of system-
atic uncertainties in the hadron multiplicities (and the NN contributions) is
therefore minimized. The results are shown in fig. 6.18 together with data
measured in Ag+Ag and Au+Au collisions at

√
sNN = 2.42. The rise of the

excess with the number of participants is much more pronounced in this rep-
resentation compared to the RAA representation as no normalization to the
system size, i.e. the π0 multiplicity is performed. The data points roughly fall
together with the Au+Au data except the most peripheral data point, which
most likely is connected to Ag+C contamination in the 30− 40% centrality
class. The significantly lower Ag+Ag data points measured at

√
sNN = 2.42

are currently under investigation [172]. One possible interpretation of the
data would be linked to a temperature dependence of the excess yield. Thus
the excess yield increases with system size but also with temperature.

6.6 (transverse) momentum-differential analysis

With mean life times of τω = 7.5 · 10−23 s and τφ = 1.5 · 10−22 s of the vector
mesons ω and φ their decay length is in the order of a few tenth of fermi
(e.g. sω = (p/m) · 22.5 f m). This value is in the same order as the estimated
fireball lifetime of about τf b ∼ 25 f m[174], thus indicating that a fraction
of the produced vector mesons decays in the fireball, whereas a significant
part also decays outside the medium. The latter one can be enhanced select-
ing for high pair momenta in the reconstructed dielectron sample. Such an
analysis has previously been performed with HADES in p + Nb collisions
at
√

sNN = 3.18 GeV and is compared to p + p reference data in fig. 6.19

Figure 6.19: Dielectron spectra in p + Nb collissions at
√

sNN = 3.18 GeV and com-
parison to p + p data measured by HADES. Taken from [173].
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[173]. The dielectron sample has been split into pair momenta exceeding
pee > 800 MeV/c and those below. In the high momentum data, the p + Nb
agrees well with the p+p reference data both showing a clear signal peak
of the ω meson which is slightly shifted to lower values of invariant mass
(µ ≈ 770 MeV/c2, see the inset in fig. 6.19). This effect is shown to corre-
spond to energy loss of the electrons in the detector material only. The fitted
width is in the order of σ = 13− 19 MeV/c2 giving no hint to any broad-
ening in nuclear matter. The low momentum data on the other hand show
a significant enhancement in p + Nb below the ω pole mass paired with an
almost completely vanished peak structure. The interpretation is, that the
observed excess originates from ρ-like channels as it is the dominating con-
tribution to medium radiation, whereas the ω disappearance is linked to
in-medium absorption.

Figure 6.20: Two dimensional efficiency corrected same-event dielectron spectrum
in pair momentum pee vs. invariant mass Mee. The bins in pair mo-
mentum are indicated by black (3 bins) and additional in red (5 bins)
horizontal lines.

The HADES Ag + Ag data sample provides sufficient statistics in the ω

mass region to also perform a momentum differential analysis. The recon-
structed same-event dielectron spectrum is shown in fig. 6.20. The analysis
is carried out identically as described in section 4, including the efficiency
correction. The combinatorial background is estimated from the geometri-
cal mean of same-event like-sign pairs weighted with the k-factor according
to eq. 4.20. As the statistics is further reduced introducing the momentum
binning, it becomes even more crucial to use mixed-event spectra for the
background estimation at high invariant masses. The comparison between
same-event and mixed-event background is shown in fig. 6.21 in the case
of three bins in pair momentum, namely pee ≤ 600 MeV/c referred to as
low momentum bin in the following, the intermediate momentum bin in the
range 600 MeV/c < pee ≤ 1200 MeV/c and an high momentum bin with
pee > 1200 MeV/c. For normalization of the mixed event spectra the invari-
ant mass region of 400 MeV/c2 < Mee < 700 MeV/c2 is used. In all three
bins of pair momentum the agreement is on a high level and small devia-
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(a) Low pair momenta pee ≤ 600 MeV/c. (b) Medium pair momenta 600 MeV/c < pee ≤
1200 MeV/c.

(c) High pair momenta pee > 1200 MeV/c.

Figure 6.21: Comparison of the calculated combinatorial background distributions
from same-event and mixed-event like-sign dielectron spectra. Open
markers denote efficiency corrected data, while filled markers represent
raw data.

tions clearly originate from the lack of statistics in the same-event spectra.
For Mee > 400 MeV/c2 the combinatorial background is therefore calculated
from the mixed-event spectra. Furthermore, the effect of the efficiency correc-
tion is also shown in the comparison of the spectra, fig. 6.21. Being based on
single lepton efficiencies extracted from simulated electrons/positrons into
real data, it appears as an almost constant factor scaling up the reconstructed
spectra.

The resulting dielectron spectra in bins of the pair momentum are shown
in fig. 6.22, the amount of reconstructed pairs before and after the efficiency
correction listed in tab. 6.5. The small pair momentum bin contains the major
part of the π0-Dalitz yield, which vanishes almost completely for high pair
momenta. This reduction is also seen in fig. 6.19, whereas the yield at high
masses increases. Statistics decreases towards higher momenta as do the
combinatorics (but much stronger due to the quadratic correlation), resulting
in S/B >

∼ 1 in the medium momentum bin over the full invariant mass range
and S/B >> 1 with S/B|Mee=mω ≈ 8 in the high momentum bin.
Strong differences in the line-shape of the dielectron spectra are visible in the
ρ−ω mass region. Whereas a broad excess above the continuum is observed
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(a) Low pair momenta pee ≤ 600 MeV/c.

(b) Medium pair momenta 600 MeV/c < pee ≤ 1200 MeV/c.

(c) High pair momenta pee > 1200 MeV/c.

Figure 6.22: Efficiency corrected same-event, combinatorial background and signal
spectra in three bins of pair momentum.
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pee[MeV/c]
Npair in Mee[MeV/c2] bins

< 200 200 - 600 600 - 800 > 800

pee ≤ 600
uncorr. 1.042 · 106 6.564 · 104

434 26

ε corr. 2.342 · 106 1.431 · 105
941 56

600 < pee ≤
1200

uncorr. 1.488 · 105 3.770 · 104 1230 136

ε corr. 3.271 · 105 8.782 · 104
3075 338

pee > 1200
uncorr. 2.111 · 103 1.936 · 103

261 56

ε corr. 6.261 · 103 5.727 · 103
850 157

Table 6.5: Reconstructed and efficiency corrected number of pairs in bins of momen-
tum and invariant mass.

in the small and medium momentum bins, a peak structure is visible in the
high momentum data. With respect to this change in line-shape, the signal
spectra are also compared in three (five) bins of pair momentum in fig. 6.23

Figure 6.23: Dielectron signal spectra in three bins of pair momentum. Thermal fits
to the continuum for 500 MeV/c2 < Mee < 700MeV/c2 are shown as
dashed lines.
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Figure 6.24: Dielectron signal spectra in five bins of pair momentum. Thermal fits
to the continuum for 500 MeV/c2 < Mee < 700MeV/c2 are shown as
dashed lines.

(6.24) including a thermal fit to the continuum in the region 500 MeV/c2 <

Mee < 700MeV/c2 pointing out the excess in the ρ− ω mass region. There
are two different scenarios how to understand the observed differences. Both
of them rely on the assumption that the peak structure observed in the high
momentum data corresponds to the ω → e+e− signal.

• The ω → e+e− peak is hidden under some broad excess originating
from the ρ → e+e− contribution in the low momentum data. In this
case, a change in the line-shape of the ρ → e+e− contribution with
momentum is the consequence.

• Relating the excess to the ω → e+e− signal only in all momentum bins
implies a broadening of the ω with momentum and thus a broadening
in the medium, as low momentum data is dominated by in-medium de-
cays whereas high momentum ω-mesons more likely can escape from
the medium before decaying.

To conclude on one of the scenarios, i.e. in order to perform a line-shape
analysis of the ω → e+e− signal, the knowledge of the ρ line-shape is es-
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sential, which requires input from theory. According calculations will be
performed in near future. However, for the moment being, an analysis of the
momentum dependent ω production can be performed assuming the sce-
nario of an unmodified ω → e+e− signal. Therefore, a thermal momentum
distribution of the ω meson is simulated using the PLUTO event generator
with Te f f = 100 MeV/k. The ω multiplicity is then fitted in each momen-
tum bin, to describe the excess in the best possible manner, see fig. 6.25 for
an analysis in five bins of pair momentum. In the lower momentum bins
the broad excess can obviously not be removed completely by a comparably
small peak structure. Due to the obvious uncertainties in the extraction of
the ω yield, the obtained multiplicities can only serve as an upper limit. The
resulting ω multiplicity is shown in fig. 6.26 as

(a) (b)

(c) (d)
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(e)

Figure 6.25: Momentum dependent dielectron signal in five bins of invariant mass
(black data points). The excess observed in the ρ − ω mass region is
removed in each bin based on a simulated thermal distribution of the
ω → e+e− signal without medium modifications fitting the ω multi-
plicity to the spectra. Note the linear scaling.

Figure 6.26: ω multiplicity as a function of pair momentum. The data points are
extracted using a PLUTO based ω → e+e− simulation to describe the
observed excess in the ρ−ω mass region in each pair momentum bin.

a function of the mean pair momentum in the range of 700 MeV/c2 <

Mee < 800MeV/c2 in each of the bins. The errors, statistical and systematic
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are extrapolated from the corresponding errors in the invariant mass distri-
butions. The systematic error therefore does not include the ’scenario uncer-
tainty’. Instead of a flat distribution at a multiplicity of ωmult = 4.53 · 10−3 as
seen in the integrated spectra (compare chapter 5.9 and e.g. fig. 6.4) which
would have been expected in case of a thermal production of the ω-mesons,
a strong rise of the multiplicity with the pair momentum is seen. It can be
concluded, that in case of an unmodified ω → e+e− signal over the whole
range of pair momenta, the ω-meson production is by far not of thermal
nature. An in-medium absorption scenario as it has been observed in the
p + Nb data would be a reasonable explanation for the missing ω yield at
small pair momenta, as well as a broadening of the ω signal itself.

The modification of the line-shape of the dielectron spectrum observed as
a function of pair momentum can be even further pronounced switching into
the coordinate system of the fireball: As HADES is a fixed target experiment,
the fireball itself has a certain momentum in direction of the beam-line. In
order to select for dielectrons that are produced in- or outside the fireball the

Figure 6.27: Dielectron signal spectra in three bins of transverse pair momentum.
Thermal fits to the continuum for 500 MeV/c2 < Mee < 700MeV/c2

are shown as dashed lines.
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transverse pair momentum pt is a better choice as it is not biased by the fire-
ball momentum. The dieletron spectrum decomposed into three bins of pair
pt is shown in fig. 6.27. Comparing to the momentum differential analysis
(compare fig. 6.23), the observations are the same. For low pt a substantial
broad enhancement in the ρ−ω mass region is seen, which transform into a
narrow peak structure towards higher pt. However, the deviations from the
thermal continuum (fitted by a dashed line) are much stronger than in the
momentum differential case. An analysis identical to the momentum depen-
dent one is carried out confirming also quantitatively the obtained results.
The corresponding plots are shown in Appendix D, fig. D.9 - D.11.

Interestingly, in the highest pt bin, a second peak structure shows up at
invariant masses around 550 MeV/c2. The width compares rather well to
the one observed in the peak structure at ∼ 770 MeV/c2 indicating another
narrow resonance. In this invariant mass region no such resonance has ever
been measured before. This peak is already present in the uncorrected same-
event data (no background subtracted), see fig. 6.28a. Applying the efficiency

(a) Uncorrected same-event e+e− pairs for pt,ee > 0.7 GeV/c.

(b) Efficiency corrected same-event pairs, the same-event and
mixed-event BG and the resulting signal using the mixed-
event background for pt,ee > 0.7 GeV/c.

Figure 6.28: Detailed studies of the observed peak structure at Mee ∼ 550 MeV/c2

in the high pt data. Note the linear scale.
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correction (fig. 6.28b) leads to an up-scaling of the data but no changes in
the observed peak structure. The same- and mixed-event BG spectra agree on
a high level with differences originating from statistical fluctuations in the
same-event data. Subtracting the mixed-event background from the same-
event data yields the signal spectrum for pt,ee > 0.7 GeV/c also shown in fig.
6.27. Thus it can be excluded, that the observed peak structure is an artifact
from the analysis, but is a real signal that has to be understood.

A comparison with GiBUU calculations points out the possibility of the
observed peak structure being caused by the strongly helicity suppressed
η → e+e− decay channel [175] [176]. In the used GiBUU 2021 release this
decay channel is included with the upper limit as listed in the PDG 2018

data, (2.3 · 10−6) [6], yielding a similar enhancement in the dielectron spec-
trum in the observed invariant mass region. According to GiBUU calcula-
tions, this signal has no visible yield in the low (transverse) momentum data
as well as in elementary reactions because here the ρ → e+e− contribution
dominates the dielectron yield. Only in A+A collisions where the ρ spec-
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Figure 6.29: Dielectron signal spectra in three bins of transverse pair momentum.
Thermal fits to the continuum for 500 MeV/c2 < Mee < 700MeV/c2 are
shown as dashed lines. The data is efficiency and acceptance corrected
within the geometric acceptance of HADES.
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Figure 6.30: High pair pt invariant mass spectrum corrected for acceptance within
the geometric HADES acceptance.

tral function is medium modified and has a strongly reduced yield at high
pt this peak structure shows up. For a future quantitative comparison, the
experimental data is acceptance correction within the nominal geometric ac-
ceptance of HADES in fig. 6.29, see chapter 4.9 for details on this correction.
The high pt data bin is also shown in linear scale in fig. 6.30, where both
peak structures at Mee ∼ 550 and Mee ∼ 750 clearly show up in about the
same strength. The comparison to the ω → e+e− signal allows for a rough
estimation of the branching fraction of the η → e+e− assuming that the
first peak indeed can be identified therewith: The freeze out multiplicities of
ηmult = 0.14 (compare chapter 5.3) and ωmult = 4.53 · 10−3 (compare chapter
5.9) have been estimated earlier in this work. Assuming similar extrapolation
factors to the full phase space for the η and the ω, BR(η → e+e−)/BR(ω →
e+e−) = ηmult/ωmult holds. With BR(ω → e+e−) = 7.36 · 10−5 one derives
BR(η → e+e−) = 2.4 · 10−6 which corresponds to the upper limit listed in
the PDG data [6]. This value is of course a very rough estimate only and
thus has to be taken with care. However it points out, that the possible ex-
planation of the observed peak structure caused by the η → e+e− decay as
proposed by GiBUU does not stand in contradiction to previous measure-
ments. The correct understanding, interpretation and further investigation
of this peak structure is of huge relevance especially as this would be the
first measurement of this decay channel ever.
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S U M M A RY

In this work the analysis of Ag+Ag collisions at
√

sNN = 2.55 GeV measured
with the High Acceptance DiElectron Spectrometer (HADES) with respect to
dielectron production has been presented. The combination of the achieved
electron efficiency (∼ 0.7) paired with a high pion suppression factor (∼ 105)
and new methods of conversion electron recognition sets new standards and
yields dielectron spectra of unprecedented quality. For the first time ever,
signal-to-background values around unity are achieved for the whole invari-
ant mass region reaching up to the φ-meson mass.
In order to decompose the measured dielectron spectrum into its different
components, hadronic cocktail simulations are performed based on PLUTO.
The freeze-out multiplicities of the input hadrons are therefore estimated pre-
viously. For the π0 a multiplicity of π0

mult = 7.37± 0.43|sys± 0.11|stat has been
extracted being in agreement with charged pion measurements and TAPS
extrapolations. The measured η multiplicity of ηmult = 0.109 ± 0.018|sys ±
0.015|stat is significantly smaller than predicted by TAPS. A future efficiency
and acceptance correction with a high statistics simulation sample will yield
more precise results. Furthermore, the dielectron spectrum shows a clear sig-
nal of the ω → e+e− decay, which allows for a multiplicity extraction.
Lacking a measured NN reference at the energy of the Ag+Ag data, ele-
mentary reactions are simulated using the transport model GiBUU. Sub-
tracting the relevant NN channels and the hadronic cocktail from the di-
electron signal spectrum the in-medium contribution is isolated. A ther-
mal fit allows for the estimation of a mean medium temperature of kT =

(77.9 + 3.7− 2.9) MeV being in agreement with previous HADES measure-
ments in Au+Au collisions, although at slightly lower energy.
The observed in-medium contribution is quantified by the dielectron excess
ratio RAA aligning in accordance to the system size in between of the HADES
Au+Au and Ar+KCl data.
A (transverse) pair momentum dependent analysis of the dielectron yield
reveals modifications in the ρ− ω invariant mass region. Whereas a broad
enhancement above the thermal continuum is observed in the low (trans-
verse) momentum data, a peak structure is visible for high (transverse) mo-
menta. A possible modification, i.e. broadening, of the ω spectral function
in the medium needs theoretical input for the ρ line-shape for confirmation.
In the high transverse momentum data a second peak shows up at around
Mee ∼ 550 MeV that is also seen in GiBUU simulations and therein identified
as η → e+e− contribution.
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D I L E P T O N S I N T H E O RY

In the second part of this work, the calculation of spectral functions with the
Functional Renormalization Group (FRG) including one-loop self-energies
in a self-consistent way will be presented, which has already been published
in [177]. This first chapter is intended to give a general overview on how
and why to address spectral functions in theory. The general method and
the basic underlying concepts of this work are presented in the second chap-
ter while results are shown in the third.

The central object in the calculation of thermal electromagnetic (em) emis-
sion rates of a strongly interacting medium is the current-current correlation
function Πµν

em. It is defined as

Πµν
em(q0, q) = −i

∫
d4xeiq·xΘ(x0)〈〈[jµ(x), jν(0)]〉〉 , (8.1)

with the photon energy q0, three-momentum q and where the latter part
represents the thermal expectation value of the retarded em current operator
where the dependence on T and µB arises from. From the imaginary part, the
em spectral function, one can directly access thermal photon and dilepton
rates [178] via

q0
dNγ

d4xd3q
= −αem

π2 f B(q · u; T)ImΠEM(q0 = q; µB, T) , (8.2)

q0
dNll

d4xd4q
= − α2

em
M2π3 L(M2) f B(q · u; T)ImΠEM(M, q; µB, T). (8.3)

Here, the Jüttner function f B [179] represents a Boltzmann distribution ex-
tended to include special relativity. As dileptons do carry an invariant mass
M2 = q2

0 − q2, in contrast to real photons, the dilepton rate additionally de-
pends on a corresponding phase space factor L(M2)/M2.
In the vacuum, ImΠvac

EM is very well know from e+e− annihilation experi-
ments, where it can be measured as a direct consequence of the time-reversal
invariance of electromagnetic and strong interactions. It is obtained via the
so-called R-ratio (which is more famous for the proof of the existence of
color in QCD, Nc = 3) defined as

R =
σtot(e+e− → hadrons)
σtot(e+e− → µ+µ−)

= Nc ∑
q

e2
q

e2 ∝
ImΠvac

EM
M2 (8.4)
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Figure 8.1: Compilation of measured data for σtot(e+e− → hadrons) normalized to
σtot(e+e− → µ+µ−). Taken from [182].

and shown in fig. 8.1. It is observed, that in the low-mass regime ImΠvac
EM

is dominated by the contributions of the light vector mesons ρ, ω, φ giving
rise to the Vector-Meson-Dominance (VMD) model, introduced first in [180],
where a mixing between vector mesons and virtual photons is assumed.
Within the VMD e.g. the dimuon data measured with NA60 can be well
described, see [181]. Πvac

EM can therefore be written for M / 1.1 GeV as

ImΠvac
EM(M) = ∑

V=ρ,ω,φ

(
m2

V
gV

)2

ImDvac
V (M) . (8.5)

ImΠEM is mainly determined by the ρ-meson (relative strength of 10:1:2
for ρ : ω : φ [174]), which therefore moved into the centre of attention. With
increasing masses (M > 1.5 GeV) a perturbative regime is reached (short
interaction distances), where the em spectral function in the vacuum can be
calculated to

Πvac
EM(M) = − M2

12π

(
1 +

αs(M)

π
±O

((
αs(M)

π

)3
))

NC ∑
q=u,d,s

e2
q , (8.6)

which undergoes restrictions close to the charm and bottom threshold,
where additional non-perturbative effects arise. Concluding, dielectron mea-
surements would agree with the spectral shape of e+e− → hadrons folded
with some temperature evolution of the system if there were no medium
effects. This applies to regions far away from resonances. In the low-mass
regime on the other hand, medium modifications of the resonance spectrum
leave their fingerprint and can therefore be studied. E.g., chiral sum rules
show a connection between the quark condensate explicitly breaking chiral
symmetry (compare chapter 1) and the spectral functions of vector and axial-
vector mesons [183]. A possible chiral restoration would manifest in the de-
generation of the spectral functions of chiral partners, with the ρ and the a1
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(a) in the vacuum

(b) close to the critical endpoint

Figure 8.2: Spectral functions of the ρ and a1 at different values of T, µB. Note the
linear scale in the upper and the logarithmic scale in the lower figure.
For details see text. Taken from [184].

being the most prominent example in the present content. Exemplary, results
of a calculation of their spectral functions in a baryon-meson, more specific
parity-doublet, model within the Functional Renormalization Group (FRG)
are shown in fig. 8.2 for different regions in the model dependent phase
diagram [184]. The upper figure shows the spectral functions of the ρ and
a1 in the vacuum. In this energy range, the ρ is a pure two-pion resonance
(ρ → ππ is the only possible decay channel) with its PDG pole mass of
mρ = 775 MeV/c2 and a width of about Γρ ∼ 100MeV/c2, being comparable
to the experimental value of ΓPDG

ρ ∼ 150MeV/c2. The a1 spectral function is
a very broad peak in the region of ω ≈ 1000− 1600MeV due to a superimpo-
sition of the processes a1 → ρπ and a1 → σπ. Close to the critical endpoint
(lower panel of fig. 8.2), both spectral functions approach each other with
only minor changes in the ρ spectral function (note the change from linear
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to logarithmic scale), but significant medium modification occurring to the
a1. Here, a strong shift in mass towards lower values and also a broadening
is seen. This behaviour indicates the emerging restoration of chiral symme-
try, possibly leading to a complete degeneracy of both spectral functions at
higher densities. The, compared to the vaccum case, additional structure at
around ω ≈ 240 MeV arises from processes of baryon resonance formation
(ρ/a1 + N1 → N2) possible at such energies, which is a prediction of the
parity-doublet model.

Summarizing, reliable calculations of spectral functions are the key ob-
servable in theory to access dilepton production and thus understand and
interpret experimental measurements.



9
C O N C E P T I O N A L B A S E L I N E

9.1 introduction to the functional renormalization group

The Functional Renormalization Group (FRG) is a non-perturbative contin-
uum framework mostly used to study quantum field theories usually for-
mulated in Euclidean space-time, see e.g. [185], [186], [187]. it aims at an
understanding of the macroscopic physics in terms of the basic microscopic
interactions. Therefore one starts with an ansatz for the classical action S [φ]
at some high energy or momentum scale, the ultraviolet (UV) cutoff. The
central object in FRG then is the scale dependent effective action Γ [φ], then
called average effective action, providing the connection between the UV and
the infrared (IR) regimes. Lowering the RG energy scale k from the UV to the
IR, more and more quantum fluctuations are included, integrating out mo-
mentum shell by momentum shell as described by Wilson’s coarse-graining
procedure [188], [189].

The effective action is the generating function of the one-particle-irreducible
(1PI) correlation functions in a theory, which are such diagrams, that can not
be disconnected by cutting a single internal line. It is obatined from the gen-
erating functional Z [J] of the full Green functions for the source field J (x),
which writes as

Z [J] =
∫
Dϕexp

(
−S [ϕ] +

∫
d4xJ (x) ϕ (x)

)
(9.1)

in the Euclidean path integral formalism with some generic field ϕ(x).
The connected n-point Green functions are derived from the generating func-
tional for the connected Green functions

W [J] = log Z [J] . (9.2)

The effective action is defined as a Legendre transformation of W [J] w.r.t.
the expectation value of the field ϕ(x) in presence of the source J (x), φ(x) =<

ϕ(x) >,

Γ [φ] = sup
J

(∫
d4xJ (x) φ(x)−W [J]

)
. (9.3)

There are different ways of addressing Γ [φ], such as a direct computa-
tion or via a vertex expansion leading to the Dyson-Schwinger equations
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[190], [191]. This work relies on the computation of Γ [φ] based on RG con-
cepts [192], where a solution via Wilsons idea of integrating out momentum
shell by momentum shell is performed. Therefore a regulator function Rk is
introduced suppressing momenta below the RG energy scale k. The scale-
dependent analogues to the generating functionals W [J] and Γ [φ] then read

Wk [J] = log
∫
Dφ exp

(
−S [ϕ]− ∆Sk [ϕ] +

∫
d4xJ (x) ϕ (x)

)
, (9.4)

Γk [φ] = sup
J

(∫
d4xJ (x) φ(x)−Wk [J]

)
− ∆Sk [φ] (9.5)

with the regulator insertion

∆Sk [ϕ] =
1
2

∫ d4q
(2π)4 φ(−q)Rk(q)φ(q). (9.6)

It is quadratic in the field φ and therefore acts as a mass terms. The regu-
lator function Rk itself has to satisfy two conditions, which are

(i) in case k � q, Rk(q) has to behave as ∼ k2 to ensure IR regularization
[193]

(ii) for q� k the regulator has to vanish in order to ensure Zk→0 [J]→ Z [J]
and Γk→0 → Γ.

Γk interpolates from the classical action S [ϕ] at the UV cutoff Λ to the
effective action Γ [φ]. At intermediate scales, the effective average action de-
pends on the choice of the regulator. The scale dependence of Γk is given by
an exact flow equation called Wetterich equation [192] [194] which splits into
a bosonic and a fermionic part. In the quark-meson model which this work
is based on, it reads

∂kΓk
[
φ, ψ, ψ

]
=

1
2

Tr
{

∂kRB
k

(
Γ(2,0,0)

k

[
φ, ψ, ψ

]
+ RB

k

)−1
}

−Tr
{

∂kRF
k

(
Γ(0,1,1)

k

[
φ, ψ, ψ

]
+ RF

k

)−1
}

.
(9.7)

A detailed derivation is available in e.g. [195].

9.2 flow equation for the average effective action in the

O(4) model

The quark-meson model is a low-energy effective chiral model of QCD. In
two flavors, its degrees of freedem are given by those of two quarks and
the three pions and the sigma meson. In this work we neglect any quark
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contribution, leading to the O(4) model. The Euclidean Lagrangian is therein
given by

LE
O(4) =

1
2
(
∂µσ

)2
+

1
2
(
∂µ~π

)2
+ U (σ, ~π) (9.8)

where the blue term represents the kinetic part and the effective mesonic
potential is shown in green. The potential is of the form

U (σ, ~π) = U
(
φ2)− cσ (9.9)

and consists of a chirally invariant part U
(
φ2) and an explicit breaking

term cσ.
In general, the two-point functions Γ(2)

k in eq. (9.7) have themselves to be ob-
tained from their according flow equations as given by the Wetterich equa-
tion. Therefore, they will depend on three- and four-point functions leading
to an infinite stack of flow equations which has to be truncated at some
point. This can be achieved choosing a suitable ansatz for the functional
form of the effective action. At first, such an ansatz and the subsequent
derivation of a flow equation will be carried out for the standard Local-
Potential-Approximation (LPA) procedure to calculate pion and sigma spec-
tral functions as it has been first proposed in [196]. In this work it is used for
reference purpose.

9.2.1 Analytically continued LPA flows

Based on the Lagrangian in eq. (9.8), an ansatz for the average effective action
can be derived within the local potential approximation (Zk(φ) = 1, Yk(φ) =

0 in an derivative expansion). It reads

Γk [φ] =
∫

d4x
(

Uk
(
φ2)− cσ +

1
2
(
∂µφ

)2
)

. (9.10)

The second functional derivative of this ansatz now can be straight for-
ward calculated to be

δΓk[φ]

δφi(q)
= q2φi(−q) + 2U′k(φ

2)φ(−q) , (9.11)

δ2Γk[φ]

δφj(q′)δφi(q)
= (q2δij + 2U′k(φ

2)δij + 4U′′k (φ
2)φi(−q)φj(−q′))(2π)4δ(4)(q+ q′).

(9.12)

Inserting the expectation value φ0 = (σ0, 0, 0, 0) it reads

δ2Γk[φ]

δφj(q′)δφi(q)
= Γ(2)

k,φiφj
= δij(2π)4δ(4)(q + q′)(q2 + m2

φi
) (9.13)
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with the euclidean/curvature masses (Γ(2)
k (0) = (mc

k)
2, ρ = φ2)

mc
σ,k =

√
2U′k(ρ) + 4U′′k (ρ)σ

2, (9.14)

mc
π,k =

√
2U′k(ρ). (9.15)

To obtain a flow equation for the average effective action, eq. (9.13) is
inserted into the Wetterich equation, eq. (9.7). In the version of the quark-
meson model used in this work (no quarks), the Wetterich equation simpli-
fies to

∂kΓk [φ] =
1
2

Tr
{

∂kRB
k

(
Γ(2)

k [φ] + RB
k

)−1
}

(9.16)

as only the bosonic part remains.
We note, that with the effective potential carrying the only scale dependence,
the Wetterich equation transforms into a flow equation of the effective po-
tential (∂kΓk = ∂kUk). It then reads

∂kUk =
1
2

∫ d4q
(2π)4

∂kRB
k

Γ(2)
σσ + RB

k

+
3
2

∫ d4q
(2π)4

∂kRB
k

Γ(2)
ππ + RB

k

, (9.17)

where the first term represents the σ contribution and the second one the
three pions. As bosonic regulator function RB

k = (k2 −~q2)Θ(k2 −~q2) [197]
has been chosen which clearly satisfies the previously mentioned conditions.
This three dimensional regulator only acts on the momenta and does not
regulate the energy components. The consequence is a breaking of the Eu-
cledean O(4) symmetry, which however is found to be of minor nature only
[196]. The huge advantage in this choice of the regulator is a tremendous
simplification of the analytic continuation procedure.
Flow equations for the two-point function are derived from the Wetterich
equation taking two functional field derivates to

∂kΓ(2)
σ,k(p) = 3(Γ(3)

σπ,k)
2 Jπ,k(p) + (Γ(3)

σ,k)
2 Jσ,k(p)− 3

2
(Γ(4)

σπ,k)
2 I(2)π,k −

1
2
(Γ(4)

σ,k)
2 I(2)σ,k

∂kΓ(2)
π,k(p) = (Γ(3)

σπ,k)
2 Jπσ,k(p) + (Γ(3)

σπ,k)
2 Jσπ,k(p)− 3

2
(Γ(4)

π,k)
2 I(2)π,k −

1
2
(Γ(4)

σπ,k)
2 I(2)σ,k .

(9.18)

Explicit expressions for the four-point vertex functions and the loop func-
tions are available e.g. in [195]. The three-point vertex functions will also be
used in the self-consistent one-loop calculation presented in the following
and are given by

Γ(3)
σ,k = 12 σ U′′k (ρ) + 8 σ3 U′′′k (ρ),

Γ(3)
σπ,k = 4 σ U′′k (ρ) .

(9.19)



9.2 flow equation for the average effective action in the O(4) model 163

9.2.2 Self-consistent one-loop (SC1L) flows

The aim of this work (all methods and results presented are published in
[177]) is to calculate spectral functions including parametrizations of self-
energies based on explicit analytic one-loop expressions to the FRG calcu-
lations for the potential Uk. Therefore, self-energy expressions of the form
Σk(x) are added to the ansatz for the effective average action given in eq.
(9.10). It then reads

Γk [φ] =
∫

d4x
(

Uk
(
φ2)− cσ +

1
2
(
∂µφ

)2
)
− 1

2

∫
d4xd4y φ(x)Σk(x− y; σ)φ(y)

(9.20)

and thus

Γ(2),1L
σ,k (p) = p2 + (mc

σ,k)
2 −Πσ,k(p)

Γ(2),1L
π,k (p) = p2 + (mc

π,k)
2 −Ππ,k(p) ,

(9.21)

with the corresponding self-energies in momentum space

Πk(p) =
∫

d4x e−ipx Σk(x; σ) , (9.22)

which are generally derived in appendix E.
For the pion and the sigma meson, different one-loop processes are rele-

vant that are graphically shown in fig. 9.1. As there are three different pions,
an according factor arises in the weighting of σ → ππ → σ. Both diagrams
for the pion self-energy Ππ degenerate.

Πσ,k
3

2

π

π

1

2

σ

σ

Ππ ,k
1

2

π

σ

1

2

σ

π

Figure 9.1: Diagrammatic representation of the contributions to the one-loop self
energy of the sigma and the pion propagator. Taken from [177].

Summarizing, the self-energies for the pion and sigma can be written as

Πσ,k(p) = 3
g2

σπ,k

16π2 ΠR(p2, mp
π,k, mp

π,k) +
g2

σ,k

16π2 ΠR(p2, mp
σ,k, mp

σ,k)

Ππ,k(p) = 2
g2

σπ,k

16π2 ΠR(p2, mp
σ,k, mp

π,k) ,

(9.23)
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where gσ,k and gσπ,k are the scale-dependent three-point σ and σ-π coupling
constants. mp

σ,k and mp
π,k denote the scale-dependent pole masses, that now

differ from the curvature masses. The renormalization of the self-energies
is performed by zero-momentum subtraction, thus ΠR(p) = Π(p) −Π(0),
which would be UV divergent otherwise. Therefore the relation between the
zero-momentum two-point function and the effective potential and curva-
ture mass, Γ(2),1L

k (0) = (mc
k)

2 remains unchanged by construction compared
to the LPA case.
The scale-dependent coupling constants gσ,k and gσπ,k are derived from Uk
the same as in the LPA case, eq. (9.19). The derivatives of the potential are
evaluated at the scale-dependent minimum ρ0,k, which itself is derived from
eq. (9.17) as in the LPA case, but with the modified two-point function includ-
ing the self-energies, eq. (9.21). As regulator function, the four-dimensional
Litim regulator [197] is used,

Rk(p) = (k2 − p2)Θ(k2 − p2). (9.24)

We define the particles pole masses as the zero crossings of the real parts
of the corresponding two-point functions, ReΓ2(mp) = 0. These are then
given by the solutions of

(mp
σ,k)

2 = (mc
σ,k)

2 − Re Πσ,k(p)
∣∣∣
−p2=(mp

σ,k)
2

,

(mp
π,k)

2 = (mc
π,k)

2 − Re Ππ,k(p)
∣∣∣
−p2=(mp

π,k)
2

.
(9.25)

Both equations have to be solved simultaneously at each scale k, as the
self-energies themselves depend on both pole masses each. They yield the
scale-dependence of the mass parameters in a self-consistent manner that
further determines the resonance positions and decay thresholds. After solv-
ing this self consistent system of equations for the two-point functions and
the effective potential and calculating the couplings and pole masses, one
can immediately obtain the spectral functions via analytical continuation of
the two-point functions. At zero temperature analytic continuation is per-
formed replacing the Euclidean momentum p0 by a real frequency ω like

p0 → −i(ω + iε) , (9.26)

in the limit ε → 0+. The spectral function are defined as the imaginary
parts of the retarded propagators DR

k = −Dk(−i(ω + iε)) and thus can
be calculated from the corresponding two-point function with retarded self-
energies

ρk(ω) = − 1
π

Im DR
k (ω) =

1
π

Im Γ(2),R
k (ω)(

Re Γ(2),R
k (ω)

)2
+
(

Im Γ(2),R
k (ω)

)2 . (9.27)
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9.2.3 Numerical Implementation

The effective potential is chosen to be of the form

U(ρ) = b1ρ + b2ρ2 − cσ (9.28)

for the LPA and the SC1L setup. The values for b1, b2 and c are tuned such,
that the IR values of the pion decay constant and the obtained pole masses
agree with the PDG listed masses. The pion decay constant can be identified
with the IR minimum of the effective potential, σ0,IR. However, in the SC1L
setup this value has to be corrected due to non-vanishing wave-function
renormalization factors as discussed later. As UV cutoff Λ = 500 MeV has
been used along an IR scale of k IR = 40 MeV. Results at scales k < k IR are
obtained via extrapolation. All parameters are summarized in tab. 9.1.

b1 [Λ2] b2 c [Λ3] fπ [MeV] mp
π [MeV] mp

σ [MeV]

LPA -0.32456 3.923 0.014 93.0 135 352

SC1L -0.22524 3.372 0.014 93.0 135 324

Table 9.1: Numerical values for the parameters of the effective potential in the UV
for the LPA setup and the self-consistent one-loop setup (SC1L) and the
resulting values for the pion coupling constant and the pole masses in the
IR.

In order to solve the flow equation for the effective potential, eq. (9.17),
the numerical so-called grid-method is used. It is based on a discretization
of the field variable ρ into equidistant grid points [198]. The flow equation
is reduced to a set of ordinary coupled differential equations, that can be
solved applying standard techniques, where the required first and second
order derivatives are obtained using the method of finite differences. To
check for numerical stability, the number of grid points was varied within
N ∈ [100, 300] in a ρ−field range of ρ ∈ [0, 1402] MeV/c2 and another nu-
merical technique, the Kurganov-Tadmor finite volume technique [199] has
been implemented all yielding the same results.
Having the scale dependent effective potential at hand, all other observables
can be analytically calculated in the SC1L setup. In the LPA case, the solu-
tion for the effective potential is used as input to the flow equations for the
two-point functions, which are then solved using the grid method. In both
cases spectral functions are obtained according to eq. (9.27).
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In this chapter the results obtained from the LPA and the SC1L setups pre-
sented in the previous chapter are shown. At first the pole and curvature
masses, the couplings and the effective potential with its minimum are dis-
cussed, for both setups each. Second, also the extracted two-point functions
and the resulting spectral functions will be presented. All results have al-
ready been published in [177].

10.1 masses , couplings and the effective potential

Due to the non-trivial momentum dependence in the SC1L propagators, the
wave function renormalization factors Zσ and Zπ do not vanish in the SC1L
setup as they do in the LPA case. They are given by the second partial deriva-
tive of the two-point function in momentum,

Zπ,k =
∂Γ(2)

π,k(p2)

∂p2

∣∣∣∣∣∣
p=0

, Zσ,k =
∂Γ(2)

σ,k(p2)

∂p2

∣∣∣∣∣∣
p=0

. (10.1)

The obtained wave function renormalization factors are shown as a func-
tion of the energy scale k in fig. 10.1. In case of the pion, Zπ is close to one and
almost scale independent with Zπ,k=Λ = 1.07 at the UV scale Λ = 500 MeV
and Zπ,k=0 = 1.06 in the IR. The sigma wave function renormalization factor
is much larger with Zσ,k=Λ = 1.80 and Zσ,k=0 = 1.58 and heavily depends
on the scale k.
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Figure 10.1: The wave function renormalization factors Zπ,k and Zσ,k as a function of
the RG scale k for the self-consistent one-loop setup. Taken from [177].
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The effective potential Uk(ρ) is shown in fig. 10.2 for the LPA and the SC1L
setup in the IR and the UV each. The minimum is located at large σ-values
reflecting spontaneous symmetry breaking. This is a natural consequence as
the bosonic fluctuations getting included lowering the energy scale k tend to
restore chiral symmetry. Differences in the UV potential in both setups arise
from the choice of parameters that are optimzied such, that the IR values
of the pion decay constant (the minimum of the potential) and the pole
masses agree. Therefore also the shape of the potential agrees in the IR. As
the additional one-loop expressions in the SC1L setup tend to suppress the
bosonic fluctuations and such the symmetry restoration, the degree of chiral
symmetry breaking is lower in the SC1L case in the UV identified with the
minimum located at smaller σ values.
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Figure 10.2: The effective potential Uk(ρ) obtained from the LPA flow as well as the
SC1L flow are shown in the UV and in the IR, both normalized to zero
at σ = 0, and with the UV potentials divided by a factor of 2 for better
comparison. Taken from [177].

Having the wave function renormalization factors at hand, the minimum
of the effective potential σ0,k identified with the pion decay constant fπ can
be compared for the LPA and SC1L setup, see fig. 10.3. It therefore has to be
weighted with

√
Zπ,k in the SC1L case (σ̄0,k = σ0,k ·

√
Zπ,k). As already ob-

served from the effective potential in the IR and UV (fig. 10.2) the minimum
is shifted towards lower values, lowering the scale with the same arguments
holding.

The three-point vertex functions corresponding to the scale-dependent
couplings gσ,k and gσπ,k are shown in fig. 10.4 vs. the energy scale k in the
LPA and SC1L setup normalized to the IV cutoff. The couplings are obtained
from the derivatives of the effective potential (see eq. (9.19)) and such mirror
its slope and curvature. Therefore the values in the SC1L setup are generally
smaller compared to the LPA setup. In case of gσ,k both approach each other
lowering the energy scale and almost agree in the IR, see tab. 10.1 for explicit
values. The ππσ vertex-coupling gσπ,k is about three to four times the value
of gσ,k and significantly larger in the LPA case over the whole energy scale.

In fig. 10.5 the Euclidean curvature masses as calculated from the effective
potential (see eq. (9.14), (9.15)) and the pole masses are shown for the LPA
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Figure 10.3: The scale-dependent minimum of the effective potential for the LPA
setup, σ0,k and the renormalized minimum obtained for the self-
consistent one-loop setup σ̄0,k. Taken from [177].
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Figure 10.4: Flow of the three-point coupling constants gσππ,k and gσσσ,k for the LPA
and the self-consistent one-loop setup. Taken from [177].

setup, which agree in the UV by construction. The pole masses are calculated
from the zero crossings of corresponding two-point functions. In case of the
pion, the pole and curvature masses agree over the whole energy range and
reach values of mp,IR

π = 135 MeV/c2 and mc,IR
π = 137 MeV/c2, respectively,

where the parameter set of the effective potential has been tuned such, that
the pole mass corresponds to its experimental value. For the sigma, the pole
mass drops faster than the curvature mass. At about k = 110 MeV, a sudden
increase in the pole mass of the sigma is observed. This is caused by the de-

cay channel σ→ ππ moving there (decay threshold is E =

√
k2 +

(
2mc,k

π

)2
).

Therefore the σ is no longer stable and thus its spectral function suddenly
changes from a δ-function to a broad resonance increasing the pole mass.
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Figure 10.5: The Euclidean curvature masses in comparison to the real-time pole
masses of the sigma and pion calculated with the LPA setup. Taken
from [177].

The obtained masses in case of the SC1L setup are shown in their scale
dependence in fig. 10.6. Here, the renormalized curvature masses are defined
as

m̄c
π,k ≡ mc

π,k/
√

Zπ,k , m̄c
σ,k ≡ mc

σ,k/
√

Zσ,k (10.2)

with the wave function renormalization factors as previously introduced,
see eq. (10.1). As in the LPA setup, the pion masses do not show any ma-
jor scale dependence. The behavior of the sigma masses overall also agrees
with the LPA case, however the pole and cuvature mass disagree already
in the UV due to the additional one-loop structure in the propagator. For a
compilation of numerical values in the IR see tab. (10.1).
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Figure 10.6: The Euclidean curvature masses with and without the wave function
renormalization factor in comparison to the real-time pole masses.
Taken from [177].
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gσ gσπ mc
π m̄c

π mp
π mc

σ m̄c
σ mp

σ

[Λ] [Λ] [MeV] [MeV] [MeV] [MeV] [MeV] [MeV]

LPA 18.0 3.70 137 - 135 437 - 352

SC1L 15.5 3.58 140 135 135 425 338 324

Table 10.1: Numerical values for the coupling constants, the curvature masses, the
renormalized curvature masses, and the pole masses as obtained with
the LPA and the self-consistent one-loop (SC1L) setup in the IR.

10.2 two-point functions and spectral functions

The real and imaginary parts of the two-point functions reveal the decay
thresholds of the sigma and pion. These are determined by the curvature
masses in the LPA setup and the pole masses in the SC1L case, correspond-
ing to the zero-crossings of the real parts of the two-point functions. In fig.
10.7 and 10.8 the real and imaginary parts are shown in the IR. In case of
the pion both setups agree very well. The only possible threshold is one off-
shell pion decaying into an on-shell pion and sigma (π? → πσ) given by
the according masses and therefore shifted comparing the LPA to the SC1L
setup by about ∆ω ≈ 110 MeV. For the sigma, the LPA and SC1L calcula-
tions agree for small energies, but strongly differ at higher ones. The decay
threshold of one off-shell sigma decaying into two on-shell pions (σ? → ππ)
is located at the almost identical energy due to the pion masses being very
similar. The SC1L setup clearly shows a second threshold referring to an off-
shell sigma decaying into two on-shell ones (σ? → σσ), which is not visible
in the LPA one. Additionally, in the LPA setup, the real and imaginary part
of the sigma two-point function shows a divergence at ω ≈ 950 MeV. These
differences are generally explained by the cutoff sensitivity of the LPA setup
at higher energies, where it thus becomes less reliable.
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Figure 10.7: The real part of the pion and sigma two-point functions vs. the external
energy ω in the IR as obtained from the LPA setup as well as from the
self-consistent one-loop setup. Taken from [177].
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Figure 10.8: The imaginary part of the pion and sigma two-point functions vs. the
external energy ω in the IR as obtained from the LPA setup as well as
from the self-consistent one-loop setup. Taken from [177].

In the following the spectral functions of the sigma and pion obtained in
both setups will be discussed. They are calculated according to eq. (9.27)
and shown in fig. 10.9 (ε = 0.1 MeV) and fig. 10.10 (ε = 0 MeV). The pion
spectral function shows a narrow peak (ε = 0.1 MeV) at its pole mass, which
transforms into a δ-function in the limit ε → 0. The decay threshold into a
pion and a sigma meson is visible as also in the two-point functions previ-
ously presented. At values below this threshold, the pion spectral function
totally vanishes for ε → 0. Also the sigma spectral function mimics the be-
haviour of the two point functions. In the SC1L setup two thresholds are
visible at ω = 2mp

π (σ? → ππ) and ω = 2mp
σ (σ? → σσ), whereas in the

LPA calculation only the first threshold is visible but a pole at ω ≈ 950 MeV
which is an artifact of the LPA UV values.
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Figure 10.9: The pion and sigma spectral functions vs. the external energy ω in the
IR as obtained from the LPA setup and from the self-consistent one-
loop setup for ε = 0.1 MeV. Taken from [177].
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Figure 10.10: The pion and sigma spectral functions vs. the external energy ω in
the IR as obtained from the LPA setup and from the self-consistent
one-loop setup for ε = 0 MeV. Taken from [177].

10.3 summary and discussion

In this work the calculation of spectral functions within a self-consistent way
using parametrizations of self energies as direct input to the ansatz for the
average effective action has been presented. The results were compared to
an established LPA calculation. The most remarkable result within the pre-
sented method is the efficiency of the calculation. As only couplings and pole
masses carry a scale dependence and have to be calculated, this scheme is
comparably economic. Furthermore the implementation is straight forward
and the explicit analytic structures provide a clear understanding.
However, the SC1L setup as presented is limited to one-loop processes only
and thus can not resolve higher order contributions such as vertex correc-
tions and processes involving more particles. Including such processes in an
analytic form into the current setup is possible, but at the cost of its simplic-
ity. Nevertheless it is possible to test the effect of these structural limitations
as done in [177] feeding back the momentum dependence of the two-point
functions in the flow for the effective potential and the two-point functions
themselves. The results however, do not differ much from the SC1L setup,
with the only important improvement being a smearing of the unphysically
sharp threshold for π? → σπ. Regarding a possible phenomenological ap-
plication, where other processes are involved, this would anyway be less sig-
nificant as these would provide smearing. Overall the comparison justifies
the use of the numerically much more economic SC1L setup which provides
very robust results.
Summarizing, the SC1L approach is very well suited to serve as a starting
point for more realistic calculations of e.g. spectral functions in a strongly
interacting warm and dense medium. It is therefore planned to extend this
setup to finite temperatures and densities in a next step.
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F O R M U L A S

The probability to detect nd of N produced lepton pairs follows a binomial
distribution and is therefore given by

ωd(nd) = B(nd, N, εd) (A.1)

with the detection probability of a single pair εd. There are three different
ways of not detecting a lepton pair: Either only the e− (the total amount of
these pairs is in the following denoted with n−), the e+(n+) or none of both
(n0) is found. The according multinomial distribution with the normalization
conditions N − nd = n0 + n+ + n− and Σiεi = 1 reads

ωd̄(n0, n−, n+) = M(n0, n+, n−, N − nd, ε0, ε+, ε−) (A.2)

The detection probability distribution of a single e−/e+ for a given N and
nd can be expressed as a sum of such multinomial distributions wd̄(n0, n−, n+)

ωn+ =
N−nd

∑
n−=0

M(n0, n+, n−, N − nd, ε0, ε+, ε−)

wn− =
N−nd

∑
n+=0

M(n0, n+, n−, N − nd, ε0, ε+, ε−) (A.3)

The number of reconstructed unlike-sign pairs (not only true pairs nd) is
given by a summation over all possible values of nd

〈N+−〉 = ∑
nd

〈n+−〉B(nd, N, εd) (A.4)

with

〈n+−〉 = n2
d + nd

N−nd

∑
n+=1

n+ω(n+) + nd

N−nd

∑
n−=1

n−ω(n−)

+
N−nd

∑
n+=1

N−nd

∑
n−=1

n+n−ω(n+, n−) (A.5)
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denoting the amount of reconstructed unlike-sign pairs for a given value
of N and nd.
Inserting the definition of expectation values

N−nd

∑
n±=1

n±ω(n±) = E(n±) = ε±(N − nd) (A.6)

it follows

〈N+−〉 = ∑
nd

[n2
d + ndε+(N − nd) + ndε−(N − nd)+

〈n+n−〉B(nd, N, εd) (A.7)

with the expectation value of the product of single reconstructed electrons
and positrons 〈n+n−〉. As n+ and n− depend on each other, the expectation
value of their product is calculated using the displacement law to

〈n+n−〉 = 〈n+〉〈n−〉+ cov(n+n−)

= ε+ε−(N − nd)
2 + 〈(n+ − 〈n+〉)(n− − 〈n−〉)〉

= ... = ε+ε−(N − nd)
2 − ε+ε−(N − nd). (A.8)

After rewriting it follows

〈N+−〉 = ∑
nd

[(nd + (ε+(N − nd)))(nd + (ε−(N − nd)))−

ε+ε−(N − nd)]B(nd, N, εd) (A.9)

Now, the summation can be carried out which leads to

〈N+−〉 = (1− ε+ − ε− + ε+ε−)〈n2
d〉

+ (ε+N + ε−N − 2ε+ε−N + ε+ε−)〈nd〉+ ε+ε−N2 − ε+ε−N (A.10)

With 〈nd〉 − εdN and cov(nd, nd) = var(nd) = εdN(1− εd) it simplifies to

〈N+−〉 = [εd + ε+(1− εd)][εd + ε−(1− ε+)](N2 − N) + εdN (A.11)

Averaging over N leads to the unlike-sign foreground consisting of unlike-
sign combinatorial background and true pairs:
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〈FG+−〉 = ∑
N
〈N+−〉P(N)

= [εd + ε+(1− εd)][εd + ε−(1− ε+)](〈N2〉 − 〈N〉) + εd〈N〉
= BG+− + S (A.12)

Now, the amount of like-sign pairs is calculated. The steps are analogue
to the previous calculation and are therefore shortened. The definition of
like-sign pairs is given by

〈N±±〉 = ∑
nd

〈n±±〉B(nd, N, εd)

= ∑
nd

1
2
[n2

d − nd + 〈n2
±〉+ 〈n±〉(2nd − 1)]B(nd, N, εd) (A.13)

Inserting [n±] = ε±(N − nd) and [n2
±] = ε2

±(N − nd)
2 − ε±(N − nd)(1−

ε±) (exactly the same calculation steps as previously in the unlike-sign case)
and averaging over nd leads to

〈N±±〉 =
1
2
(N2 − N)[εd + ε±(1− εd)]

2 (A.14)

Averaging over N yields the like-sign foreground which is background
only per definition and reads:

〈FG±±〉 = ∑
N
〈N±±〉P(N)

=
1
2
(〈N2〉 − 〈N〉)[εd + ε±(1− εd)]

2 = 〈BG±±〉 (A.15)

A comparison to equation A.12 leads to the connection

〈BG+−〉 =
[ε+− + ε+(1− ε+−)][ε+− + ε−(1− ε+−)]
[ε++ + ε+(1− ε++)][ε−− + ε−(1− ε−−)]2

√
〈FG++〉〈FG−−〉

(A.16)

The quotient of efficiency values could be calculated using simulation.
However this would dramatically pronounce possible shortcomings in sim-
ulation. These issues can be overcome generating a data sample without
signal, where one has direct access to 〈BG+−〉 = 〈FG+−〉. This is achieved
applying the event mixing technique. In this case, equation A.16 rewrites to
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〈 f g+−〉 =
[ε+− + ε+(1− ε+−)][ε+− + ε−(1− ε+−)]
[ε++ + ε+(1− ε++)][ε−− + ε−(1− ε−−)]2

√
〈 f g++〉〈 f g−−〉

(A.17)

where small letters denote the use of event mixing to obtain the corre-
sponding data. Inserting into equation A.16 the final result reads

〈BG+−〉 =
〈 f g+−〉

2
√
〈 f g++〉〈 f g−−〉

2
√
〈FG++〉〈FG−−〉 = k2

√
〈FG++〉〈FG−−〉

(A.18)

introducing the k-factor that, generally spoken, corrects for different effi-
ciencies of electrons and positrons.
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b.1 π0
and η reconstruction in centrality classes

Figure B.1: Four electron invariant mass spectrum and η signal after background
subtraction in the 0− 10% centrality data.

Figure B.2: Four electron invariant mass spectrum and η signal after background
subtraction in the 10− 20% centrality data.
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Figure B.3: Four electron invariant mass spectrum and η signal after background
subtraction in the 20− 30% centrality data.

Figure B.4: Four electron invariant mass spectrum and η signal after background
subtraction in the 30− 40% centrality data.
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Figure B.5: Four electron invariant mass spectrum and π0 signal after background
subtraction in the 0− 10% centrality data.

Figure B.6: Four electron invariant mass spectrum and π0 signal after background
subtraction in the 10− 20% centrality data.



182 additional figures to chapter 5

Figure B.7: Four electron invariant mass spectrum and π0 signal after background
subtraction in the 20− 30% centrality data.

Figure B.8: Four electron invariant mass spectrum and π0 signal after background
subtraction in the 30− 40% centrality data.
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b.2 π0
and η reconstruction in bins of p t − y

Figure B.9: Four electron invariant mass spectrum for 0.5 < y < 0.7 in the η mass
region. The background is calculated from event-mixing.

Figure B.10: Four electron invariant mass spectrum for 0.7 < y < 0.9 in the η mass
region. The background is calculated from event-mixing.
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Figure B.11: Four electron invariant mass spectrum for 0.9 < y < 1.1 in the η mass
region. The background is calculated from event-mixing.

Figure B.12: Four electron invariant mass spectrum for 1.1 < y < 1.3 in the η mass
region. The background is calculated from event-mixing.
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Figure B.13: Four electron invariant mass spectrum for 500 < pt(MeV/c)−1) < 600
and 0.8 < y < 1.0 in the π0 mass region. The background is calculated
from event-mixing.

Figure B.14: Four electron invariant mass spectrum for 800 < pt(MeV/c)−1) < 900
and 0.6 < y < 0.8 in the π0 mass region. The background is calculated
from event-mixing.
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Figure B.15: Four electron invariant mass spectrum for 900 < pt(MeV/c)−1) < 1000
and 0.6 < y < 0.8 in the π0 mass region. The background is calculated
from event-mixing.

Figure B.16: Four electron invariant mass spectrum for 800 < pt(MeV/c)−1) < 900
and 1.4 < y < 1.6 in the π0 mass region. The background is calculated
from event-mixing.
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c.1 jobcard for p+n collisions

!-----------------------------------------------------*- fortran -*-----

! jobcard for p+n Dielectron production.

!-----------------------------------------------------------------------

! file: ./inputOutput/input.f90

&input

eventtype = 12 ! 12 = HiPion A

numEnsembles = 4000 ! number of ensembles

numTimeSteps = 0 ! number of time steps

delta_T = 0.2 ! time step size [fm]

num_runs_SameEnergy = 200 ! number of runs

length_perturbative = 250

freezeRealParticles = T

path_To_Input = ’~/GiBUU/buuinput ’
/

&initDatabase

rho_dilep = T

/

! file ./code/collisions/twoBodyReactions/baryonBaryon/barBar_barBar.f90

&barBar_barBar

etafac= 3.5 ! default is 6.5

/

! file: ./analysis/DileptonAnalysis.f90

&DileptonAnalysis

Enable = .true.

particle_source = T

binsz = 0.02

WriteEvents = 1

filter = 0 ! 1=KEK, 2=HADES(simple), 3=HADES(full,

pair), 4=HADES(full,single), 6 = DLS

massBinning(1:2) = 0.150, 0.500

brems = 3 ! 1 = SPA, 2 = OBE, 3 = OBE+FF

/

! file: ./init/initHiPion.f90

&HiPionNucleus

projectileID = 1 ! ID of projectile

projectileCharge = 1 ! charge of projectile



188 gibuu jobcards for nn reference simulation

ekin_lab = 1.58 ! kinetic energy of projectile

in lab frame

distance = -1. ! distance in z-direction at

init

nTestParticles = 50 ! number of projectiles per

ensemble

impact_parameter = -1. ! impact parameter [fm], <0:

distributed over disk

doPerturbativeInit = T

minimumMomentum = 0.0

NucCharge = 0 !for p collisions with n from

deuteron

/

! file: ./density/nucleus.f90

&target

target_Z= 0, target_A= 1 ! neutron only

/

&insertion

minimumEnergy = 0.0

/

&HiPion_Analysis

Enable = T

DoOutChannels = T

/

! file code/collisions/twoBodyReactions/master_2Body.f90

&master_2Body

baryonBaryonScattering=.true.

baryonMesonScattering=.true.

mesonMesonScattering=.true.

HiEnergyThresholdBarBar=4.0

HiEnergyThresholdBarBarDelta=0.0

/

! file code/potential/baryonPotential.f90

&baryonPotential

EQS_Type=0 ! 1=soft mom-dep, 2=hard mom-dep, 3=soft non-mom-dep

, 4=hard non-mom-dep, 5=medium mom-dep

/

! file: ./density/pauliBlocking.f90

&initPauli

pauliSwitch = 0 ! 0: no Pauli blocking, 1: dynamic, 2:

analytic

/

&baryonBaryon

NNpi_BG = 3 ! (1=Teis, 2=Buss, 3=Weil)

/
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&angular_distribution

NN_NR_noniso = T

/

&decayChannels

rhoDelta_is_sigmaDelta = T

/

! file: ./collisions/twoBodyReactions/HiEnergy/DoCollTools.f90

&pythia

PARP(91) = 0.44 ! width intrinsic kT

/
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c.2 jobcard for p+p collisions

!-------------------------------------------------*- fortran -*-----

! jobcard for p+p Dielectron production.

!-------------------------------------------------------------------

! file: ./inputOutput/input.f90

&input

eventtype = 12 ! 12 = HiPion A

numEnsembles = 4000 ! number of ensembles

numTimeSteps = 0 ! number of time steps

delta_T = 0.2 ! time step size [fm]

num_runs_SameEnergy = 200 ! number of runs

length_perturbative = 250

freezeRealParticles = T

path_To_Input = ’~/GiBUU/buuinput ’
/

&initDatabase

rho_dilep = T

/

! file: ./analysis/DileptonAnalysis.f90

&DileptonAnalysis

Enable = .true.

particle_source = T

binsz = 0.02

WriteEvents = 1

filter = 0 ! 1=KEK, 2=HADES(simple), 3=HADES(full,

pair), 4=HADES(full,single), 6 = DLS

massBinning(1:2) = 0.150, 0.500

brems = 3 ! 1 = SPA, 2 = OBE, 3 = OBE+FF

/

! file: ./init/initHiPion.f90

&HiPionNucleus

projectileID = 1 ! ID of projectile

projectileCharge = 1 ! charge of projectile

ekin_lab = 1.58 ! kinetic energy of projectile

in lab frame

distance = -1. ! distance in z-direction at

init

nTestParticles = 50 ! number of projectiles per

ensemble

impact_parameter = -1. ! impact parameter [fm], <0:

distributed over disk

doPerturbativeInit = T

minimumMomentum = 0.0

NucCharge = 1 !for p collisions with n from

deuteron

/
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! file: ./density/nucleus.f90

&target

target_Z= 1, target_A= 1 ! proton

/

&insertion

minimumEnergy = 0.0

/

&HiPion_Analysis

Enable = T

DoOutChannels = T

/

! file code/collisions/twoBodyReactions/master_2Body.f90

&master_2Body

baryonBaryonScattering=.true.

baryonMesonScattering=.true.

mesonMesonScattering=.true.

HiEnergyThresholdBarBar=4.0

HiEnergyThresholdBarBarDelta=0.0

/

! file code/potential/baryonPotential.f90

&baryonPotential

EQS_Type=0 ! 1=soft mom-dep, 2=hard mom-dep, 3=soft non-mom-dep

, 4=hard non-mom-dep, 5=medium mom-dep

/

! file: ./density/pauliBlocking.f90

&initPauli

pauliSwitch = 0 ! 0: no Pauli blocking, 1: dynamic, 2:

analytic

/

&baryonBaryon

NNpi_BG = 3 ! (1=Teis, 2=Buss, 3=Weil)

/

&angular_distribution

NN_NR_noniso = T

/

&decayChannels

rhoDelta_is_sigmaDelta = T

/

! file: ./collisions/twoBodyReactions/HiEnergy/DoCollTools.f90

&pythia

PARP(91) = 0.44 ! width intrinsic kT

/
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d.1 hadronic cocktail and nn contribution simulation

Figure D.1: Hadronic cocktail and relevant NN channels from GiBUU simulation in
0− 10% centrality.

Figure D.2: Hadronic cocktail and relevant NN channels from GiBUU simulation in
10− 20% centrality.
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Figure D.3: Hadronic cocktail and relevant NN channels from GiBUU simulation in
20− 30% centrality.

Figure D.4: Hadronic cocktail and relevant NN channels from GiBUU simulation in
30− 40% centrality.
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d.2 medium temperature estimation

Figure D.5: Temperatur estimation in 0 − 10% centrality using a thermal fit
200 MeV/c2 < Mee < 900 MeV/c2.

Figure D.6: Temperatur estimation in 10 − 20% centrality using a thermal fit
200 MeV/c2 < Mee < 900 MeV/c2.
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Figure D.7: Temperatur estimation in 20 − 30% centrality using a thermal fit
200 MeV/c2 < Mee < 700 MeV/c2.

Figure D.8: Temperatur estimation in 30 − 40% centrality using a thermal fit
200 MeV/c2 < Mee < 700 MeV/c2.
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d.3 transverse momentum dependent ω multiplicity analysis

Figure D.9: Dielectron signal spectra in five bins of pair momentum. Thermal fits
to the continuum for 500 MeV/c2 < Mee < 700MeV/c2 are shown as
dashed lines.
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(a) (b)

(c) (d)
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(e)

Figure D.10: Transverse momentum dependent dielectron signal in five bins of in-
variant mass (black data points). The excess observed in the ρ−ω mass
region is removed in each bin based on a simulated thermal distribu-
tion of the ω → e+e− signal without medium modifications tuning the
ω multiplicity accordingly. Note the linear scaling.

Figure D.11: ω multiplicity as a function of transverse pair momentum. The data
points are extracted using a PLUTO based ω → e+e− simulation to
describe the observed excess in the ρ − ω mass region in each pair
momentum bin.



200 additional figures to chapter 6

d.4 acceptance corrected spectra for theory comparison

The shown spectra are acceptance corrected for single electrons and positrons
that fulfill 100 MeV/c < pe < 1200 MeV, 16◦ < Θe < 83◦ and pe+ >

e−0.135·Θ+8.3 + 100 MeV/c corresponding to the geometric HADES acceptance
with the magnetic field setting used in the Ag+Ag data taking.

Figure D.12: Dielectron signal in Ag+Ag collisions at
√

sNN = 2.55 GeV. The data
is corrected for efficiency and acceptance losses within the geometric
acceptance of HADES.
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Figure D.13: Dielectron signal in Ag+Ag collisions at
√

sNN = 2.55 GeV in three bins
of pair momentum. The data is corrected for efficiency and acceptance
losses within the geometric acceptance of HADES.
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Figure D.14: Dielectron signal in Ag+Ag collisions at
√

sNN = 2.55 GeV in five bins
of pair momentum. The data is corrected for efficiency and acceptance
losses within the geometric acceptance of HADES
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Figure D.15: Dielectron signal in Ag+Ag collisions at
√

sNN = 2.55 GeV in five bins
of transverse pair momentum. The data is corrected for efficiency and
acceptance losses within the geometric acceptance of HADES





E
D E R I VAT I O N O F T H E O N E - L O O P S E L F E N E R G Y

The self energy Π(p2) in one-loop with loop-particles of masses m, M,loop-
momentum p and coupling constant g/

√
2 [200] is defined as integral over

both particles propagators to

Π(p2, M, m) =
g2

2

∫
dV

1

M2 + (p− q)2
1

m2 + q2 d4q. (E.1)

We derive the integral analytically in spherical coordinates with angles
Θ1, Θ2, Θ3. Therefore the volume element writes as

dV =
q3

(2π)4 sin Θ2 sin2 Θ3. (E.2)

Performing the substitution cos Θ3 = x, the self energy simplifies to

Π(p2, M, m, Λ) =
g2

2

∫ Λ

0

∫ 2π

0

∫ π

0

∫ 1

−1

q3

(2π)4 sin (Θ2)√
1− x2 · 1

M2 + p2 + q2 − 2p · q · x ·
1

m2 + q2 dΘ1dΘ2dxdq (E.3)

introducing the cutoff Λ. Solving the integral in Θ1, Θ2, x, we derive

Π(p2, M, m, Λ) =
g2

2

∫ Λ

0
−

q
(

M2 + p2 + q2)
16p2π2 (m2 + q2)

·
(
−1 +

√
1− 4p2q2

(M2 + p2 + q2)2

)
dq. (E.4)

The integral is of lengthy form, but can be derived easily using e.g. the
software tool Mathematica. We are interested in the renormalized self-energy
ΠR

(
p2) = Π

(
p2) − Π (0). Calculation of Π (0) is performed in an Taylor

expansion in λ evaluated in the limit p→ 0,

Π (0, M, m, Λ) = lim
p→0

TΠ(Λ;∞). (E.5)

Divergences of ΠR
(

p2) in Λ do not depend on the loop momentum p
and can therefore be absorbed. As result for the renormalized one-loop self
energy we obtain
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ΠR
(

p2, M, m
)
=

g2

64p2π2

((
M2 −m2) log

(
M2

m2

)
−2
√

M4 − 2M2 (m2 − p2) + (m2 + p2)2

·

arctanh

 M2 −m2 + p2√
M4 − 2M2 (m2 − p2) + (m2 + p2)2


+ arctanh

 m2 −M2 + p2√
M4 − 2M2 (m2 − p2) + (m2 + p2)2


+

g2

32π2

(
1 +

(
M2 + m2) log

[M
m

]
(M2 −m2)

)
. (E.6)

In the case of both loop particles having the same mass m, equation E.6
simplifies to

ΠR
(

p2, M = m
)
= −g2

√
4m2 + p2

p2

arctanh
[

p√
4m2+p2

]
16π2 + g2 1

16π2 . (E.7)
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