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die Grundsätze guter wissenschaftlicher Praxis, wie sie in der ”Satzung der Justus-Liebig-
Universität Gießen zur Sicherung guter wissenschaftlicher Praxis” niedergelegt sind, eingehal-
ten.”

iii



iv

Acknowledgements

First and foremost I wish to express my heartfelt gratitude to my advisor, Prof. Thomas Bartsch
for his fundamental role in my doctoral work. He helped to shape and guided the direction of my
research with every bit of patience and support. During these past four years, he is my mentor,
my teacher, my friend, and even like my father, letting me, a young girl who left homeland for
the first time adjust to a new country quickly.

To all the professors and staff at Gießen University MI Analysis group, I am grateful for
the chance to be part of them. I could not be prouder of my academic roots and hope that I
can in turn pass on the research values and passions they have given to me. Thank professors
Thomas Bartsch, Hans-Otto Walther, Mohameden Ahmedou and Bernhard Lani-Wayda for the
substantial influence that their courses have had on my research. I would particularly like to
thank Prof. Hans-Otto Walther and my colleague Tibor Kovacs for their assistance in my ex-
perience of teaching. A special acknowledgement goes to Bernhard for his considerations and
I will always remember the table tennis training, the ”homesick” calenders and the amazing
motorcycle tour.

I gratefully acknowledge the members of my committee, Professors Thomas Bartsch, Mo-
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Chapter 1

Introduction

1.1 Point vortex model
The concept of point vortex model, introduced by Helmholtz [45] in 1858, is a classical and ac-
tive topic in the field of incompressible fluid mechanics. Various practical applications of point
vortex dynamics, e.g. in the study of large scale weather pattern, turbulent flow, atmosphere of
planets, wake of boats, etc, make it worthwhile to deeply explore the point vortex motions.

Aside from its physical relevance, this model attracts much attention as a mathematical
entity as well. Surprisingly, research of it has touched upon a large number of areas of Mathe-
matics, not only the theory of dynamical systems, Hamiltonian methods, singular perturbation
theory, stability techniques and numerical methods which appear expectedly, but also some oth-
ers that seem irrelevant at the fist sight, like knots theory, Lie group, polynomial theory, etc.
Over 150 years, considerable progress has been achieved both theoretically and numerically.
For the set-up of point vortex system in mathematical aspect we refer to the work of Kirchhoff
[47], Routh [68], Lin [54, 55], Saffman [70], and Gustafsson [38, 42], to name just a few.

In order to better understand this highly idealized system, we will show how it arises from
the Euler equation of the fluid motion and has the Hamiltonian nature. We start with a two
dimensional flow domain Ω ⊂ C. Particularly, the fluid is assumed to be ideal, i.e. incompress-
ible and non-viscous with constant density ρ = 1. The velocity field of the fluid, denoted by v,
satisfies the Euler equations {

vt + (v · ∇)v = −∇P
∇ · v = 0

(1.1.1)

where P is the pressure of the fluid. The first equation represents Newton’s law for the fluid,
with the left hand side describing the acceleration of the fluid and the right hand side the force
acting on it. Here we assume that the only force is the pressure force. The second equation
comes from the incompressible assumption, showing that the velocity field is divergence-free.

Let us define the vorticity as the curl of velocity:

ω = ∇× v = ∂1v
2 − ∂2v

1.
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Chapter 1. Introduction 8

Then taking the curl of the Euler equation, and using the fact that the curl of a gradient is always
zero yield the transport equation for the vorticity:

Dω

Dt
= ωt + (v · ∇)ω = 0, (1.1.2)

from which we can say that the vorticity of a fluid particle is conserved in the co-moving frame
of the fluid.

The velocity field of incompressible fluid in two dimensions is determined by a scalar stream
function ψ. At a point z, the velocity generated is then computed according to a Hamiltonian
system

v(z) = −i∇ψ(z)

with the stream function as a Hamiltonian function. Thus by the definition of the vorticity, the
stream function ψ solves the Poisson equation{

−∆ψ = ω in Ω,

∂Jνψ = 0 on ∂Ω,
(1.1.3)

where ∂Jν denotes the tangential derivative.
We make an ansatz that the vorticity field is zero except a finite number of concentrated

points. In this consideration, the vorticity could be written as a finite sum of fluid particles
represented by a collection of discrete Dirac delta functions

ω =
N∑
k=1

Γkδzk
, zk ∈ Ω.

Γk is referred to as the strength or circulation of the kth vortex at position zk, which may be
positive or negative according to its orientation. The N fluid particles with nonzero vorticities
are called point vortices. According to the vorticity equation (1.1.2) the circulation of a point
vortex does not change with time as the vortex moves through the fluid.

Now given a vorticity field, the existence of solution to the Poisson equation allows us to
use an appropriate Green’s function to solve for the stream function, and therefore the velocity.
If Ω = C is the plane without boundary, due to the work of Kirchhoff [38], the stream function
is

ψC(z; z1, · · · , zN) = − 1

2π

N∑
k=1

Γk log |z − zk|.

If Ω 6= C is a domain, observed by Routh [68], one has to take the additional influence of the
boundary into account. If Ω is a bounded, simply or multiply connected domain with boundary
∂Ω, the solution of the Dirichlet problem{

∆zG(z, w) + δ(|z − w|) = 0 in Ω,

G(z, w) = 0 on ∂Ω.
(1.1.4)

8



9 1.1. Point vortex model

is called Green’s function of the first kind on Ω. G can be decomposed into two parts:

G(z, w) = − 1

2π
log |z − w| − g(z, w) for z, w ∈ Ω, z 6= w. (1.1.5)

The radially symmetric singular part is just the Green’s function in the unbounded plane, asso-
ciated with the vortex-vortex interaction, while the regular part g is harmonic in Ω and enforced
to satisfy the boundary condition, representing the vortex-boundary interaction. g and G are
both symmetric. The function

h : Ω → R, h(z) = g(z, z)

is called the hydrodynamic Robin function (see [38]). h(z) →∞ when z → ∂Ω.
If Ω is unbounded, like the upper half-plane, G is no longer unique. Then additional condi-

tion on the behavior of the Green’s function at infinity must be imposed to ensure its uniqueness.
Kirchhoff first recognized that since each point vortex moves with the local velocity of

the fluid and the vorticity is conserved, motion of the point vortices is itself governed by a
Hamiltonian system. One can then track the motion of the fluid just at these point vortices.
Until 1943, the motion equations of N point-vortex in general domain Ω were finally shown by
C. C. Lin in [54], stated as follows:

Theorem 1.1.1. [54] Assume Ω ⊂ C is a bounded domain, simply or multiply connected.
Let ψΩ(z; z1, · · · , zN) be the stream function for the fluid motion on Ω determined by N point
vortices {zk| k = 1, · · · , N} ⊂ Ω with strengths {Γk| k = 1, · · · , N}. Then

(i)

ψΩ(z; z1, · · · , zN) =
N∑
k=1

ΓkG(z, zk)

= − 1

2π

N∑
k=1

Γk log |z − zk| −
N∑
k=1

Γkg(z, zk)

(1.1.6)

with the corresponding Green’s functionG and its regular part g defined as in (1.1.4) and
(1.1.5);

(ii) the motions of these N vortices are governed by a Hamiltonian system

Γkżk = −i∇zk
HΩ(z), k = 1, · · · , N, (1.1.7)

where

HΩ(z1, · · · , zN) =
1

2

N∑
j,k=1
j 6=k

ΓjΓkG(zj, zk)−
1

2

N∑
k=1

Γ2
kg(zk, zk) (1.1.8)

with phase space FNΩ = {z ∈ ΩN : zj 6= zk for j 6= k}.

9



Chapter 1. Introduction 10

We see that the stream function is a linear superposition of Green’s functions with respect
to each source zk and the Hamiltonian function is derived by contracting the stream function
with the singular vorticity distribution. In the classical literature, the Hamiltonian is referred to
as the Kirchhoff-Routh path function.

The construction of G is intimately related to the details of the boundary shape. For vortices
in a domain possessing special symmetries, such as vortices in the upper bounded plane, inside
or outside a circle, in the positive quadrant, the Green’s functions can be obtained using a
standard ”method of images” (see [30]). A more general technique based on conformal mapping
is given by C.C. Lin [55] to deal with point vortex in domains where the ”method of images”
becomes complicated or unclear.

1.2 Stationary and periodic solutions

It is natural then to ask: what types of solutions are allowed by these motion equations? Here
we are only interested in periodic solutions (including stationary solutions), which repeat after
a finite time.

Stationary configuration is certainly the simplest pattern of vortex periodic motions, de-
termined by the critical points of HΩ. However, it is already a highly nontrivial problem in
consideration of the complexity of HΩ for general domain Ω. The configuration space FNΩ is
noncompact in CN and HΩ is unbounded from both above and below. Indeed, generally HΩ(z)
may approach any value in R ∪ {±∞} if some of the zk’s approach the boundary ∂Ω. This
implies there is no definite behavior of HΩ(z) as z → ∂FNΩ, thus the energy surfaces are
noncompact and the Palais-Smale condition fails. The only exception is the case N = 2 and
Γ1Γ2 < 0 when HΩ is bounded above and HΩ(z1, z2) → −∞ if zk → ∂Ω or z1− z2 → 0. Thus
energy surfaces are compact and Palais-Smale condition holds.

In the paper [15], which mostly deals with the case N = 2,Γ1 + Γ2 = 0, the existence of at
least two critical points ofHΩ has been proven for any smooth bounded domain. Later, Bartsch,
Pistoia and Weth [17] proved when N = 3 or 4, Γk = (−1)k, HΩ processes a critical point
for arbitrary C2-bounded domain. In their proof, a min-max argument yields a Palais-Smale
sequence for HΩ and a careful investigation of the behavior of HΩ near ∂FNΩ shows HΩ is
bounded from above along a flow line of the gradient flow of it. Then HΩ satisfies the Palais-
Smale condition and the Palais-Smale sequence gives rise to a non-collision critical point of
HΩ. Moreover, If Ω is symmetric with respect to a line through it, for any N ∈ N, Γk = (−1)k,
HΩ has a critical point with all components lying on this line. The result without symmetry is
improved in [16] where the existence of a critical point of HΩ is obtained for 2 6 N 6 4 and
the Γk’s having alternating signs and satisfying a certain condition. Under their hypothesis, any
C1-function F : FNΩ → R which is C1-close to HΩ on certain compact subset of FNΩ has
a critical point in this subset. When Ω is bounded, not simply connected, and all the Γk’s are
equal, del Pino, Kowalczyk and Musso [35] proved that a critical point of HΩ exists.

It is a basic problem in classical or celestial mechanics to study the periodic solutions of the

10



11 1.2. Stationary and periodic solutions

Hamiltonian system
ż = JHz(z). (1.2.1)

These solutions can be found as critical points of the action functional

J(z) =
1

2

∫ T

0

J ż · z dt+

∫ T

0

H(z) dt (1.2.2)

on a suitable space of T -periodic functions.
This variational structure suggests results should be obtained through variational approach.

However in the beginning, except in second order cases, the direct method of the calculus of
variations which deals with absolute minima is unapplicable. This is due to the fact that the
dominant integral of J is strongly indefinite, i.e., unbounded from below and from above. Until
1978, it was Rabinowitz [66] who successfully obtained for the first time periodic solutions of
the first order system (1.2.1) by a variational principle. Since then general critical point theory
for indefinite functionals was highly developed.

When the energy hypersurfaces are compact, this problem is well understood and plenty of
famous results are found in the literature. For some pioneering work dealing with Hamiltonian
systems via variational methods, we refer to the monographs [1, 56, 67] and the references
therein. It is worth mentioning that Weinstein [80] conjectured that any contact type energy
hypersurface admits a periodic orbit. This conjecture was first solved by Viterbo [77] in 1987
and generalized to the case of compact hypersurfaces in the cotangent bundle of a compact
manifold by Hofer and Viterbo [46, 78].

If the Hamiltonian is singular, in general the energy levels are not compact any more, which
is the case we discuss in this thesis, and then the situation turns out to be more complicated.
There are two main features of the functional related to singular Hamiltonians, namely, that
they are defined on an open subset of a Sobolev space and that they do not satisfy the usual
compactness condition. Although there exists a large literature on periodic solutions of singu-
lar Hamiltonian systems, most are dealing with second order (Lagrangian) systems related to
Kepler or N-body problems:

q̈ +∇V (q) = 0 (1.2.3)

with a singular potential V ∈ C1(Rn\{0},R). In this case, the Hamiltonian has the form
H(q, q̇) = 1

2
|q̇|2 + V (q). The dominant integral in the corresponding action functional is

1/2
∫ T

0
|q̇|2 dt defined on H1(R/TZ,Rn). Since H1(R/TZ,Rn) embeds into L∞(R/TZ,Rn),

H1(R/TZ,Rn\{0}) defines an open subset of H1(R/TZ,Rn). To avoid collisions, the rate of
growth of V near the singularity plays a key role. Consider the model case V (q) = −|q|−α, α >
0. If α > 2, known as the ”strong force condition” first used by Gordon in [39], (1.2.3) pos-
sesses infinitely many non-collision periodic solutions of prescribed period and periodic orbit
exists on every positive energy surface. If α ∈ (0, 2), which is called the ”weak force con-
dition”, existence results are also explored in several directions including both prescribed pe-
riod and prescribed energy problems. Many authors generalized the cases for general potential
V (q) ∼ −|q|−α, see [39, 65] for strong force case and [82, 74] for weak force case. Moreover,
when V is singular not simply on {0} but on a compact subset in Rn, an analogous result holds,

11



Chapter 1. Introduction 12

see [2]. We also refer to the book [3] of Ambrosetti and Coti Zelati for an overall view of this
subject.

However, the investigation on periodic solutions of first order Hamiltonian systems is not so
developed as second order ones. Nearly all existing papers in this direction are still concerned
with a class of systems in the form of N-body type, that is, H(p, q) ∼ 1

β
|p|β − 1

|q|α , α, β > 0
with singularity at q = 0. In [75], Tanaka presented a minimax argument and obtained the
existence of classical periodic solutions under the condition α > β > 1. β = 2, α > 2
corresponds to the strong force case of second order system. The function space is chosen
to be the product of Lβ(R/TZ,Rn) for p and W 1,β/(β−1)(R/TZ,Rn) for q so that the action
functional is well defined and the (PS) condition is fulfilled as well. The case β > α > 1
was treated by Boughariou in [21] where the existence of generalized (collision set has zero
measure) periodic solutions has been proved. β = 2, α < 2 corresponds to the weak force
case of second order system. The same applies to [25] where periodic solutions on fixed energy
surfaces have been found. The energy surface has to be of contact type, and the existence is
obtained by reduction to a theorem of [46] on the Weinstein conjecture in cotangent bundles of
manifolds.

Clearly, in our system (1.1.7)-(1.1.8) the singularity set {z ∈ ΩN : ∃ j 6= k, such that zj =
zk} is much more complicated and the behavior of the Hamiltonian with respect to the conju-
gated variables x and y is completely different from the p and q in [75, 25]. In fact, neither the
results nor the techniques of the existing papers on singular Hamiltonian systems apply here.
In addition to the well-known technical problems due to the strong indefiniteness of the action
functional for T -periodic solutions

J(z) =
1

2

N∑
k=1

∫ T

0

(iżk) · zk dt−
∫ T

0

HΩ(z) dt,

new difficulty arises. The first integral in the action functional is defined on H1/2(R/TZ,CN),
whereas the second integral prefers z(t) ∈ FNΩ. Since H1/2(R/TZ,CN) does not embed into
L∞ the condition z(t) ∈ FNΩ does not define an open subset of H1/2(R/TZ,CN). Working
in H1(R/TZ,CN), or other spaces which embed into L∞, will cause compactness problems.
Compactness problems appear anyway because there is no definite behavior of HΩ(z) as z →
∂FNΩ ⊂ CN .

1.3 Scope of the thesis
In this thesis we address two issues involving periodic solutions to the point vortex systems in
planar domains.

The first problem concerns the relative equilibria of the vortex equations in a specific do-
main, the disk. In this case, the angular momentum is another conserved quantity beside the
energy conservation. The system for two vortices is thus completely integrable in the Liouville
sense. In Section 2.1 we introduce a set of appropriate canonical transformations to reduce the

12



13 1.3. Scope of the thesis

dimensionality of the two point-vortex system in the unit disk. As an example we particularly
describe the classification of two identical vortices motion. The final (integrable) one-degree-
of-freedom Hamiltonian, with angular momentum being a parameter, is written in conjugated
coordinates which represent the relative positions of the two vortices. The structure in the phase
space changes according to the value of the angular momentum. Numerically we plot some tra-
jectories of the reduced system. Fixed points (periodic solutions of the initial system) appear
in these figures which agree with our analytical computation. Section 2.2 is devoted to ”vortex
crystals” in the disk. We proved the existence of open or centered n-gon, symmetric two n-gons
and alternate two n-gons with generic choice of radii or strengths.

The second part of this thesis deals with the N -vortex problem in general domains. we
consider the problem whether (1.1.7)-(1.1.8) has nonconstant periodic solutions in a domain
Ω 6= C. As a basic question about any Hamiltonian system, however this has not been addressed
for the N -vortex problem in a general domain. As mentioned, the difficulty lies in the fact that
in general, this Hamiltonian is singular, not integrable, and energy levels are not compact and
also not known to be of contact type, so standard methods do not apply. Therefore it is not
surprising that there are no results on the existence of nonconstant periodic solutions except
when the domain is radial. In that case, and when Γk = Γ1 for all k, it is not difficult to find
periodic solutions where the N vortices are arranged symmetrically as shown in Section 2.2.

A central and perhaps most interesting result of the thesis is Theorem 3.1.4. For anyN ∈ N,
when all the strengths are the same, we prove the existence of a family of periodic solutions
zr(t), 0 < r < r0, of (1.1.7) and (1.1.8) with arbitrarily small minimal period Tr → 0 as r → 0.
Instead of obtaining periodic solutions near an equilibrium we obtain periodic solutions near a
singularity of HΩ. The solutions we obtain are simple choreographies, i.e., the N point vortices
travel on the same curve and exchange their mutual positions after a fixed time. The dynamics
of a single vortex in Ω is completely described by the Robin function because h coincides with
the Hamiltonian in that case; see [42]. Theorem 3.1.4 shows that the Robin function also plays
a fundamental role in the analysis of the dynamics of N ≥ 2 point vortices. Sections 3.2 to 3.4
constitute the proof of the main result. Lastly in Section 3.5 we generalize Theorem 3.1.4 to the
case of two vortices with arbitrarily non-opposite strengths and also obtain a result when the
logarithm function in H is replaced by 1

|z1−z2|α with α > 0.

13



Chapter 2

Periodic solutions of systems in disk

As mentioned before, despite in general it is hard to know the explicit Green’s function when
the planar domain Ω 6= C, we still have hope to solve (1.1.4) whenever Ω possesses a certain
shape. The classical method of images was firstly introduced by Thomson [76] in 1845 and it
became a powerful tool for solving boundary value problems. In particular, for some simple
symmetric domains this method greatly facilitates the solution of the problem. The spirit of the
method of images is: for a given vortex located in a domain with some symmetry, one places
an ”image” vortex with an opposite strength outside the domain, reflected across the boundary.
In such a way the boundary condition is satisfied.

Here we take the disk as an example to explore periodic motions, including relative equilib-
ria, of point vortices moving in it.

Consider a vortex of strength Γk located at zk
inside the disk D = {z ∈ C : |z| < R} of ra-
dius R. We place an image vortex with strength
−Γk at position zimk , where

zimk =
R2zk
|zk|2

.

Then we find that for any z ∈ ∂D,

|zimk | · |zk| = R2 = |z|2,
From an easy geometric observation,

4zozimk ∼ 4zkoz,

which leads to
|z − zk|
|z − zimk |

=
|zk|
|z|

=
|zk|
R

is a constant, so that the radial velocity components on the circle generated by zk and zimk are
canceled. Notice that the above equation implies |z− zk| = |zz̄k−R2|

R
for all z on ∂D, thus when

14



15 2.1. Motion of two vortices in disk

we define the Green’s function associated with zk of strength Γk as

G(z, zk) = − 1

2π
log |z − zk|+

1

2π
log

|R2 − zz̄k|
R

,

the boundary condition G(z, zk) = 0 on ∂D is satisfied. Then for n distinct vortices located at
zk ∈ D, k = 1, · · · , n, each with strength Γk, the stream function governing the fluid motion is
given by

ψD(z; z1, · · · , zn) =
n∑
k=1

ΓkG(z; zk),

and hence the Hamiltonian function (remove the constant term logR) is derived as

HD(z1, · · · , zn) = − 1

4π

n∑
j,k=1
j 6=k

ΓjΓk log
|zj − zk|
|R2 − zj z̄k|

+
1

4π

n∑
k=1

Γ2
k log(R2 − |zk|2)

=
1

8π

n∑
j,k=1
j 6=k

ΓjΓk log(R2 +
(R2 − |zj|2)(R2 − |zk|2)

|zj − zk|2
) +

1

4π

n∑
k=1

Γ2
k log(R2 − |zk|2)

(2.0.1)

2.1 Motion of two vortices in disk
We begin with some definitions and well known facts in Hamiltonian dynamics for review.

Definition 2.1.1. A Hamiltonian system is a dynamical system described by a scalar function
H(z) = H(q,p) of 2n coordinates q = (q1, · · · , qn), p = (p1, · · · , pn) ∈ Rn and the evolution
equation

ż = J∇H(z),

known as Hamiltonian equation. Here, J is the 2n× 2n symplectic matrix(
0 In
−In 0

)
,

where In is the n× n unit matrix.

Also recall that

Definition 2.1.2. A Poisson bracket is a binary operation on two functions f(q,p), g(q,p)
defined as

{f(q,p), g(q,p)} =
n∑
j=1

( ∂f
∂qj

∂g

∂pj
− ∂f

∂pj

∂g

∂qj

)
.

15



Chapter 2. Periodic solutions of systems in disk 16

Definition 2.1.3. A transformation of coordinates is canonical if it preserves the form of Hamil-
tonian equations. In other words, under a canonical transformation the new Hamiltonian equa-
tion is simply obtained by substituting the new coordinates for the old ones.

To characterize a canonical transformation, several ways are developed:

Proposition 2.1.4. A coordinate transformation

Q : qj → Qj(q, p), P : pj → Pj(q, p)

is canonical as long as one of the following holds:

1. its Jacobian J =

(
∂Q
∂q

∂Q
∂p

∂P
∂q

∂P
∂p

)
satisfies JJ JT = J . Such a matrix J is called symplec-

tic.

2. {Qj, Qk} = 0, {Pj, Pk} = 0, {Qj, Pk} = δjk for any j, k = 1, · · · , n.

3. For any j = 1, · · · , n,
∂Qj

∂q
=

∂p
∂Pj

,
∂Qj

∂p
= − ∂p

∂Qj

,

∂Pj
∂p

=
∂q
∂Qj

,
∂Pj
∂q

= − ∂q
∂Pj

.

The Poisson bracket characterizes the first integrals of motion as well.

Definition 2.1.5. f is called a first integral of the Hamiltonian XH , if it is a conserved quantity
of the motion. An equivalent way to state this is that f is a first integral if {f,H} = 0 since

{f,H} =
n∑
j=1

( ∂f
∂qj

∂H

∂pj
− ∂f

∂pj

∂H

∂qj

)
=

n∑
j=1

( ∂f
∂qj

q̇j +
∂f

∂pj
ṗj

)
=
df

dt
.

Let f1, · · · , fn be first integrals ofXH . They are said to be independent or involutive if {fi, fj} =
0 for any i 6= j.

Remark 2.1.6. Obviously {H,H} = 0. Hence the Hamiltonian is a first integral for an au-
tonomous Hamiltonian system, as the sum of the kinetic and potential energies of the system.

A notion of complete integrability in the sense of Liouville is then defined based on the
number of first integrals of the system:

Definition 2.1.7. For a Hamiltonian system defined on a 2n-dimensional phase space, if there
exist k independent first integrals, one can reduce the dimension of the phase space to 2(n−k).
When k = n, the system is called completely integrable.

16



17 2.1. Motion of two vortices in disk

The knowledge of the first integral is of particular interest in both mathematics and physics
because of the possibility of using it to get explicit expressions for the solutions of the system.
For a completely integrable system, the Liouville-Arnold theorem ensures that in principle,
using the conserved quantities one can find a special coordinate transformation such that the
new Hamiltonian equations can be solved, or to say, ”integrated”. However, even if all the
conserved quantities are known, the reduction procedure can be complicated and skill-intensive.
Lichtenberg and Lieberman [53], Whittaker [81], or Arnold [12] have a nice discussion of this
topic.

It is well known that in addition to the energyH , the n point-vortex system in the unbounded
plane admits three independent first integrals of motion. Besides the energy H , the other two,
the center of vorticity Q + iP =

∑n
k=1 Γkzk and the angular momentum I =

∑n
k=1 Γk|zk|2,

correspond to the rotation and the translation invariances of the system in the two-dimensional
plane. The integrability for the three point-vortex problem in C was studied by Synge [73] with
the trilinear variables applied. The problem was further re-discussed by Novikov [62] for equal
strengths and Aref [6] for general strengths. For n = 4, The system in C is integrable if the total
vorticity Γ =

∑4
k=1 Γk = 0 (see Aref and Pomphey [9, 10], Aref [7] and Eckhardt [36]). This is

because the four first integrals H , P , Q, I are mutually independent in this case. When Γ 6= 0,
the four vortex system is not integrable anymore, proven in Ziglin [83], Koiller and Carvalho
[48], and also Oliva [63], all of which are based on the Melnikov method.

But for our system in a disk, because of the lack of invariance under translations, only the
energy and the angular momentum survive. This tells that the system consisting of two vortices
in a disk is completely integrable and chaos may occur when more vortices are present. In this
section we are concerned with the complete integrable motion of two vortices in a disk. Our
work here is similar to a part of [19], but carried out in different variables and we give detailed
calculations for seeking relative equilibria.

For convenience of computation, we shall let the radius R of the disk be 1. Consider the
motion of two point vortices on the unit disk, z1 = x1 + iy1 with strength Γ1 and z2 = x2 + iy2

with strength Γ2, determined by a Hamiltonian system according to (2.0.1):

Γkẋk =
∂H

∂yk
(z1, z2),

Γkẏk = −∂H
∂xk

(z1, z2),

k = 1, 2, (2.1.1)

with

H(z1, z2) =
Γ2

1

4π
log(1− |z1|2) +

Γ2
2

4π
log(1− |z2|2) +

Γ1Γ2

4π
log
(
1 +

(1− |z1|2)(1− |z2|2)
|z1 − z2|2

)
defined on the phase space F2D := {(z1, z2) ∈ D ×D : z1 6= z2}, an open subset of D2.

The angular momentum of vorticity, in this case is written as

I = Γ1|z1|2 + Γ2|z2|2.

17



Chapter 2. Periodic solutions of systems in disk 18

The existence of this conserved quantity is a consequence of invariance of the motion equations
under the continuous transformation group of the coordinates’ rotations. Equations (2.1.1) are
also invariant under certain discrete transformations, for instant, if (zk,Γk) solves (2.1.1), so do
(z̄k,Γk) and (−zk,Γk). Although these discrete symmetries do not lead to first integrals like I ,
they do possess the property that as long as they are initially satisfied, they are preserved for all
future times. Direct calculus shows that H and I are two independent first integrals. (2.1.1) is
thus completely integrable and it allows us to reduce the freedom degrees of the system and to
investigate its phase space.

First of all, we see that (2.1.1) is not in a standard canonical form. To put it canonically, we
introduce a new set of variables

qk =
√
|Γk|sgn(Γk)xk, pk =

√
|Γk|yk, k = 1, 2.

In this new variables we can get the Hamiltonian system in standard canonical form

q̇k =
∂H ′

∂pk
(q,p)

ṗk = −∂H
′

∂qk
(q,p),

k = 1, 2, (2.1.2)

with

H ′(q,p) =
Γ2

1

4π
log
(
1− q2

1 + p2
1

|Γ1|
)

+
Γ2

2

4π
log
(
1− q2

2 + p2
2

|Γ2|
)

+
Γ1Γ2

4π
log

[
(q2

1 + p2
1)(q

2
2 + p2

2)

|Γ1Γ2|
− 2(s1s2q1q2 + p1p2)√

|Γ1Γ2|
+ 1

]
− Γ1Γ2

4π
log

[
q2
1 + p2

1

|Γ1|
+
q2
2 + p2

2

|Γ2|
− 2(s1s2q1q2 + p1p2)√

|Γ1Γ2|

]
where sk = sgn(Γk).

Now the polar coordinates are applied:

qk =
√

2ρk cos θk, pk =
√

2ρk sin θk, k = 1, 2,

namely, q2
k +p2

k = 2ρk and θk = arg(qk+ ipk). This is a canonical transformation as {ρj, ρk} =
{θj, θk} = 0 and {ρj, θk} = δjk. Observe that

s1s2q1q2 + p1p2 = s1s2

√
4ρ1ρ2 cos θ1 cos θ2 +

√
4ρ1ρ2 sin θ1 sin θ2

= s1s2

√
4ρ1ρ2(cos θ1 cos θ2 + s1s2 sin θ1 sin θ2)

= s1s2

√
4ρ1ρ2 cos(s1θ1 − s2θ2)

= s1s2

√
4ρ1ρ2 cos(θ1 − s1s2θ2),

then the equations are converted into

ρ̇k =
∂H ′′

∂θk
(ρ, θ)

θ̇k = −∂H
′′

∂ρk
(ρ, θ),

k = 1, 2, (2.1.3)

18



19 2.1. Motion of two vortices in disk

with

H ′′(ρ, θ) =
Γ2

1

4π
log
(
1− 2ρ1

|Γ1|
)

+
Γ2

2

4π
log
(
1− 2ρ2

|Γ2|
)

+
Γ1Γ2

4π
log

[
4ρ1ρ2

|Γ1Γ2|
−

4s1s2
√
ρ1ρ2√

|Γ1Γ2|
cos(θ1 − s1s2θ2) + 1

]
− Γ1Γ2

4π
log

[
2ρ1

|Γ1|
+

2ρ2

|Γ2|
−

4s1s2
√
ρ1ρ2√

|Γ1Γ2|
cos(θ1 − s1s2θ2)

]
Next, we introduce a set of canonical (checked as before) conjugated variables

G1 = ρ1, G2 = ρ1 + s1s2ρ2,

Q1 = θ1 − s1s2θ2, Q2 = s1s2θ2,

under which the equations of motion become

Ġ1 =
∂Ĥ

∂Q1

(G,Q), Q̇1 = − ∂Ĥ

∂G1

(G,Q),

Q̇2 = − ∂Ĥ

∂G2

(G,Q), Ġ2 =
∂Ĥ

∂Q2

(G,Q) = 0,

(2.1.4)

with the new Hamiltonian

Ĥ(G,Q) =
Γ2

1

4π
log
(
1− 2G1

|Γ1|
)

+
Γ2

2

4π
log
(
1− 2s1s2(G2 −G1)

|Γ2|
)

+
Γ1Γ2

4π
log

[
4s1s2G1(G2 −G1)

|Γ1Γ2|
−

4s1s2

√
s1s2G1(G2 −G1)√
|Γ1Γ2|

cosQ1 + 1

]
− Γ1Γ2

4π
log

[
2G1

|Γ1|
+

2s1s2(G2 −G1)

|Γ2|
−

4s1s2

√
s1s2G1(G2 −G1)√
|Γ1Γ2|

cosQ1

]
.

Observe that G2 is a multiple of the angular momentum:

G2 =
1

2
(q2

1 + p2
1) +

1

2
s1s2(q

2
2 + p2

2)

=
1

2
|Γ1||z1|2 +

1

2
s1s2|Γ2||z2|2

=
1

2
s1[s1|Γ1||z1|2 + s2|Γ2||z2|2]

=
1

2
s1I

thus a constant of the motion. The Hamilton function Ĥ is independent of the variable Q2.
Hence, we have carried out a reduction from the initial system to a one-degree of freedom
Hamiltonian system (2.1.4) parametrically depending upon the value of the first integral G2.

19



Chapter 2. Periodic solutions of systems in disk 20

In the end, to describe the phase space, we make use of the new canonical conjugated
coordinates

X(t) =
√

2G1 cosQ1,

Y (t) =
√

2G1 sinQ1,
(2.1.5)

to obtain a new Hamiltonian system

Ẋ =
∂H̃

∂Y
(X, Y ;G2), Ẏ = −∂H̃

∂X
(X, Y ;G2), (2.1.6)

where the Hamiltonian is rewritten as

H̃(X,Y ;G2) =
Γ2

1

4π
log
(
1− X2 + Y 2

|Γ1|
)

+
Γ2

2

4π
log
(
1− s1s2(2G2 −X2 − Y 2)

|Γ2|
)

+
Γ1Γ2

4π
log

[
s1s2(X

2 + Y 2)(2G2 −X2 − Y 2)

|Γ1Γ2|
−

2s1s2X
√
s1s2(2G2 −X2 − Y 2)√

|Γ1Γ2|
+ 1

]
− Γ1Γ2

4π
log

[
X2 + Y 2

|Γ1|
+
s1s2(2G2 −X2 − Y 2)

|Γ2|
−

2s1s2X
√
s1s2(2G2 −X2 − Y 2)√

|Γ1Γ2|

]

such that the trajectories can be plotted at different values of the parameter G2.

Example. Γ1 = Γ2 = 1.
In the following as an example, let us consider the motion of two identical point vortices

on the disk, i.e. Γ1 = Γ2 = 1, s1 = s2 = 1. The only effect of the strengths of the vortices
is to change the ranges for the parameter and the variables of the system. We shall plot the
constant H̃ contours to demonstrate the integrability of the system and investigate some partic-
ular solutions corresponding to fixed points or periodic orbits. In this case 2G2 = I is just the
angular momentum. The range of the momentum is given by the inequalities 0 < I < 2. The
left boundary corresponds to the case that both vortices approach the center of the disk, and the
right boundary refers to the situation that the two vortices both touch the outer wall of the disk.
Our system is now in the form (2.1.6) specified by

H̃ =
1

4π
log(1−X2 − Y 2) +

1

4π
log(1 +X2 + Y 2 − I)

+
1

4π
log
[
(X2 + Y 2)(I −X2 − Y 2)− 2X

√
I −X2 − Y 2 + 1

]
− 1

4π
log
[
I − 2X

√
I −X2 − Y 2

]
.
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21 2.1. Motion of two vortices in disk

The variables (X, Y ) physically represent the
Cartesian coordinates of vortex 1 in a reference
frame which rotates with vortex 2.

√
X2 + Y 2

is the Euclidean norm of z1 and Q1 refers to the
angle difference between z1 and z2. The domain
of X and Y is found from the relations:

0 6 X2 + Y 2 6 I, if 0 < I < 1;

I − 1 < X2 + Y 2 < 1, if 1 6 I < 2.

The trajectories of (2.1.6) describe the relative
positions of these two vortices.
For a given angular momentum, the motion of the vortices is confined to be the energy

surface of H̃ . (
√
I/2, 0) is a singular point of H̃ , i.e., a merging of vortices. There is an

interesting geometric interpretation of the absolute vortices’ motion:

Proposition 2.1.8. Any nonasymptotic motion of two identical vortices in disk is a superposition
of a uniform rotation of the coordinate system and a periodic motion in this rotating system.
More precisely, if ξ(t) is a T -periodic orbit of the reduced system (2.1.6), there is a frame of
reference, uniformly rotating around the center of disk with angular velocity

q0 =
1

T

∫ T

0

Q̇2(t)dt

such that in this frame, each vortex moves along a closed curve. Particularly, when q0 and 2π
T

are commensurable, i.e. 2π
q0T

= m
n

for some m,n ∈ Z, the vortex motion in the fixed frame is
periodic.

Proof. For a given angular momentum I , the energy levels of the reduced H̃ are all compact,
so each nonasymptotic orbit in the (X, Y )-plane is closed. Here the nonasymptotic orbit means
that it does not converge to any fixed point or periodic orbit. The nonasymptotic motion in
the statement then refers to the absolute motion corresponding to a nonasymptotic orbit in the
(X,Y )-plane. Thus since the reduced system is with one degree of freedom, along each nonas-
ymptotic orbit the variables X and Y are periodic functions with the same period, assumed to
be T :

X(t) = X(t+ T ) and Y (t) = Y (t+ T ).

T differs for each trajectory. Given such X(t), Y (t), we have

G1(t) =
1

2
(X(t)2 + Y (t)2),

tanQ1(t) =
Y (t)

X(t)
.
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Chapter 2. Periodic solutions of systems in disk 22

As a result, G1(t) and Q1(t) are T -periodic functions as well. Now let us turn back to (2.1.4).
The variable Q2 satisfies

Q̇2(t) = −∂Ĥ(G2;G1(t), Q1(t))

∂G2

=: Q(t). (2.1.7)

Then we see that the right hand side term which we denote byQ(t) is also a T -periodic function
of time becauseG2 is time-independent andG1(t) andQ1(t) are T -periodic. As a consequence,
we can expand Q(t) in Fourier series:

Q(t) =
∑
m∈Z

qme
i·2πmt

T .

Substituting it into (2.1.7) and integrating over time, we find that Q2 can be represented as

Q2(t) = q0t+
T

2πi

∑
m∈Z\{0}

qm
m
ei·2π

mt
T + c0

with constants q0, c0 ∈ R. Observe that

Q2(t) :=
T

2πi

∑
m∈Z\{0}

qm
m
ei·2π

mt
T + c0

is a function of period T . This means Q2(t) = q0t + Q2(t) is a combination of a linear func-
tion and a T -periodic function of time. Substituting these into the expressions of Cartesian
coordinates of the two vortices yields

x1(t) =
√

2G1(t) cos(Q1(t) +Q2(t) + q0t),

y1(t) =
√

2G1(t) sin(Q1(t) +Q2(t) + q0t);

x2(t) =
√

2(G2 −G1(t)) cos(Q2(t) + q0t),

y2(t) =
√

2(G2 −G1(t)) sin(Q2(t) + q0t).

Decomposing the trigonometric functions we obtain(
x1(t)
y1(t)

)
=

(
cos q0t − sin q0t
sin q0t cos q0t

)( √
2G1(t) cos(Q1(t) +Q2(t))√
2G1(t) sin(Q1(t) +Q2(t))

)
and (

x2(t)
y2(t)

)
=

(
cos q0t − sin q0t
sin q0t cos q0t

)( √
2(G2 −G1(t)) cosQ2(t)√
2(G2 −G1(t)) sinQ2(t)

)
.

Denote
x1 =

√
2G1 cos(Q1 +Q2), y1 =

√
2G1 sin(Q1 +Q2),

22



23 2.1. Motion of two vortices in disk

then x1(t) = x1(t+ T ), y1(t) = y1(t+ T ) and

z1(t) = x1(t) + iy1(t) = eiq0t(x1(t) + iy1(t)).

Analogously,
z2(t) = x2(t) + iy2(t) = eiq0t(x2(t) + iy2(t)),

where x2(t) =
√

2(G2 −G1(t)) cosQ2(t) and y2(t) =
√

2(G2 −G1(t)) sinQ2(t) are also
T -periodic functions. From this we find that the two vortices move periodically in a rotating
system with angular velocity q0.

For asymptotic orbits of the reduced system, they converge to fixed points or periodic orbits
as t→ −∞ or +∞, thus they are not periodic. So the corresponding absolute motions can not
be periodic in any uniformly rotating frame.

We shall refer to configurations that move without changing shape or size as vortex equilib-
ria. These configurations are typically in a state of uniform rotation or translation and so are
also called relative equilibria. In particular, a configuration where all the vortices remain in
place is said to be stationary.

Fixed points of the reduced system (2.1.6) given by the critical points of the Hamiltonian H̃
are relative equilibria of system (2.0.1). Indeed, for any fixed point of system (2.1.6), X and Y
are constant, thus |z1|2 = X2 + Y 2, |z2|2 = I −X2 − Y 2 and the relative angle between z1, z2

does not change along the motion.
The equations defining the fixed points of system (2.1.6) are

4π
∂H̃

∂X
=− 2X

1−X2 − Y 2
+

2X

1 + X2 + Y 2 − I

+
2X(I − 2X2 − 2Y 2) + 4X2+2Y 2−2I√

I−X2−Y 2

1 + (X2 + Y 2)(I −X2 − Y 2)− 2X
√

I −X2 − Y 2

− 4X2 + 2Y 2 − 2I√
I −X2 − Y 2(I − 2X

√
I −X2 − Y 2)

= 0

and

4π
∂H̃

∂Y
=− 2Y

1−X2 − Y 2
+

2Y

1 + X2 + Y 2 − I

+
2Y (I − 2X2 − 2Y 2) + 2XY√

I−X2−Y 2

1 + (X2 + Y 2)(I −X2 − Y 2)− 2X
√

I −X2 − Y 2

− 2XY√
I −X2 − Y 2(I − 2X

√
I −X2 − Y 2)

= 0.

They lead to

4π
∂H̃

∂X
· Y − 4π

∂H̃

∂Y
·X

=
2Y
√

I −X2 − Y 2(1− I + (X2 + Y 2)(I −X2 − Y 2))
(I − 2X

√
I −X2 − Y 2)(1 + (X2 + Y 2)(I −X2 − Y 2)− 2X

√
I −X2 − Y 2)

= 0.
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Chapter 2. Periodic solutions of systems in disk 24

From this we see that all the fixed points must satisfy Y = 0, which means the configurations
have the feature that the two vortices lie on the line across the origin. Moreover, with Y = 0, it
follows ∂ eH

∂Y
|Y=0 = 0 and

4π
∂H̃

∂X
|Y=0 = (2I − 4X2) ·

[
X

(1−X2)(1 +X2 − I)
− 1√

I −X2(1−X
√
I −X2)

+
1√

I −X2(I − 2X
√
I −X2)

]
Therefore, ∂ eH

∂X
|Y=0 = 0 implies

I − 2X2 = 0,

which gives X = −
√
I/2, or,

0 =
X

(1−X2)(1 +X2 − I)
− 1√

I −X2(1−X
√
I −X2)

+
1√

I −X2(I − 2X
√
I −X2)

.

(2.1.8)

It shows that (−
√
I/2, 0) is always a fixed point regardless of the choice of I , which corre-

sponds to the configuration of uniform rotation of z1 and z2 along the same circle centered at 0.
Meanwhile, from (2.1.8) we derive

0 =X
√

I −X2(1−X
√

I −X2)(I − 2X
√

I −X2)

+ (1− I + X2(I −X2))(1− I + X
√

I −X2).
(2.1.9)

Let m := X
√
I −X2, then m ∈ [− I

2
, I

2
] since m2 = X2(I −X2) 6 I2/4. To solve (2.1.9) we

define a continuous map

f : [−I
2
,
I

2
] → R

with
f(m) :=m(1−m)(I − 2m) + (1− I +m2)(1− I +m)

= 3m3 − (1 + 2I)m2 +m+ (I − 1)2.

The roots of f give rise to critical points of H̃ . Notice that

f ′(m) = 9m2 − 2(1 + 2I)m+ 1

= 9
(
m− 1

9
(1 + 2I)

)2
+ 1− 1

9
(1 + 2I)2.

Depending on the value of the first integral I , different situations are possible.

• 0 < I < 1
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25 2.1. Motion of two vortices in disk

We have 1− 1
9
(1 + 2I)2 > 0, then f is strictly monotone increasing on [− I

2
, I

2
].

f(
I

2
) = −1

8
I3 +

3

4
I2 − 3

2
I + 1 = −1

8
(I − 2)3 > 0,

and by numerical computation,

f(−I
2
) =− 7

8
I3 +

3

4
I2 − 5

2
I + 1

≈− 7

8
(I − I1)(I − a)(I − ā)

=− 7

8
(I − I1)|I − a|2,

where I1 ≈ 0.4275 and a is a complex number with Im a 6= 0. Thus we conclude
(i) 0 < I < I1 ≈ 0.4275. In this case f ′(m) > 0 on [− I

2
, I

2
] and f(− I

2
), f( I

2
) are both positive.

f has no zero point on interval [− I
2
, I

2
]. Hence, there is no fixed point of the system other than

(−
√

I
2
, 0).

(ii) I1 < I < 1. As I increases, f(− I
2
) < 0, f(0) = (I − 1)2 > 0, and f is strictly increasing.

Consequently there exists exactly a number m0 ∈ (− I
2
, 0] such that f(m0) = 0. Moreover, it is

easy to show

m0 → −I
2
, as I → I1;

m0 → 0, as I → 1.

The corresponding fixed point satisfies X
√
I −X2 = m0 6 0, thus two new fixed points

are born with coordinates X1,2 = −
√

I±
√
I2−4m2

0

2
. They correspond to the same configura-

tion where two vortices move on two different concentric circles centered at 0 of radii r1, r2
satisfying r2

1 + r2
2 = I and r2

1 · r2
2 = m2

0. We see that

X1,2 → −
√
I

2
, as I → I1;

X1,2 → {−
√
I, 0}, as I → 1.

This means they depart from −
√

I
2

at I near I1 to the border −
√
I and the origin at I up to 1.

• 1 6 I < 2
In this case, owing to the constraints X2 + Y 2 < 1 and I −X2 − Y 2 < 1, the phase space

becomes an annulus I − 1 < X2 + Y 2 < 1. As I goes to 2, the domain shrinks to the singular
circle X2 + Y 2 = 1. When Y = 0, I − 1 < X2 < 1, then I − 1 < |m| = |X|

√
I −X2 6 I

2
.

On [− I
2
, 1−I), f ′ is everywhere positive, thus f is strictly increasing. Therefore, f(1−I) =

(1− I)(5I2 − 8I + 4) 6 0 proves non-existence of root of f on [− I
2
, 1− I).

On (I − 1, I
2
], f ′ has a root m1 = 1+2I+2

√
I2+I−2

9
. Observe that the minimum of f |(I−1, I

2
]

is either f(I − 1) or f(m1). However, f(I − 1) = (I − 1)(I − 2)2 > 0, and by numerical
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Chapter 2. Periodic solutions of systems in disk 26

computation, f(m1) is also positive provided I ∈ [1, 2), so f has no root on this interval. Hence,

the system has exactly one fixed point (−
√

I
2
, 0).

The classification to the stability of the relative equilibria is determined by the Jacobian
matrix of the reduced Hamiltonian vector field (∂

eH
∂Y
,−∂ eH

∂X
) evaluated in the corresponding fixed

point p,

Jp(H̃) =

(
∂2 eH
∂X∂Y

∂2 eH
∂Y 2

−∂2 eH
∂X2 − ∂2 eH

∂Y ∂X

)
p

.

It is called the stability matrix. The linear stability theory tells us that the eigenvalues of Jp(H̃)

characterize the type of the fixed point. When Jp(H̃) has purely imaginary eigenvalues, p is
an elliptic fixed point. p is an unstable hyperbolic fixed point, also called a saddle point when
Jp(H̃) has two real non-zero eigenvalues with different signs.

At the point (−
√

I
2
, 0) we compute

−∂
2H̃

∂X2
|
X=−

√
I
2
,Y=0

=
1

4π
· (I + 2)(7I3 − 6I2 + 20I − 8)

4I(1− I2

4
)2

=
1

4π
· 7(I + 2)(I − I1)|I − a|2

4I(1− I2

4
)2

;

∂2H̃

∂Y 2
|
X=−

√
I
2
,Y=0

=
1

4π
·

(1− I
2
)2

I(1 + I
2
)2
> 0;

∂2H̃

∂X∂Y
|
X=−

√
I
2
,Y=0

=
∂2H̃

∂Y ∂X
|
X=−

√
I
2
,Y=0

= 0.

Hence,
(i) if 0 < I < I1 ≈ 0.4275, −∂2 eH

∂X2 |X=−
√

I
2
,Y=0

< 0, thus J(H̃) has two pure imaginary

eigenvalues and then (−
√

I
2
, 0) is an elliptic fixed point;

(ii) if I1 < I < 2, −∂2 eH
∂X2 |X=−

√
I
2
,Y=0

> 0.J(H̃) has two real eigenvalues in different signs.

(−
√

I
2
, 0) is then an unstable hyperbolic fixed point.

According to the analysis above, we have already grasped some information about the vortex
behavior in the disk. From the aspect of numerical calculus, we investigate some examples
to see how the absolute motions of the vortices look like. Based on our analytic research,
four different feature types of phase portraits of the reduced system are possible according to
the choice of I . In the (a) parts of Fig.2.1-Fig.2.4 , the constant H̃ contours are plotted to
demonstrate the characteristics of each type. Since the coordinates in the XY -plane do not
represent the physical ones, we choose some points in the level curve maps and calculate their
corresponding absolute trajectories of vortices.

It is worth mentioning that when 0 < I < 1, the outer circle in XY -plane corresponds to
the arrangement that |z1|2 = I and z2 = 0. This circle, together with a curve across the origin
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27 2.1. Motion of two vortices in disk

(referring to z1 = 0, |z2|2 = I), constitutes the energy isoline H̃−1( 1
4π

log 1−I
I

). However, the
variables (2.1.5) are unsuitable for these configurations because of the singularity at 0 when
polar coordinates are determined. Actually since the phase portraits in XY -plane describe the
relative vortex positions, all the points on the outer circle represent the same one (|z1|2 = I and
z2 = 0). Thus the entire circle can be regarded as one point. In such a way, we see that the orbit
on H̃−1( 1

4π
log 1−I

I
) is also closed and periodic.

Another phenomenon is that some energy level sets are disconnected. For example for the
case I = 0.7, H̃−1( 1

4π
log(0.42)) is the disjoint union of a curve of new moon shape surround-

ing X1 and a circle around X2. Which relative orbit the vortices move along relies on which
component the initial configuration lies on.

In each phase space figure, X0 = (−
√
I/2, 0) is a fixed point corresponding to a rotation

of vortices in one circle such that they are always on the same straight line as the center of the
disk and on the opposite sides of it. As I grows from 0 to 2, the radius of this circle increases
from 0 to 1. During this procedure for small values of I , X0 is the unique fixed point and stable
(see Fig.2.1). As I reaches I1 ≈ 0.4275, X0 becomes an unstable hyperbolic fixed point and
a pair of elliptic fixed points X1, X2 arise in its neighborhood (see Fig.2.2, 2.3). These two
new points correspond to a rotation of vortices in different circles, as before collinear with the
center of the disk and on opposite sides of it. X2 is just given by the interchanging of vortices
in X1. Two homoclinic orbits connect X0 to itself. When I < 0.5808, they surround X1 and
X2 respectively as in Fig.2.2. When I goes above this value, they turn to surround X2 and the
singular point SE, see Fig.2.3. The positions of X1,2 tend to 0 and (−I, 0) as I grows and
they disappear until I is over 1. For I > 1, X0 becomes the only fixed points again, but is still
unstable.

In some regions of the phase portrait, vortices move without affecting each other, such as
point D in Fig.2.3 and point F in Fig.2.4. In some regions, like point A, B in Fig.2.1 and O, C
in Fig.2.2, vortices rotate around the center of the disk and also around each other.
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Chapter 2. Periodic solutions of systems in disk 28

(a) Relative vortex trajectories at I = 0.2 in the
XY -plane. X0 represents the elliptic fixed point
(−
√

I/2, 0). SE denotes the singular configuration.

(b) Absolute motion of vortices with initial po-
sitions (−0.1, 0) (red line) and (0.435, 0) (green
line) corresponding to the point A in the XY -
plane.

(c) Absolute motion of vortices with initial posi-
tions (0.2, 0) (red line) and (0.4, 0) (green line)
corresponding to the point B in the XY -plane.

Figure 2.1: I = 0.2
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29 2.1. Motion of two vortices in disk

(a) Relative vortex trajectories at I = 0.5 in the
XY -plane. X0 is the unstable hyperbolic fixed point
(−
√

I/2, 0). X1 and X2 are two elliptic fixed points.

(b) Absolute motion of vortices with initial posi-
tions (0, 0) (red line) and (

√
0.5, 0) (green line)

corresponding to the point O.

(c) Absolute motion of vortices with initial posi-
tions (−0.15, 0) (red line) and (0.691, 0) (green
line) corresponding to the point C.

Figure 2.2: I = 0.5
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Chapter 2. Periodic solutions of systems in disk 30

(a) Relative vortex trajectories at I = 0.7 in the XY -
plane. X0 represents the unstable hyperbolic fixed
point (−

√
I/2, 0). X1 and X2 are elliptic fixed points.

(b) Absolute motion of vortices with initial posi-
tions (−0.4, 0) (red line) and (0.7348, 0) (green
line) corresponding to the point D.

(c) Absolute motion of vortices with initial posi-
tions (0.24, 0) (red line) and (0.8015, 0) (green
line) corresponding to the point E.

Figure 2.3: I = 0.7
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31 2.1. Motion of two vortices in disk

(a) Relative vortex trajectories at I = 1.28 in the XY -
plane. X0 denotes the unstable hyperbolic fixed point
(−
√

I/2, 0).

(b) Absolute motion of vortices with initial po-
sitions (−0.9059, 0) (red line) and (0.6778, 0)
(green line) corresponding to the point F .

(c) Absolute motion of vortices with initial posi-
tions (0.6588, 0) (red line) and (0.9198, 0) (green
line) corresponding to the point G.

Figure 2.4: I =1.28
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Chapter 2. Periodic solutions of systems in disk 32

2.2 Vortex polygon
Since the system of four or more point vortices in the unbounded plane is not integrable, chaotic
behavior may occur. However, for some particular initial configurations of vortices, regular pe-
riodic motions are possible. ”Vortex crystals”, a typical type of relative equilibria, attract many
efforts. Thomson studied the regular n-polygon configurations of identical vortices in C in his
Adams Prize work [76]. Havelock [44] discussed the existence of double rings, i.e., configu-
rations consisting of two groups of n vortices with opposite strengths. Furthermore, general
studies of k n-polygons configurations have been carried out by several authors. See Aref [7],
Koiller et al.[49], or Lewis and Ratiu [52], and references therein for detailed discussions. These
beautiful vortex crystals provide a series of discrete symmetric periodic solutions. Related re-
sults are collected in the survey article [11]. For discussions on stability of relative equilibria
and chaotic behaviors we refer to [50, 51].

In this section, we investigate these highly symmetric polygonal configurations in the disk.
For later use, we write down the equations of motions of n interacting vortices k = 1, 2, · · · , n

with strengths Γk and positions zk in the unit disk D = {z ∈ C | |z| < 1} in a complex form:

dzk
dt

=
1

2πi

n∑′

j=1

Γj
zk − zj

− 1

2πi

n∑
j=1

Γj
zk − ẑj

, k = 1, 2, · · · , n. (2.2.1)

The overbar denotes complex conjugation. The prime means omitting the singular term j = k
in the summation. And ẑj = 1

z̄j
. In the sequel, we always assume n > 2.

Case I. n-polygon

The basic configuration of a relative equilibrium has vortices of the same strength Γk = Γ
at the corners of a regular n-polygon centered at the origin in the unit disk. We make the Ansatz

zk(t) = reiωtei
2πk
n , k = 0, · · · , n− 1

with constants r ∈ (0, 1) and ω ∈ R. Substituting these into (2.2.1), we obtain

2πr2ω

Γ
=

r2

1− r2
+
∑
j 6=k

[ 1

1− ei
2π
n

(j−k)
− 1

1− 1
r2
ei

2π
n

(j−k)

]
, k = 0, · · · , n− 1.

Since these equations are equivalent for each k, it is sufficient to solve

2πr2ω

Γ
=

r2

1− r2
+

n−1∑
j=1

[ 1

1− ei
2πj
n

− 1

1− 1
r2
ei

2πj
n

]
. (2.2.2)

To evaluate the sum, we consider a polynomial of degree n in the complex variable x with
distinct roots x1, · · · , xn:

P (x) = (x− x1) · · · (x− xn).
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33 2.2. Vortex polygon

Then

P ′(x) = P (x)
n∑
j=1

1

x− xj
.

Now we take P (x) = xn− γn, where γ is a complex number satisfying γn 6= 1. The roots of P
are x1 = γ, x2 = γε, · · · , xn = γεn−1 with ε = ei

2π
n . So we derive

nxn−1 = (xn − γn)
n∑
j=1

1

x− γ · εj
.

Let x = 1, we get
n∑
j=1

1

1− γ · εj
=

n

1− γn
for γn 6= 1. (2.2.3)

On the other hand, for the case γ = 1, instead we work on

Q(x) = (x− ε) · · · (x− εn−1).

Then

Q(x) =
xn − 1

x− 1
= 1 + x+ · · ·+ xn−1,

Q′(x) = 1 + 2x+ · · ·+ (n− 1)xn−2.

Thus from Q(1) = n and Q′(1) = 1 + 2 + · · ·+ n− 1 = 1
2
n(n− 1) we have

n−1∑
j=1

1

1− εj
=
n− 1

2
. (2.2.4)

Combining (2.2.2)-(2.2.4) we obtain

2πr2ω

Γ
=

r2

1− r2
+
n− 1

2
−
[ n

1− 1
r2n

− 1

1− 1
r2

]
=
n− 1

2
+

nr2n

1− r2n
,

so the angular velocity is

ω =
Γ

2πr2

[n− 1

2
+

nr2n

1− r2n

]
. (2.2.5)

This is a well known result. Stability analysis of such n-gons in disk in terms of n and r can be
found in many literatures, here we refer to Kurakin [50, 51].

Case II. Centered n-polygon
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Chapter 2. Periodic solutions of systems in disk 34

Figure 2.5: 6-Polygon and 5+1-centered polygon.

We locate a vortex of strength Γ0 at the center of the regular n-gon. Since
∑n−1

j=0
1

ei
2πj
n

= 0,
the central vortex is stationary. For the other vortices at vertices of the polygon, the resulting
equation becomes

2πr2ω′ = Γ
[n− 1

2
+

nr2n

1− r2n

]
+ Γ0.

Hence, vortices at corners rotate around the center in a uniform angular velocity augmented by
the presence of the central vortex:

ω′ = ω +
Γ0

2πr2
. (2.2.6)

with ω as in (2.2.5). The configuration is stationary when Γ0 = −Γ
[
n−1

2
+ nr2n

1−r2n

]
.

Case III. Two n-polygons

Consider a collection of 2n point vortices in D, n at positions z1, · · · , zn with same strength
Γ1, n at positions ζ1, · · · , ζn with strength Γ2. Then the equations of their motions are

˙̄zk =
1

2πi

[
Γ1

n∑′

j=1

1

zk − zj
+ Γ2

n∑
j=1

1

zk − ζj
− Γ1

n∑
j=1

1

zk − ẑj
− Γ2

n∑
j=1

1

zk − ζ̂j

]
˙̄ζk =

1

2πi

[
Γ2

n∑′

j=1

1

ζk − ζj
+ Γ1

n∑
j=1

1

ζk − zj
− Γ2

n∑
j=1

1

ζk − ζ̂j
− Γ1

n∑
j=1

1

ζk − ẑj

] (2.2.7)

Proposition 2.2.1. There are solutions of (2.2.7) of the form

zk(t) = z(t) exp(2πik/n)

ζk(t) = ζ(t) exp(2πik/n)
(2.2.8)

for k = 0, · · · , n− 1.
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35 2.2. Vortex polygon

Proof. Substituting (2.2.8) into (2.2.7) we obtain

˙̄z =
1

2πi

[
Γ1(n− 1)

2z
+

Γ2nz
n−1

zn − ζn
+

Γ1nz
n−1z̄n

1− znz̄n
+

Γ2nz
n−1ζ̄n

1− znζ̄n

]
˙̄ζ =

1

2πi

[
Γ2(n− 1)

2ζ
+

Γ1nζ
n−1

ζn − zn
+

Γ2nζ
n−1ζ̄n

1− ζnζ̄n
+

Γ1nζ
n−1z̄n

1− ζnz̄n

] (2.2.9)

Obviously if (2.2.8) holds at t = 0, they continue to hold for all future times when z and ζ
evolve according to (2.2.9).

Let us rewrite z, ζ in polar coordinates

z = reiφ, ζ = ρeiθ.

Using (2.2.9) we can establish

Proposition 2.2.2. The only possible solutions of Equations (2.2.9) that correspond to uni-
formly rotating configurations, i.e., satisfying

ṙ = ρ̇ = 0,

φ̇ = θ̇ = ω,

where ω ∈ R is a constant, are characterized by

(1) sin(nψ) = 0 with ψ = θ − φ;

(2) radii r and ρ satisfy

r2

ρ2
=

Γ1(n−1)
2

− Γ1n
1−r−2n + Γ2nrn

rn−ρn cos(nψ)
− Γ2nrnρn

rnρn−cos(nψ)

Γ2(n−1)
2

− Γ2n
1−ρ−2n + Γ1nρn

ρn−rn cos(nψ)
− Γ1nrnρn

rnρn−cos(nψ)

. (2.2.10)

Proof. Assume φ = ωt+ α and θ = ωt+ β, then

z(t) = reiαeiωt,

ζ(t) = ρeiβeiωt,

and ψ = θ − φ = β − α. Then (2.2.9) requires

2πωr2 =
1

2
(n− 1)Γ1 +

nΓ2

1− ξn
− nΓ1

1− r−2n
− nΓ2

1− ηn
;

2πωρ2 =
1

2
(n− 1)Γ2 +

nΓ1

1− ξ−n
− nΓ2

1− ρ−2n
− nΓ1

1− η̄n
,

(2.2.11)

where the phases ξ = ρ
r
exp(iψ) and η = exp(iψ)

rρ
. As a consequence, it must hold that

1

1− ξn
− 1

1− ηn
∈ R.
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Chapter 2. Periodic solutions of systems in disk 36

Suppose it equals a real value c, then we can derive

rn

rn − ρneinψ
− rn

rn − ρ−neinψ
= c ∈ R,

that is
c(einψ)2 − ((c+ 1)rnρn + (c− 1)rnρ−n)einψ + cr2n = 0.

Thus we see that einψ solves a quadratic equation with real coefficients:

cz2 − ((c+ 1)rnρn + (c− 1)rnρ−n)z + cr2n = 0. (2.2.12)

Then so does its conjugation e−inψ. We find c 6= 0, otherwise ρ = ρ−1 which can not occur.
Hence, if einψ /∈ R, einψ and e−inψ are the two distinct roots of (2.2.12). There holds r2n =
einψ · e−inψ = 1. However this is impossible since we already know r ∈ (0, 1). So we conclude
that e−inψ must be real, i.e. sin(nψ) = 0. Then (2.2.10) follows from (2.2.11) with ξ = ρ

r
cosψ

and η = cosψ
rρ

.

Remark 2.2.3. Actually for two nested, regular polygons to form an uniformly rotating config-
uration in the unit disk, they must have the same number of vortices. A study of vortex polygons
in the unbounded plane can be found in [8].

Associated with two choices of ψ, 0 or π
n

, two kinds of vortex configurations are obtained.

• ψ = 0 (symmetric two n-gons).

We refer to the case ψ = 0 as the symmetric configuration, (2.2.10) now simplifies:

r2

ρ2
=

Γ1(n−1)
2

− Γ1n
1−r−2n + Γ2nrn

rn−ρn − Γ2nrnρn

rnρn−1

Γ2(n−1)
2

− Γ2n
1−ρ−2n + Γ1nρn

ρn−rn − Γ1nrnρn

rnρn−1

. (2.2.13)

Therefore, we need to verify the existence of proper values of r, ρ ∈ (0, 1) with r 6= ρ which
satisfy (2.2.13). To solve this, we define a function f(r, ρ) : (0, 1)× (0, 1) \ {r = ρ} → R as

f(r, ρ) =
Γ1(n− 1)ρ2

2
− Γ2(n− 1)r2

2
+ n

Γ1r
2ρn + Γ2r

nρ2

rn − ρn

+ n
Γ1r

2nρ2

1− r2n
− n

Γ2r
2ρ2n

1− ρ2n
+ n

rnρn(Γ2ρ
2 − Γ1r

2)

1− rnρn
.

(r, ρ) ∈ (0, 1)2 \ {r = ρ} satisfying (2.2.13) are zero points of f . We fix r ∈ (0, 1). f(r, ·) is
continuous on (0, r) ∪ (r, 1). We see that

f(r, ρ) → −1

2
Γ2(n− 1)r2

{
< 0 if Γ2 > 0,

> 0 if Γ2 < 0,
as ρ→ 0+,

f(r, ρ) = O(1) + n
Γ1r

2ρn + Γ2r
nρ2

rn − ρn
→

{
+∞ if Γ1 + Γ2 > 0,

−∞ if Γ1 + Γ2 < 0,
as ρ→ r−.
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37 2.2. Vortex polygon

Figure 2.6: two 4-Polygons and centered two 3-polygon.

and

f(r, ρ) = O(1) + n
Γ1r

2ρn + Γ2r
nρ2

rn − ρn
→

{
−∞ if Γ1 + Γ2 > 0,

+∞ if Γ1 + Γ2 < 0,
as ρ→ r+,

f(r, ρ) = O(1)− nΓ2r
2 ρ2n

1− ρ2n
→

{
−∞ if Γ2 > 0,

+∞ if Γ2 < 0,
as ρ→ 1−.

Hence we obtain the following result:

Proposition 2.2.4. Assume ψ = 0 and Γ1 +Γ2 6= 0. Then for any r ∈ (0, 1), there exists at least
one value ρ(r) ∈ (0, 1) \ {r} such that (n,Γ1, r) and (n,Γ2, ρ(r)) form two uniformly rotating
n-gons.

Remark 2.2.5. Given n and Γk. For some r, there is only one proper ρ satisfying (2.2.13),
while for some others, more than one solutions of (2.2.13) exist. In other words, 1 is a lower
bound of the number of ρ for a given r. For instant, n = 3 and Γ1 = Γ2 = 1. Take r = 0.5,
then ρ ≈ 0.2106 is the unique solution of (2.2.13) on ρ ∈ (0, 1). However, letting r = 0.3,
we can obtain three fitting values for ρ, approximately 0.1266, 0.7295 and 0.9240, to solve the
equation.

• ψ = π
N

(alternate two n-gons).

This configuration is called alternate or staggered. In this case (2.2.10) becomes

r2

ρ2
=

Γ1(n−1)
2

− Γ1n
1−r−2n + Γ2nrn

rn+ρn − Γ2nrnρn

rnρn+1

Γ2(n−1)
2

− Γ2n
1−ρ−2n + Γ1nρn

ρn+rn − Γ1nrnρn

rnρn+1

. (2.2.14)

So possible (r, ρ) are zeros of the function g : (0, 1)× (0, 1) → R with

g(r, ρ) =
Γ1(n− 1)ρ2

2
− Γ2(n− 1)r2

2
+ n

Γ2r
nρ2 − Γ1r

2ρn

rn + ρn

+ n
Γ1r

2nρ2

1− r2n
− n

Γ2r
2ρ2n

1− ρ2n
+ n

rnρn(Γ1r
2 − Γ2ρ

2)

1 + rnρn
.
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Again we fix r ∈ (0, 1). g(r, ·) is continuous on (0, 1). Firstly we have

g(r, ρ) → −1

2
Γ2(n− 1)r2

{
< 0 if Γ2 > 0,

> 0 if Γ2 < 0,
as ρ→ 0+,

g(r, ρ) = O(1)− nΓ2r
2 ρ2n

1− ρ2n
→

{
−∞ if Γ2 > 0,

+∞ if Γ2 < 0,
as ρ→ 1−.

Take ρ = r, then computation shows

g(r, r) = (Γ1 − Γ2)r
2
[ 2nr2n

1− r4n
− 1

2

]
.

When Γ1 6= Γ2, as a function of r ∈ (0, 1), r 7→ 2nr2n

1−r4n − 1
2

is strictly increasing and has exactly
one zero point

r0 = (
√

4n2 + 1− 2n)1/2n. (2.2.15)

If r < r0,

g(r, r)

{
< 0, if Γ1 − Γ2 > 0,

> 0, if Γ1 − Γ2 < 0.

If r > r0,

g(r, r)

{
> 0, if Γ1 − Γ2 > 0,

< 0, if Γ1 − Γ2 < 0.

Hence we can conclude that

Proposition 2.2.6. Assume ψ = π
n

and let r0 = (
√

4n2 + 1− 2n)1/2n.

(1) If Γ2(Γ1 − Γ2) < 0, then for any r < r0, there exist at least two values ρ1, ρ2 with
0 < ρ1 < r < ρ2 < 1, such that for k = 1 or 2, (n,Γ1, r) and (n,Γ2, ρk) form two
uniformly rotating n-gons.

(2) If Γ2(Γ1 − Γ2) > 0, then for any r > r0, there exist at least two values ρ1, ρ2 with
0 < ρ1 < r < ρ2 < 1, such that for k = 1 or 2, (n,Γ1, r) and (n,Γ2, ρk) form two
uniformly rotating n-gons.

Remark 2.2.7. A special case is when r = ρ, i.e., these 2n vortices are located on one 2n
polygon alternatively. Then the system attains a relative equilibrium if and only if g(r, r) = 0
which gives Γ1 = Γ2 (same as one 2n-gon) or r = r0. This implies for any pair of different
strengths (Γ1,Γ2), if vortices (n,Γ1), (n,Γ2) are placed alternatively on the vertices of a 2n-
polygon, only when the radius of the polygon is r0 = (

√
4n2 + 1 − 2n)1/2n can the vortices

form a relative equilibrium. At this time, the uniform angular velocity of the vortices is

ω =
(4n+ 1−

√
4n2 + 1)(Γ1 + Γ2)

8π(
√

4n2 + 1− 2n)1/n
,

which concises with (2.2.5) for the case Γ1 = Γ2. Moreover, we see that when Γ1 + Γ2 = 0, it
is a stationary configuration.
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39 2.2. Vortex polygon

Figure 2.7: two 4-Polygons and centered two 3-polygon.

Formula (2.2.10) forms a complicated polynomial algebraic equation for the radii r and ρ,
parametrized by the free constant vortex strengths Γ1 and Γ2. Although we obtained a general
existence result for the solutions to it, it does not appear to possess a explicit expression of
solutions. So we may reverse our sight and regard it as a linear equation for the vortex strengths.
Then we can get an alternative form of (2.2.10):

Γ1

Γ2

=
r2(n−1

2
− n

1−ρ−2n )− nρ2rn( 1
rn−ρn cos(nψ)

− 1
rn−ρ−n cos(nψ)

)

ρ2(n−1
2
− n

1−r−2n )− nr2ρn( 1
ρn−rn cos(nψ)

− 1
ρn−r−n cos(nψ)

)
.

It means the relative vortex strength Γ1

Γ2
of such a configuration can be uniquely determined as a

function of radii r, ρ of the polygons and parameters n, ψ.

Case IV. centered two n-polygons

Place a vortex of strength Γ0 at the the origin. These 2n + 1 vortices form a relative equi-
librium if and only if the equation

r2

ρ2
=

Γ1(n−1)
2

− Γ1n
1−r−2n + Γ2nrn

rn−ρn cos(nψ)
− Γ2nrnρn

rnρn−cos(nψ)
+ Γ0

Γ2(n−1)
2

− Γ2n
1−ρ−2n + Γ1nρn

ρn−rn cos(nψ)
− Γ1nrnρn

rnρn−cos(nψ)
+ Γ0

is fulfilled. Thus for each pair of strengths Γ1, Γ2 and each pair of unequal radii r, ρ of polygons,
as long as a vortex with strength

Γ0 = Γ2

r2(n−1
2
− n

1−ρ−2n )− nρ2rn( 1
rn−ρn cos(nψ)

− 1
rn−ρ−n cos(nψ)

)

ρ2 − r2

− Γ1

ρ2(n−1
2
− n

1−r−2n )− nr2ρn( 1
ρn−rn cos(nψ)

− 1
ρn−r−n cos(nψ)

)

ρ2 − r2

is placed at the center, the two polygons (n,Γ1, r) and (n,Γ2, ρ) rotate around the central vortex
as a rigid body.
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Chapter 3

Periodic solutions of N point-vortex
systems in a general domain

3.1 Result statement
In this chapter we discuss periodic solutions to the Hamiltonian system modeled on the motion
of N point vortices of equal strength Γk = 1 in a bounded planar domain Ω:

ẋk =
∂HΩ

∂yk
(z),

ẏk = −∂HΩ

∂xk
(z),

k = 1, · · · , N,

or in a more concise way,

żk = −i∇zk
HΩ(z), k = 1, · · · , N. (HS)

with
HΩ : FNΩ = {z ∈ ΩN : zj 6= zk for j 6= k} → R

of the form

HΩ(z) =
1

4π

N∑
j,k=1
j 6=k

log
1

|zj − zk|
− F (z)

=
1

4π

N∑
j,k=1
j 6=k

log
1

|zj − zk|
− 1

2

N∑
j,k=1
j 6=k

g(zj, zk)−
1

2

N∑
k=1

h(zk).

As mentioned in Section 1.1, g : Ω × Ω → R is the regular part of the Green’s function of the
first kind on Ω ⊂ C, which is of class C2 and symmetric: g(w, z) = g(z, w) for all w, z ∈ Ω.

40



41 3.1. Result statement

h : Ω → R, h(z) = g(z, z) is the Robin function. g is bounded below and h(z) → ∞ as
z → ∂Ω. In particular h achieves its minimum in Ω if Ω is bounded.

The local result (Theorem 3.1.4) we obtain here is based upon a combination of Lyapunov-
Schmidt reduction arguments and perturbation theory. We treat the equations as a perturbed
system of the N point-vortex system in the unbounded plane, which has a known series of
periodic solutions. Working locally around these solutions, we do not need the compactness
condition for the action functional, thus avoid the usual trouble encountered in studying of
singular Hamiltonian systems. From the abstract point of view we are led to the investigation
of the existence of critical points for perturbations of a functional whose critical points appear
in manifold.

To state the theorem, we need some basic definitions. Let X be a C2 Hilbert manifold.
f ∈ C1(X,R). We denote the critical set of f by

Kf := {x ∈ X |Df(x) = 0}

and the sublevel sets by
f c := {x ∈ X | f(x) 6 c}.

Definition 3.1.1. We call p ∈ Kf an isolated critical point of f if there is a neighborhood B of
p such that B ∩Kf = {p}.

For a given isolated critical point p, we shall assign to it a series of groups which describe
the local properties of f on a neighborhood of p.

Definition 3.1.2. Let p be an isolated critical point of f . The critical groups are defined as

C∗(f, p) = H∗(f
c ∩B; (f c\{p}) ∩B;F )

where c = f(p) and B is a neighborhood of p such that B ∩ Kf = {p}. H∗ stands for any
kind of homology theory with Abelian coefficient group F satisfying the excision, homotopy
and exactness properties.

The excision property of the homology theory ensures the critical groups are well defined,
i.e., they do not depend on the choice of the neighborhood B.

Definition 3.1.3. A critical point p ∈ X of the function f : X → R is said to be stable if it is
isolated and its critical group is not trivial.

Here comes our main result:

Theorem 3.1.4. If a0 ∈ Ω is a stable critical point of h, then there exists r0 > 0, such that
for each 0 < r ≤ r0, (HS) has a periodic solution zr = (zr1, . . . , z

r
N) with minimal period

Tr = 8π2r2/(N − 1) such that zr1(t) → a0 as r → 0, and zrk(t) = zr1(t + (k − 1)Tr/N) for
every k = 1, . . . , N . In the limit r → 0 the vortices zrk move on circles in the following sense.
There exists ar ∈ Ω with ar → a0 such that the rescaled function

ur1(t) :=
1

r

(
zr1(Trt/2π)− ar

)
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Chapter 3. Periodic solutions of N point-vortex systems in a general domain 42

satisfies
ur1(t) → u0(t) := eit.

The convergence ur1 → u0 as r → 0 holds in H1(R/2πZ,C).

Remark 3.1.5. The domain Ω could be a bounded, simply or multiply connected region in the
plane. Theorem 3.1.4 does not apply to the annulus because, due to its rotational symmetry,
the minimum of h is not isolated but there is a circle of minima. On the other hand, perturbing
the annulus one obtains domains where the Robin function has at least two critical points, a
minimum and a saddle point. One can also construct simply connected domains, e. g. dumb-bell
shaped, where the Robin function has arbitrarily many local minima, and many saddle points;
see [37]. The function r(z) = e−h(z) is the inner radius (conformal radius for simply connected
domains) from the theory of complex functions; see [43] where one can find a discussion of the
geometric role of critical points of r, hence of h.

Remark 3.1.6. An isolated local minimum or maximum is stable as is a nondegenerate saddle
point. If h(a + z) = h(a) + αRe(zk) + βIm(zk) + o(|z|k) as z → 0 for some k ≥ 2 and
α2 + β2 6= 0 then a is degenerate but stable.

Since a hydrodynamic Robin function satisfies h(z) → ∞ as z → ∂Ω, the minimum is
always achieved in a bounded domain. Caffarelli and Friedman [22] showed that the Robin
function is strictly convex if Ω is convex but not an infinite strip. In the latter case the function
is still convex and explicitely known (see [14]), but of course invariant under translations, so that
it cannot have an isolated critical point. Thus in a bounded convex domain the Robin function
has a unique critical point, the global minimum. This is in fact nondegenerate according to
[22, Theorem 3.1]. If the domain is smooth, bounded, symmetric with respect to the origin,
and convex in the direction of the two coordinates then Grossi [41] showed that the origin is
a nondegenerate critical point. More precisely, they considered an arbitrary bounded smooth
domain Ω ⊂ Rn and diffeomorphisms of Rn of the form id + Θ with Θ : Rn → Rn small in
the Ck-norm. They showed that the Robin function of the Dirichlet Laplacian of (id + Θ)(Ω)
has only nondegenerate critical points for a residual set of Θ’s. For a generic bounded smooth
domain, Micheletti and Pistoia [59] proved that all critical points of the Robin function are
nondegenerate. Thus in a generic domain Theorem 3.1.4 applies and yields periodic solutions
with arbitrarily small minimal period oscillating around the minimum of the Robin function.

Remark 3.1.7. One may consider Theorem 3.1.4 as a kind of singular Lyapunov center theorem
(see [5]). Instead of obtaining periodic solutions near an equilibrium we obtain periodic solu-
tions near a singularity. The logarithmic growth ofHΩ as z approaches a singularity, zj−zk → 0
or zk → ∂Ω, is not essential. More general growth conditions can be dealt with, see Theorem
3.5.2. We concentrate on the N -vortex Hamiltonian since it is a most prominent example of
a first order singular Hamiltonian system which appears in mathematical physics, but with a
different type of singularity appearing in classical mechanics.
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43 3.2. Rescaling and variational setting

3.2 Rescaling and variational setting

For convenience in notations and without loss of generality we assume a0 = 0, the generaliza-
tion to generic a0 ∈ Ω being straightforward (see Remark 3.4.15).

The motion of N identical point vortices in unbounded plane is governed by the singular
first order Hamiltonian system

żk = −i∇zk
HC(z), k = 1, · · · , N,

with

HC(z) = − 1

4π

N∑
j,k=1
j 6=k

log |zj − zk|.

For any r > 0, it owns a Tr = 8π2r2

N−1
-periodic solution of the form

reiωrt

rei(ωrt+
2π
N

)

...
rei(ωrt+

2π(N−1)
N

)

 ,

meaning the vortices, located at vertices of a regular N -polygon of radius r, rotate in angular
velocity ωr = N−1

4πr2
as a rigid body. Inspired by this phenomenon, we wish to find Tr-periodic

solutions of the N point-vortex motion equations in a domain Ω ⊂ C:

żk = −i∇zk
(HC(z)− F (z)), k = 1, · · · , N, (3.2.1)

as a perturbed system with

F (z) =
1

2

N∑
j,k=1
j 6=k

g(zj, zk) +
1

2

N∑
k=1

h(zk).

This is a period prescribed problem. In the sequel, we shall rescale the problem and fix the
period to be 2π. During such a procedure, r is converted into a parameter of the equations
instead of a value related to the period. Before doing this, we notice the following fact:

Lemma 3.2.1. z is a T -periodic solution of ż = −i∇zH(z) is equivalent to u(t) := 1
r
z( T

2π
t) is

a 2π-periodic solution of u̇ = −i∇uH̃(u), where

H̃(u) :=
T

2πr2
H(ru).
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Chapter 3. Periodic solutions of N point-vortex systems in a general domain 44

Proof. z is T -periodic iff u is 2π periodic. ż = −i∇zH(z) is equivalent to

ż(
T

2π
t) = −i∇zH(z(

T

2π
t)), ∀t ∈ R.

For any r 6= 0, this is again equivalent to

T

2πr
ż(
T

2π
t) = −i∇z

T

2πr
H(z(

T

2π
t)), ∀t ∈ R.

With u(t) := 1
r
z( T

2π
t), this is exactly

u̇ = −i∇uH̃(u).

Therefore, we compute

Tr
2πr2

HΩ(ru) =
4π

N − 1

[
− 1

4π

N∑
j,k=1
j 6=k

log |ruj − ruk| − F (ru)

]

= − 1

N − 1

N∑
j,k=1
j 6=k

log |uj − uk| −
4π

N − 1
F (ru)− 1

N − 1

N∑
j,k=1
j 6=k

log |r|

Notice that the last term is a constant independent of u, thus vanishes in the Hamiltonian equa-
tions when we take its derivative with respect to the variable u. So we may define the rescaled
Hamiltonian to be

Hr(u) :=
Tr

2πr2
HΩ(ru) +

1

N − 1

N∑
j,k=1
j 6=k

log r

= − 1

N − 1

N∑
j,k=1
j 6=k

log |uj − uk| −
4π

N − 1
F (ru).

Then as a consequence of Lemma 3.2.1, Tr-periodic solutions of (3.2.1) exactly correspond to
2π-periodic solutions of

u̇k = −i∇uk
Hr(u), k = 1, · · · , N (HSr)

for non-zero r. Observe that Hr defines a function

H : O :=
{
(r, u) ∈ R× CN : uj 6= uk for j 6= k, ruk ∈ Ω for all k

}
→ R

which is also defined for r = 0. Moreover, for r = 0 there holds

H0(u) = − 1

N − 1

N∑
j,k=1
j 6=k

log |uj − uk| −
4π

N − 1
F (0),
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45 3.2. Rescaling and variational setting

hence system (HS0) is given by

u̇k =
2i

N − 1

N∑
j=1
j 6=k

uj − uk
|uj − uk|2

, k = 1, · · · , N, (HS0)

which are the rescaled equations of motions of N vortices in the unbounded plane. Hereafter
we denote u0(t) = eit. (HS0) has a family of 2π-periodic solutions θ ∗ Ua parametrized by
θ ∈ S1 and a ∈ C where

Ua(t) =


a+ u0(t)

a+ u0(t+ 2π
N

)
...

a+ u0(t+ 2π(N−1)
N

)

 .

generated from the translations and the rotations of (eit, ei(t+2π/N), · · · , ei(t+2π(N−1)/N))tr.

After explaining how the parameter r is involved, let us give the variational setting.
Let L2

2π(CN) = L2(R/2πZ,CN) be the Hilbert space of 2π-periodic square integrable func-
tions with scalar product

〈x, y〉L2 =

∫ 2π

0

〈
x(t), y(t)

〉
R2N dt =

N∑
k=1

∫ 2π

0

Re(xk(t)yk(t)) dt

and associated norm ‖ · ‖L2 . The space H1
2π(CN) = H1(R/2πZ,CN) is the Sobolev space of

2π-periodic functions which are absolutely continuous with square integrable derivative with
scalar product

〈x, y〉 = 〈x, y〉L2 + 〈ẋ, ẏ〉L2

and associated norm ‖ · ‖. Without confusion we will use ‖ · ‖ for any dimension N . There is
an essential fact (see [56]):

Lemma 3.2.2. There exists a constant κ = κ(N, T ) > 0, such that,

‖u‖∞ := max
t∈[0,T ]

|u(t)| 6 κ‖u‖ for any u ∈ H1
T (CN).

Moreover, H1
T (CN) embeds into C0

T (CN) compactly.

There are two group actions on L2
2π(CN) and H1

2π(CN). One is the action of S1 = R/2πZ
given by time shift:

θ ∗ u(t) = u(t+ θ), θ ∈ S1,

and the other is the action of ΣN which permutes the components:

σ ∗ u(t) =
(
uσ−1(1)(t), . . . , uσ−1(N)(t)

)
, σ ∈ ΣN ,
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Chapter 3. Periodic solutions of N point-vortex systems in a general domain 46

for u ∈ L2
2π(CN) or H1

2π(CN). They combine to yield an isometric action of S1 × ΣN , where
without confusion we all use the notation ”∗”, given by

(θ, σ) ∗ u(t) =
(
uσ−1(1)(t+ θ), . . . , uσ−1(N)(t+ θ)

)
for (θ, σ) ∈ S1 × ΣN . Since g is symmetric it holds

F (σ ∗ u) = F (u), for any σ ∈ ΣN . (3.2.2)

The action functional corresponding to (HSr) is given by

Φr(u) :=
1

2

N∑
k=1

∫ 2π

0

〈iu̇k, uk〉R2 dt−
∫ 2π

0

Hr(u) dt, u ∈ H1
2π(CN).

Observe that Φ(r, u) = Φr(u) is defined for (r, u) in the set

Λ :=
{
(r, u) ∈ R×H1

2π(CN) : (r, u(t)) ∈ O for all t
}
.

Critical points of Φr for r > 0 correspond to 2π-periodic solutions of (HSr).

Proposition 3.2.3. a) Λ is an open subset of R×H1
2π(CN).

b) Φr is invariant under the action of S1 × ΣN .

Proof. To prove a), we apply Lemma 3.2.2 and suppose ‖u‖∞ 6 κ‖u‖ for all u ∈ H1
2π(C). Let

(r, u) be any element in Λ, that is, uk(t) 6= uj(t) and ruk(t) ∈ Ω for any t and k 6= j. Then for
every (r′, u′) ∈ R×H1

2π(CN), a straightforward computation shows that

κ‖u′ − u‖ >
κ

2
(‖u′k − uk‖+ ‖u′j − uj‖)

>
κ

2
‖u′k − uk − u′j + uj‖

>
1

2
‖u′k − uk − u′j + uj‖∞

>
1

2

∣∣∣|u′k(t)− u′j(t)| − |uk(t)− uj(t)|
∣∣∣

for all t. It follows that

|u′k(t)− u′j(t)| > |uk(t)− uj(t)| − 2κ‖u′ − u‖, ∀ t.

u is periodic and non-collision, so |uk(t) − uj(t)| > M > 0 with some value M for all t and
k 6= j. Thus

|u′k(t)− u′j(t)| > M − 2κ‖u′ − u‖,
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47 3.2. Rescaling and variational setting

which implies |u′k(t)− u′j(t)| > 0 for all t as long as ‖u′− u‖ is sufficiently small. Meanwhile,

|r′u′k(t)− ruk(t)|
6 |r′u′k(t)− r′uk(t) + r′uk(t)− ruk(t)|
6 |r′||u′k(t)− uk(t)|+ |r′ − r||uk(t)|
6 κ|r′|‖u′k − uk‖+ |r′ − r|‖uk‖∞
6 κ|r′|‖u′ − u‖+ |r′ − r|‖uk‖∞

‖uk‖∞ is finite, hence, r′u′k(t) ∈ Ω provided r′ are closed to r and ‖u′− u‖ is small. Therefore
we see that Λ is open in R×H1

2π(CN). The autonomy of Hr and (3.2.2) lead to the invariance
of Φr under the action of S1 × ΣN .

With these constructions, the principle of symmetric criticality given by Palais [64] helps us
to make a symmetric reduction to Φr. That paper provided various versions of this principle in
different settings. Here we choose the one applicable for our problem.

Theorem 3.2.4. [64] Let G be a group of isometries of a Riemannian manifold M and let
f : M → R be a C1 function invariant under G. MG is the set of stationary points of M under
the action of G. Then if p ∈MG is a critical point of f |MG , p is in fact a critical point of f .

As mentioned before, the set

M =
{
θ ∗ Ua : θ ∈ S1, a ∈ C

}
is a 3-dimensional non-compact submanifold of H1

2π(CN) consisting of 2π-periodic solutions
of (HS0).

Let σ = (1 2 . . . N) ∈ ΣN be the right shift, and set τ :=
(

2π
N
, σ−1

)
∈ S1 × ΣN , hence

τ ∗ u(t) =


uN(t+ 2π

N
)

u1(t+ 2π
N

)
...

uN−1(t+ 2π
N

)

 .

Since for all u ∈ H1
2π(CN),

τN ∗ u(t) =


u1(t+ 2π)
u2(t+ 2π)

...
uN(t+ 2π)

 = u(t),

i.e. τN = id, 〈τ〉 ⊂ S1×ΣN is a cyclic subgroup of S1×ΣN of orderN . Proposition 3.2.3 tells
for each r, the domain of Φr is an open subset of the Hilbert space H1

2π(CN), thus is a Hilbert
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manifold and a Riemannian manifold. Also Φr is (S1 × ΣN)-invariant. Theorem 3.2.4 applies
consequently and then it is sufficient to find critical points of Φr constrained to

Λτ = {(r, u) ∈ Λ : u = τ ∗ u}.

Clearly for (r, u) ∈ Λ we have (r, u) ∈ Λτ if, and only if, uk(t) = u1

(
t+ 2π(k−1)

N

)
for all

k = 1, . . . , N . Thus the map

H1
2π(C) → H1

2π(CN),

v 7→ v̂ :=

(
v,

2π

N
∗ v, . . . , 2π(N − 1)

N
∗ v
)tr

,

induces a diffeomorphism

M1 := {θ ∗ ua : θ ∈ S1, ua = u0 + a, a ∈ C} →M ⊂ Λτ ,

and a diffeomorphism

Λ1 := {(r, u1) ∈R×H1
2π(C) : (r, û1) ∈ Λτ} → Λτ ,

(r, u1) 7→ (r, û1).

Defining Ψ : Λ1 → R by
Ψ(r, u1) = Ψr(u1) := Φr(û1),

i. e.

Ψr(u1) =
N

2

∫ 2π

0

〈iu̇1, u1〉R2 dt+
N

N − 1

N−1∑
k=1

∫ 2π

0

log

∣∣∣∣u1 −
2kπ

N
∗ u1

∣∣∣∣ dt
+

4π

N − 1

∫ 2π

0

F (rû1) dt,

it suffices to find critical points of Ψr. More precisely, if u1 is a critical point of Ψr, that is
DΨr(u1)[v1] = 0 for all v1 ∈ H1

2π(C), then DΦr(û1)[v̂1] = 0 for all v1 ∈ H1
2π(C), which

implies û1 is a critical point of Φr. Hence, so far our underlying space is concerned with only
one complex component of u.

In the end of this section, we fix δ > 0 such that the tubular δ-neighborhood

Uδ(M1) = {u1 ∈ H1
2π(C) : distH1(u1,M1) 6 δ}

of M1 in H1
2π(C) is contained in the domain Λ0 of Ψ0:

Λ0 :=
{
u1 ∈ H1

2π(C) : u1(t) 6= u1(t+
2kπ

N
) for all t, all k = 1, . . . , N − 1

}
. (3.2.3)

This can be seen as follows: for every v ∈M1, all t and any k = 1, · · · , N − 1,

κ‖u1 − v‖ > ‖u1 − v‖∞

>
1

2

(
|u1(t)− v(t)|+ |u1(t+

2kπ

N
)− v(t+

2kπ

N
)|
)

>
1

2

∣∣∣ |u1(t)− u1(t+
2kπ

N
)| − |v(t)− v(t+

2kπ

N
)|
∣∣∣
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so that
|u1(t)− u1(t+

2kπ

N
)| > |v(t)− v(t+

2kπ

N
)| − 2κ‖u1 − v‖.

Observe that |v(t) − v(t + 2kπ
N

)| is uniformly bounded below away from 0. A constant δ > 0
always exists to guarantee Uδ(M1) ⊂ Λ0.

3.3 Finite dimensional reduction
Before the main task of this section, we give some basic calculus.

Lemma 3.3.1. For (r, u1) ∈ Λ1 we have

∇Ψr(u1) = N(Id−∆)−1

(
iu̇1 +

2

N − 1

N−1∑
k=1

u1 − 2kπ
N
∗ u1

|u1 − 2kπ
N
∗ u1|2

+
4πr

N − 1
∂1F (rû1)

)
,

where ∆ : H2
2π(C) → L2

2π(C), ∆v = v̈, and ∂1 means the gradient in the real sense with respect
to the first complex component. Particularly,

∇Ψ0(u1) = N(Id−∆)−1

(
iu̇1 +

2

N − 1

N−1∑
k=1

u1 − 2kπ
N
∗ u1

|u1 − 2kπ
N
∗ u1|2

)
.

Moreover,

∇2Ψ0(u1)[v] = N(Id−∆)−1

(
iv̇ +

2

N − 1

N−1∑
k=1

v − 2kπ
N
∗ v

|u1 − 2kπ
N
∗ u1|2

− 4

N − 1

N−1∑
k=1

〈
u1 − 2kπ

N
∗ u1, v − 2kπ

N
∗ v
〉

R2

|u1 − 2kπ
N
∗ u1|4

(
u1 −

2kπ

N
∗ u1

))
.

Proof. For any v ∈ H1
2π(C),

〈∇Ψ0(u1), v〉 = DΨ0(u1)[v] = lim
s→0

Ψ0(u1 + sv)−Ψ0(u1)

s

=
N

2

∫ 2π

0

lim
s→0

1

s

[
〈i(u̇1 + sv̇), u1 + sv〉R2 − 〈iu̇1, u1〉R2

]
dt

+
N

N − 1

N−1∑
k=1

∫ 2π

0

lim
s→0

1

s

[
log |u1(t)− u1(t+

2πk

N
) + sv(t)− sv(t+

2πk

N
)|

− log |u1(t)− u1(t+
2πk

N
)|
]
dt

=N

∫ 2π

0

〈iu̇1, v〉R2dt+
N

N − 1

N−1∑
k=1

∫ 2π

0

〈u1(t)− u1(t+ 2πk
N

), v(t)− v(t+ 2πk
N

)〉R2

|u1(t)− u1(t+ 2πk
N

)|2
dt.
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Observe that
N−1∑
k=1

∫ 2π

0

〈u1(t)− u1(t+ 2πk
N

), v(t+ 2πk
N

)〉R2

|u1(t)− u1(t+ 2πk
N

)|2
dt

=
N−1∑
k=1

∫ 2π− 2πk
N

− 2πk
N

〈u1(t− 2πk
N

)− u1(t), v(t)〉R2

|u1(t− 2πk
N

)− u1(t)|2
dt

=
N−1∑
k=1

∫ 2π

0

〈u1(t− 2πk
N

)− u1(t), v(t)〉R2

|u1(t− 2πk
N

)− u1(t)|2
dt

=
N−1∑
k=1

∫ 2π

0

〈u1(t+ 2π(N−k)
N

)− u1(t), v(t)〉R2

|u1(t+ 2π(N−k)
N

)− u1(t)|2
dt

=
N−1∑
k′=1

∫ 2π

0

〈u1(t+ 2πk
N

)− u1(t), v(t)〉R2

|u1(t+ 2πk′

N
)− u1(t)|2

dt

= −
N−1∑
k=1

∫ 2π

0

〈u1(t)− u1(t+ 2πk
N

), v(t)〉R2

|u1(t)− u1(t+ 2πk
N

)|2
dt.

(3.3.1)

Consequently,

〈∇Ψ0(u1), v〉 = N

∫ 2π

0

〈iu̇1, v〉R2 dt+
2N

N − 1

∫ 2π

0

〈N−1∑
k=1

u1(t)− u1(t+ 2πk
N

)

|u1(t)− u1(t+ 2πk
N

)|2
, v(t)

〉
R2 dt,

thus we get

∇Ψ0(u1) = N(Id−∆)−1
[
iu̇1 +

2

N − 1

N−1∑
k=1

u1(t)− u1(t+ 2πk
N

)

|u1(t)− u1(t+ 2πk
N

)|2
]
.

Consider the perturbed functional

Ψr(u1) = Ψ0(u1)−
8π2

N − 1
F (0) +

4π

N − 1

∫ 2π

0

F (rû1) dt.

Setting

Fr(u1) :=

∫ 2π

0

F (rû1) dt, (r, u1) ∈ Λ1,

we have

〈∇Fr(u1), v〉 = r

∫ 2π

0

〈∇F (rû1), v̂〉R2N dt

= r
N∑
k=1

∫ 2π

0

〈
∂kF (rû1),

2π(k − 1)

N
∗ v
〉

R2 dt.
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Observe for each k,∫ 2π

0

〈
∂kF (rû1),

2π(k − 1)
N

∗ v
〉

R2 dt

=
∫ 2π

0

〈
∂kF (ru1(t), ru1(t +

2π

N
), · · · , ru1(t +

2π(N − 1)
N

)), v(t +
2π(k − 1)

N
)
〉

R2 dt

=
∫ 2π− 2π(k−1)

N

− 2π(k−1)
N

〈
∂kF (ru1(t +

2π(N − k + 1)
N

), ru1(t +
2π(N − k + 2)

N
), · · · , ru1(t +

2π(N − 1)
N

),

ru1(t), ru1(t +
2π

N
), · · · , ru1(t +

2π(N − k)
N

)), v(t)
〉

R2 dt

=
∫ 2π

0

〈
∂kF (ru1(t +

2π(N − k + 1)
N

), ru1(t +
2π(N − k + 2)

N
), · · · , ru1(t +

2π(N − 1)
N

),

ru1(t), ru1(t +
2π

N
), · · · , ru1(t +

2π(N − k)
N

)), v(t)
〉

R2 dt

=
∫ 2π

0

〈
∂1F (ru1(t), ru1(t +

2π

N
), · · · , ru1(t +

2π(N − 1)
N

)), v(t)
〉

R2 dt,

here we used the invariance of F under permutation. Therefore, we conclude

∇Fr(u1) = (Id−∆)−1
[
rN∂1F (rû1)

]
,

and hence,

∇Ψr(u1) = N(Id−∆)−1
[
iu̇1 +

2

N − 1

N−1∑
k=1

u1(t)− u1(t+ 2πk
N

)

|u1(t)− u1(t+ 2πk
N

)|2
+

4πr

N − 1
∂1F (rû1)

]
.

Furthermore, for v, w ∈ H1
2π(C), we continue to compute that

〈∇2Ψ0(u1)[v], w〉 = lim
s→0

1

s

[
〈∇Ψ0(u1 + sw), v〉 − 〈∇Ψ0(u1), v〉

]
=N

∫ 2π

0

lim
s→0

1

s

[
〈i(u̇1 + sẇ), v〉R2 − 〈iu̇1, v〉R2

]
dt

+
2N

N − 1

N−1∑
k=1

∫ 2π

0

lim
s→0

1

s

〈 u1(t)− u1(t+ 2πk
N

) + s
(
w(t)− w(t+ 2πk

N
)
)

|u1(t)− u1(t+ 2πk
N

) + s
(
w(t)− w(t+ 2πk

N
)
)
|2

−
u1(t)− u1(t+ 2πk

N
)

|u1(t)− u1(t+ 2πk
N

)|2
, v(t)

〉
R2
dt

=N

∫ 2π

0

〈iẇ, v〉R2 dt+
2N

N − 1

N−1∑
k=1

∫ 2π

0

〈w(t)− w(t+ 2πk
N

), v(t)〉R2

|u1(t)− u1(t+ 2πk
N

)|2
dt

− 4N

N − 1

N−1∑
k=1

∫ 2π

0

〈u1(t)− u1(t+ 2πk
N

), v(t)〉R2 · 〈u1(t)− u1(t+ 2πk
N

), w(t)− w(t+ 2πk
N

)〉R2

|u1(t)− u1(t+ 2πk
N

)|4
dt

(3.3.2)
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As in (3.3.1) there hold

N−1∑
k=1

∫ 2π

0

〈w(t+ 2πk
N

), v(t)〉R2

|u1(t)− u1(t+ 2πk
N

)|2
dt =

N−1∑
k=1

∫ 2π

0

〈w(t), v(t+ 2πk
N

)〉R2

|u1(t)− u1(t+ 2πk
N

)|2
dt (3.3.3)

and
N−1∑
k=1

∫ 2π

0

〈u1(t)− u1(t+ 2πk
N

), v(t)〉R2 · 〈u1(t)− u1(t+ 2πk
N

), w(t+ 2πk
N

)〉R2

|u1(t)− u1(t+ 2πk
N

)|4
dt

=
N−1∑
k=1

∫ 2π

0

〈u1(t)− u1(t+ 2πk
N

), v(t+ 2πk
N

)〉R2 · 〈u1(t)− u1(t+ 2πk
N

), w(t)〉R2

|u1(t)− u1(t+ 2πk
N

)|4
dt

(3.3.4)
Thus combining (3.3.2)-(3.3.4) we have

〈∇2Ψ0(u1)[v], w〉 = N

∫ 2π

0

〈iv̇, w〉R2 dt+
2N

N − 1

N−1∑
k=1

∫ 2π

0

〈v(t)− v(t+ 2πk
N

), w(t)〉R2

|u1(t)− u1(t+ 2πk
N

)|2
dt

− 4N

N − 1

N−1∑
k=1

∫ 2π

0

〈u1(t)− u1(t+ 2πk
N

), v(t)− v(t+ 2πk
N

)〉R2 · 〈u1(t)− u1(t+ 2πk
N

), w(t)〉R2

|u1(t)− u1(t+ 2πk
N

)|4
dt.

As a result,

∇2Ψ0(u1)[v] =N(Id−∆)−1
[
iv̇ +

2

N − 1

N−1∑
k=1

v(t)− v(t+ 2πk
N

)

|u1(t)− u1(t+ 2πk
N

)|2

− 4

N − 1

N−1∑
k=1

〈
u1(t)− u1(t+ 2πk

N
), v(t)− v(t+ 2πk

N
)
〉

R2

|u1(t)− u1(t+ 2πk
N

)|4
(
u1(t)− u1(t+

2πk

N
)
)]

is obtained.

From the formula above we have

∇Ψ0(u1 + a) = ∇Ψ0(u1) and ∇2Ψ0(u1 + a) = ∇2Ψ0(u1) (3.3.5)

for any u1 ∈ Λ0 and a ∈ C. A direct computation shows for u0(t) = eit that

∇2Ψ0(u0)[v] = N(Id−∆)−1

(
iv̇ − 2

N − 1

N−1∑
k=1

(u0 − 2kπ
N
∗ u0)

2

|1− e2kπi/N |4

(
v − 2kπ

N
∗ v
))

.

When a functional is invariant under a continuous group action, its critical points, which
appear as orbits, are degenerate in general. Like here u0 is degenerate as a critical point of Ψ0.
Therefore, for such problems with symmetries, Bott [20] introduced the concept of nondegen-
erate critical manifold to extend the notion of nondegenerate critical point.
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53 3.3. Finite dimensional reduction

Definition 3.3.2. Let Z be a connected C2-submanifold of a Hilbert manifold X and let f ∈
C2(X,R). We say that Z is a nondegenerate critical manifold of f if

(1) all points of Z are critical points of f ;

(2) the nullity of each z ∈ Z is equal to the dimension of Z, i.e. dim Kerf ′′(z) = dimZ;

(3) f ′′(z) is a Fredholm operator for each z ∈ Z.

Remark 3.3.3. 1. Assumption (2) implies Kerf ′′(z) = TzZ for each z ∈ Z, herein TzZ is the
tangent space of Z at z. In other words, z is a nondegenerate critical point of f constricted to
the normal space of Z at z.

2. This is slightly different from the definition 10.3 of [26] in which Z is required to be
compact. Since the compactness condition does not make any trouble to our problem, we just
ignore it for convenience.

Then we can prove

Lemma 3.3.4. M1 is a nondegenerate critical manifold of Ψ0, in particular Ker∇2Ψ0(u0) =
Tu0M1.

Proof. Since M1 = S1 ∗ (u0 + C) is the homogeneous space obtained from u0 via the trans-
lations u0 7→ u0 + a and via the S1-action, and since Ψ0 is invariant under these actions, it is
sufficient to show that Ker∇2Ψ0(u0) = Tu0M1. Clearly Tu0M1 ⊂ Ker∇2Ψ0(u0), hence we
only need to prove that

Ker∇2Ψ0(u0) ⊂ Tu0M1 = {a+ ic · u0 : a ∈ C, c ∈ R } .

Consider an element v ∈ Ker∇2Ψ0(u0), so that

iv̇(t)− 2

N − 1

N−1∑
k=1

(eit − ei(t+
2kπ
N

))2

|1− ei·
2kπ
N |4

(
v(t)− v(t+

2kπ

N
)

)
= 0. (3.3.6)

We write v in its Fourier expansion, v(t) =
∑

n∈Z αne
int with coefficients αn ∈ C, and substi-

tute it into (3.3.6) obtaining

∑
n∈Z

nαne
int +

2

N − 1

∑
n∈Z

N−1∑
k=1

1− e−i·
2knπ

N

(1− e−i·
2kπ
N )2

· αnei(2−n)t = 0.

Setting

ξn :=
N−1∑
k=1

1− ei·
2πk(n−2)

N

(1− e−i·
2πk
N )2

,

a comparison of the coefficients yields for each n ∈ Z :

nαn +
2

N − 1
ξn · α2−n = 0, (3.3.7)
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and, replacing n by 2− n:

(2− n)α2−n +
2

N − 1
ξ2−n · αn = 0. (3.3.8)

Observe that

ξn =
N−1∑
k=1

1− e−i·
2k(n−2)π

N

(1− ei·
2kπ
N )2

=
N−1∑
k=1

1− ei·
2(N−k)(n−2)π

N

(1− e−i·
2(N−k)π

N )2
=

N−1∑
k=1

1− ei·
2k(n−2)π

N

(1− e−i·
2kπ
N )2

= ξn,

hence ξn ∈ R for any n ∈ Z. On the other hand, the computation

ξn − ξ2−n =
N−1∑
k=1

(
1− ei·

2k(n−2)π
N

(1− e−i·
2kπ
N )2

− 1− ei·
2knπ

N

(1− ei·
2kπ
N )2

)

=
N−1∑
k=1

ei·
4kπ
N − e−i·

4kπ
N + 2e−i·

2kπ
N − 2ei·

2kπ
N

|1− ei·
2kπ
N |4

shows that ξn − ξ2−n = −(ξn − ξ2−n), i.e. ξn − ξ2−n ∈ iR and therefore ξn = ξ2−n ∈ R.
Combining this with (3.3.7) and (3.3.8) we deduce

n(2− n)αn =
4

(N − 1)2
ξ2
n αn for all n ∈ Z ,

which immediately implies
αn = 0, for all n 6= 0, 1, 2. (3.3.9)

Next we take n = 1 in (3.3.7) and obtain, using the equality ξ1 = N−1
2

:

0 = α1 +
2

N − 1
ξ1 · α1 = α1 + α1, thus α1 ∈ iR . (3.3.10)

Finally, considering n = 0 in (3.3.8) yields

α2 = 0 (3.3.11)

because ξ2 = 0. Now (3.3.9)-(3.3.11) imply v ∈ Tu0M1. ∇2Ψ0(u0) is Fredholm with

dim Ker∇2Ψ0(u0) = codim Ran∇2Ψ0(u0) = 3.

After proving M1 is a nondegenerate critical manifold of Ψ0, we are in the position to seek
critical points of the functional

Ψr(u1) = Ψ0 −
8π2

N − 1
F (0) +

4π

N − 1

∫ 2π

0

F (rû1) dt.
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55 3.3. Finite dimensional reduction

Remark 3.3.5. In the work [4] of Ambrosetti, Coti Zelati and Ekeland, they applied the cele-
brated Lusternik-Schnirelmann theory to obtain a perturbation result by means of which a class
of first order singular Hamiltonian systems can be addressed. Their theorem states: let E be
a Hilbert space, Λ an open subset of E and fε ∈ C2(Λ,R) is smooth in ε. If Z is a compact
nondegenerate critical manifold of f0 and f ′′0 is a Fredholm operator of index 0 for all z ∈ Z,
then there exists an ε0 > 0 and a neighborhood U of Z such that fε has at least cat(Z) critical
points in U for any 0 < |ε| < ε0. In the proof, equivalently they looked for critical point of fε
constrained on a neighborhood Zε ⊂ U of Z. The compactness of Z is of great importance.
It yields the compactness of Zε and then Lusternik-Schnirelmann theory is applicable since the
Palais-Smale condition is then satisfied naturally. However, in our case M1 is not compact
and the Palais-Smale condition fails. Without the (PS) condition the Lusternik-Schnirelmann
theory is no longer true, thus a result like in [4] does not hold in our setting. In contrast with
their approach, we turn to the continuity method and make use of the property of the Robin’s
function.

With the preceding lemma, we come to the procedure of the Lyapunov-Schmidt reduction,
which is a sophisticated technique widely used to study the solutions of nonlinear equations
when the implicit function theorem does not work. It reduces infinite dimensional equations in
Banach spaces to finite dimensional equations.

For a given v ∈ M1 we denote Pv : H1
2π(C) → TvM1 the orthogonal projection. The

equation (HSr) is equivalent to the system{
Pv
(
∇Ψr(u1)

)
= 0,

(Id− Pv)
(
∇Ψr(u1)

)
= 0.

(3.3.12)

Since ∇2Ψ0(v) is self-adjoint and Fredholm, we have the orthogonal direct sum decomposition

H1
2π(C) = TvM1 ⊕NvM1

with TvM1 = Ker∇2Ψ0(v) = RanPv and NvM1 = Ran∇2Ψ0(v) = KerPv. We try to find
solutions of the form u1 = v + w with v ∈ M1 and w ∈ NvM1 small. Technically, we apply
a Lyapunov-Schmidt reduction to the system{

Pv
(
∇Ψr(v + w)

)
= 0,

(Id− Pv)
(
∇Ψr(v + w)

)
= 0.

(3.3.13)

More precisely, for fixed v ∈ M1 and r ∼ 0 we first solve the second equation in (3.3.13),
using the contraction mapping principle in a suitable neighborhood of 0 ∈ NvM1. This yields
a solution w = W (r, v) ∈ NvM1 which in turn will be substituted into the first equation of
(3.3.13).

In order to do this, we fix a constant ρ > 0 such that B2ρ(0) ⊂ Ω. Then Ψr(u1) is well-
defined provided u1 ∈ Uδ(M1) and |ru1(t)| ≤ 2ρ for all t; here δ is from (3.2.3).
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Lemma 3.3.6. There exists a constant r0 = r0(ρ, δ) > 0 and an S1-equivariant map

W : U :=
{
(r, v) ∈ R×M1 : |r| ≤ r0, v = θ ∗ ua, a ∈ C, |ra| ≤ ρ

}
→ H1

2π(C)

such that W (r, v) ∈ NvM1, satisfying ‖W (r, v)‖ ≤ δ and solving the equation

(Id− Pv)
(
∇Ψr

(
v +W (r, v)

))
= 0.

Proof. The proof is based on an application of the contraction mapping principle, and consists
of four steps.

STEP 1. Reduction to a fixed point problem
We fix R > 0 and define

MR
1 :=

{
v = θ ∗ ua ∈M1 : θ ∈ S1, a ∈ C, |a| ≤ R

}
.

We shall define W (r, v) ∈ NvM1 for |r| small and v ∈MR
1 . First of all, there exists a constant

κ > 0 such that
‖u‖∞ ≤ κ‖u‖, for all u ∈ H1

2π(C).

Given r ∈ R with |r| ≤ ρ
R

and |r| ≤ r1 := ρ
1+κδ

, it follows for any v = θ ∗ ua ∈ MR
1 and

‖w‖ ≤ δ that v + w ∈ Uδ(M1) and

|rv(t) + rw(t)| ≤ |ra|+ |ru0(t)|+ |rw(t)|
≤ |r|R + |r|+ |r|κδ
≤ 2ρ

for all t so that Ψr(v + w) is well-defined.
The second equation in (3.3.13) is equivalent to

(Id− Pv) ◦ ∇2Ψ0(v)[w]

= −(Id− Pv)
[
∇Ψ0(v + w)−∇2Ψ0(v)[w] +

4πrN

N − 1
(Id−∆)−1

(
∂1F (rv̂ + rŵ)

)]
.

As a consequence of Lemma 3.3.4 the operator Lv := (Id−Pv) ◦∇2Ψ0(v) induces an isomor-
phism Lv|NvM1 on NvM1. Also notice that if v = θ∗ua then Lv = (Id−Pθ∗u0)◦∇2Ψ0(θ∗u0)
is actually independent of a because of (3.3.5). Thus (Lv|NvM1)

−1 exists and there is a constant
γ > 0 independent of v, such that

‖(Lv|NvM1)
−1(w)‖ ≤ γ‖w‖, for all v ∈M1 and w ∈ NvM1. (3.3.14)

Next we define the operator T (r, v, ·) : NvM1 → NvM1 by

T (r, v, w) = −(Lv|NvM1)
−1 ◦ (Id− Pv)

[
∇Ψ0(v + w)−∇2Ψ0(v)[w]

+
4πrN

N − 1
(Id−∆)−1

(
∂1F (rv̂ + rŵ)

)]
.
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Then w ∈ NvM1 solving the second equation in (3.3.13) is equivalent to being a solution of
the fixed point equation w = T (r, v, w). In the following, we will prove that for r ∼ 0 and
v ∈MR

1 arbitrary, T (r, v, ·) is a contraction on a suitable neighborhood of 0 in NvM1.

STEP 2. We prove that there exist constants 0 < r2 < r1 = ρ
1+κδ

and 0 < δ1 < δ, such
that for any |r| ≤ min{r2, ρR} and w,w′ ∈ NvM1 with ‖w‖, ‖w′‖ ≤ δ1, there holds

‖T (r, v, w)− T (r, v, w′)‖ 6
1

2
‖w − w′‖. (3.3.15)

In order to see this we first observe that (3.3.14) implies forw,w′ ∈ NvM1 with ‖w‖, ‖w′‖ 6 δ,
that

‖T (r, v, w)− T (r, v, w′)‖ ≤ γ
(∥∥∇Ψ0(v + w)−∇Ψ0(v + w′)−∇2Ψ0(v)[w − w′]

∥∥
+

4π|r|N
N − 1

∥∥(Id−∆)−1
(
∂1F (rv̂ + rŵ)− ∂1F (rv̂ + rŵ′)

)∥∥)
(3.3.16)

Next observe that due to (3.3.5) there exists a constant 0 < δ1 < δ, such that for any v ∈ M1,
w ∈ NvM1 with ‖w‖ ≤ δ1, ∥∥∇2Ψ0(v + w)−∇2Ψ0(v)

∥∥ ≤ 1

4γ
(3.3.17)

in operator norm. Hence, there holds for any w,w′ ∈ NvM1 with ‖w‖, ‖w′‖ ≤ δ1:∥∥∇Ψ0(v + w)−∇Ψ0(v + w′)−∇2Ψ0(v)[w − w′]
∥∥

=

∥∥∥∥∫ 1

0

(
∇2Ψ0

(
v + sw + (1− s)w′

)
−∇2Ψ0(v)

)
[w − w′] ds

∥∥∥∥
≤ 1

4γ
‖w − w′‖.

(3.3.18)

In addition, by the uniform boundness of |rv(t)| and the smoothness of F , there exists 0 < r2 <
r1, such that for any |r| ≤ ρ

R
and |r| ≤ r2, ‖w‖, ‖w′‖ ≤ δ,

4π|r|N
N − 1

∥∥(Id−∆)−1
(
∂1F (rv̂ + rŵ)− ∂1F (rv̂ + rŵ′)

)∥∥
≤ 4π|r|N

N − 1

∥∥∂1F (rv̂ + rŵ)− ∂1F (rv̂ + rŵ′)
∥∥
L2

≤ 1

4γ
‖w − w′‖.

(3.3.19)

Substituting (3.3.18) and (3.3.19) into (3.3.16) yields (3.3.15).

STEP 3. We shall verify that there is a constant 0 < r3 < r1, such that T (r, v, ·) maps{
w ∈ NvM1 : ‖w‖ ≤ δ1

}
into itself provided |r| ≤ min{r3, ρ/R}.
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Indeed,

‖T (r, v, w)‖ ≤ γ ·
(∥∥∇Ψ0(v + w)−∇2Ψ0(v)[w]

∥∥+
4π|r|N
N − 1

∥∥∂1F (rv̂ + rŵ)
∥∥
L2

)
.

Similarly, r∂1F (rv̂ + rŵ) converges to 0 uniformly as r → 0, so there exists 0 < r3 < r1, such
that for |r| ≤ min{r3, ρ/R},

4π|r|N
N − 1

∥∥∂1F (rv̂ + rŵ)
∥∥
L2 ≤

δ1
4γ
, for all v ∈MR

1 , ‖w‖ ≤ δ1.

Moreover, (3.3.17) implies∥∥∇Ψ0(v + w)−∇2Ψ0(v)[w]
∥∥ =

∥∥∇Ψ0(v + w)−∇Ψ0(v)−∇2Ψ0(v)[w]
∥∥

=

∥∥∥∥∫ 1

0

(
∇2Ψ0(v + sw)−∇2Ψ0(v)

)
[w] ds

∥∥∥∥
≤ 1

4γ
‖w‖.

(3.3.20)

Consequently,

‖T (r, v, w)‖ ≤ γ ·
[ 1

4γ
‖w‖+

δ1
4γ

]
≤ δ1

2

as long as |r| ≤ ρ
R

, |r| ≤ r3 and ‖w‖ ≤ δ1.

STEP 4. Application of the contraction mapping principle
Taking r0 = r0(ρ, δ) := min{r2, r3} the contraction mapping theorem applied to T (r, v, ·) :

{w ∈ NvM1 : ‖w‖ ≤ δ1} yields that for each |r| ≤ r0, v ∈ MR
1 , there exists a unique w =

WR(r, v) ∈ NvM1 with ‖w‖ ≤ δ1 solving (3.3.13). Moreover, Pv is continuously differentiable
in v (see 10.2 [56]), hence WR(r, ·) is also of class C1. In addition, since Ψr is autonomous and
TvM1 is S1-equivariant also W (r, ·) is S1-equivariant: WR(r, θ ∗ v) = θ ∗WR(r, v). Observe
that WR(r, v) is uniquely determined, thus WR(r, v) = WR′(r, v) if (r, v) lies in the domains of
both MR

1 and MR′
1 . Hence we can simply write W instead of WR and obtain a map

W : U =
{

(r, v) ∈ R×M1 : v = θ ∗ ua, |r| ≤ r0, |ra| ≤ ρ
}
→ H1

2π(C)

as required.

Remark 3.3.7. The solution W can be obtained directly from the implicit function theorem in
version of manifold, the proof of which is also achieved by the contraction mapping principle.
The reason we do it in a complete way here is that the estimates in the following lemma demand
for an explicit relation among the norm of W , r and some constants that appeared in the proof
of Proposition 3.3.6 .
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As a result of the construction of the solution map W , some properties about the behavior
of W (r, v) as r → 0 can be proved, which are crucial for the proof of the main theorem:

Lemma 3.3.8. The following holds uniformly on U as r → 0:

a) ‖W (r, v)‖ = O(r)

b)
∥∥PvDvW (r, v)

∥∥
L(TvM1)

= O(r).

Proof. The inequality (3.3.20) implies

‖W (r, v)‖ = ‖T
(
r, v,W (r, v)

)
‖

≤ 1

4
‖W (r, v)‖+

4πN

N − 1
γ|r| ·

∥∥∂1F (rv̂ + rŴ (r, v))
∥∥
L2 .

(3.3.21)

Since ‖∂1F (rv̂+rŴ (r, v))‖L2 is uniformly bounded on U , there exists a constant M > 0, such
that

4πγ
∥∥∂1F (rv̂ + rŴ (r, v))

∥∥
L2 ≤M, for all (r, v) ∈ U .

This, substituted into (3.3.21), yields

‖W (r, v)‖ ≤ 4

3
M |r|, for all (r, v) ∈ U ,

proving a).
Next, let {fi(v)}3

i=1 be an orthonormal basis of TvM1 depending smoothly on v ∈ M1. In
order to estimate PvDvW (r, v) we differentiate the identity

PvW (r, v) =
3∑
i=1

〈W (r, v), fi(v)〉fi(v) = 0

with respect to v. This gives

3∑
i=1

(
〈DvW (r, v)φ, fi(v)〉fi(v) + 〈W (r, v), f ′i(v)φ〉fi(v) + 〈W (r, v), fi(v)〉f ′i(v)φ

)
= 0

for any φ ∈ TvM1, and therefore,

PvDvW (r, v)φ = −
3∑
i=1

(
〈W (r, v), f ′i(v)φ〉fi(v) + 〈W (r, v), fi(v)〉f ′i(v)φ

)
.

The invariance of the tangent spaces along M1 under translations and the equivariance with
respect to the S1-action imply that fi(v) and f ′i(v) are uniformly bounded for v ∈ M1. Then
together with part a), we obtain∥∥PvDvW (r, v)

∥∥
L(TvM1)

= O(r) as r → 0 uniformly on U .
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Following Proposition 3.3.6, it remains to solve

Pv

(
∇Ψr

(
v +W (r, v)

))
= 0

for (r, v) ∈ U . This can be reformulated as a finite-dimensional variational problem using the
function

ψ : Ũ → R, ψ(r, a) = ψr(a) := Ψr

(
ua +W (r, ua)

)
,

where
Ũ := {(r, a) ∈ R× C : |r| 6 r0, |ra| 6 ρ}.

Lemma 3.3.9. There exists r̃0 > 0, such that if a is a critical point of ψr for some |r| ≤ r̃0, then
∇Ψr

(
ua +W (r, ua)

)
= 0.

Proof. According to Lemma 3.3.8 b), there exists r̃0 > 0 such that∥∥PvDvW (r, v)
∥∥ ≤ 1

2
for all (r, v) ∈ U with |r| ≤ r̃0. (3.3.22)

Suppose (r, a) ∈ Ũ , |r| ≤ r̃0 and ∇ψr(a) = 0. Then〈
∇Ψr

(
ua +W (r, ua)

)
, a′ +DvW (r, ua)a

′〉 = 0 (3.3.23)

for any a′ ∈ C ⊂ TuaM1.
Since Ψr

(
θ ∗ ua +W (r, θ ∗ ua)

)
is independent of θ ∈ S1, differentiating it at θ = 0 gives〈

∇Ψr

(
ua +W (r, ua)

)
,
(
Id+DvW (r, ua)

)
u̇0

〉
= 0 . (3.3.24)

Combining (3.3.23) and (3.3.24) we obtain〈
∇Ψr

(
ua +W (r, ua)

)
,
(
Id+DvW (r, ua)

)
φ
〉

= 0

for any φ ∈ TuaM1. Moreover, as a consequence of (3.3.22) the map Id + PuaDvW (r, ua) is
invertible on TuaM1, hence〈

∇Ψr

(
ua +W (r, ua)

)
, φ
〉

= 0, for all φ ∈ TuaM1.

This implies
Pua∇Ψr

(
ua +W (r, ua)

)
= 0,

hence ua +W (r, ua) is a critical point of Ψr.

Now we make a first order Taylor expansion for ψr .

Lemma 3.3.10. There holds

ψr(a) = c0 +
4π2N2

N − 1
h(ra) + ϕr(a)

with ∇ϕr(a) = o(r) as r → 0 uniformly on Ũ .
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Proof. We compute

ψr(a) = Ψr

(
ua +W (r, ua)

)
= Ψr

(
ua +W (r, ua)

)
−Ψr(ua) + Ψ0(ua)−

8π2

N − 1
F (0) +

4π

N − 1

∫ 2π

0

F (rûa) dt

and∫ 2π

0

F (rûa) dt = πN2h(ra)

+
1

2

∫ 2π

0

N∑
j,k=1
j 6=k

(
g(ra+ rei(t+

2π(j−1)
N

), ra+ rei(t+
2π(k−1)

N
))− g(ra, ra)

)
dt

+
1

2

∫ 2π

0

N∑
k=1

(
h(ra+ rei(t+

2π(k−1)
N

))− h(ra)
)
dt .

Setting c0 := Ψ0(ua)− 8π2

N−1
F (0) and

ϕr(a) :=
2π

N − 1

∫ 2π

0

N∑
j,k=1
j 6=k

(
g(ra+ rei(t+

2π(j−1)
N

), ra+ rei(t+
2π(k−1)

N
))− g(ra, ra)

)
dt

+
2π

N − 1

∫ 2π

0

N∑
k=1

(
h(ra+ rei(t+

2π(k−1)
N

))− h(ra)
)
dt

+ Ψr

(
ua +W (r, ua)

)
−Ψr(ua),

we have ψr(a) = c0 + 4π2N2

N−1
h(ra) + ϕr(a). Now

∣∣∇ϕr(a)∣∣ ≤ 2π|r|
N − 1

∫ 2π

0

N∑
j,k=1
j 6=k

∑
m=1,2

∣∣∣∂mg(ra+ rei(t+
2π(j−1)

N
), ra+ rei(t+

2π(k−1)
N

))− ∂mg(ra, ra)
∣∣∣ dt

+
2π|r|
N − 1

∫ 2π

0

N∑
k=1

∣∣∣h′(ra+ rei(t+
2π(k−1)

N
))− h′(ra)

∣∣∣ dt
+
∣∣∇aΨr

(
ua +W (r, ua)

)
−∇aΨr(ua)

∣∣
= o(r) +

∣∣∇aΨr

(
ua +W (r, ua)

)
−∇aΨr(ua)

∣∣
because g is of class C1 and |ra| is uniformly bounded on U .

Moreover, since ∇Ψr

(
ua + W (r, ua)

)
∈ TuaM1 and DvW (r, ua)a

′ ∈ NuaM1 for any
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a′ ∈ C, we deduce for r → 0:

∇aΨr

(
ua +W (r, ua)

)
[a′]−∇aΨr(ua)[a

′]

= Ψ′
r

(
ua +W (r, ua)

)[
a′ +DvW (r, ua)a

′]−Ψ′
r(ua)[a

′]

= Ψ′
r

(
ua +W (r, ua)

)
[a′]−Ψ′

r(ua)[a
′]

= Ψ′
0

(
ua +W (r, ua)

)
[a′]−Ψ′

0(ua)[a
′]

+
4πrN

N − 1

∫ 2π

0

(
∂1F (rûa + rŴ (r, ua))− ∂1F (rûa)

)
[a′] dt

= Ψ′
0

(
u0 +W (r, ua)

)
[a′]−Ψ′

0(u0)[a
′] + o(r) · |a′|

= Ψ′′
0(u0)

[
a′,W (r, ua)

]
+ o(‖W (r, ua)‖) · |a′|+ o(r) · |a′|

= o(r) · |a′|,

uniformly on Ũ . Here we applied a′ ∈ Ker Ψ′′
0(u0) and Lemma 3.3.8 a). Summarizing we have

proved that ∇ϕr(a) = o(r).

3.4 Proof of Theorem 3.1.4
This section is devoted to obtaining critical points of the reduced function. We simply apply
some well-known facts from the Conley index theory as well as Morse index theory as presented
in [26, 29, 40]. The index theory has a long history and can be found in different versions in the
literature. Here we just adapt some theorems related to our problem for the information of the
reader.

We consider a C2 Hilbert manifold X and f ∈ C1(X,R). Kf , the critical set of f , and the
critical groups C∗(f, p) are introduced as in Section 3.1.

Definition 3.4.1. A continuous map η : R × X → X is called a flow on X if the following
properties are satisfied:

(1) η(0, x) = x; (2) η(s, η(t, x)) = η(s+ t, x) for all s, t ∈ R.

Given a locally Lipschitz continuous vector field V on X , we can associate a local flow η
on X with respect to V as the maximal solution to the Cauchy problem

η̇(x, t) = V (η(x, t)),

η(x, 0) = x.
(3.4.1)

Definition 3.4.2. Let f ∈ C1(X,R). A pseudo-gradient vector field for f (for short p.g.v.f.) is
defined to be a locally Lipschitz continuous section V of the tangent bundle T (X) satisfying,
for all x ∈ X ,

〈V (x), df(x)〉 > ‖df(x)‖2,
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63 3.4. Proof of Theorem 3.1.4

‖V (x)‖ 6 α‖df(x)‖
for some constant α > 0.

Remark 3.4.3. 1. Any function f ∈ C1(X,R) admits a p.g.v.f..
2. Since V is required to be locally Lipschitz continuous, the gradient ∇f of a function

f ∈ C1(X,R) is not necessarily a p.g.v.f. for f . But if f ∈ C2(X,R), then ∇f is a p.g.v.f. for
f .

Gromoll and Meyer [40] pointed out that the local homology of an isolated critical point
can also be computed as the homology of a suitable closed neighborhood of the critical point
relative to a part of its boundary. Using definition III.1 of Chang and Ghoussoub [27], the
Gromoll-Meyer pair for a critical subset is defined as follows.

Definition 3.4.4. Let f ∈ C1(X,R) and S be a subset of Kf . A pair of topological subsets
(W,W−) is said to be a Gromoll-Meyer pair for S associated with a p.g.v.f. V if, for the flow η
associated with V via (3.4.1), the following conditions hold:

• W is a closed neighborhood of S with W ∩Kf = S and W ∩ fa = ∅ for some a.

• W has the Mean Value Property, that is, if t0 < t1 are such that η(x, t0) ∈ W and
η(x, t1) ∈ W for some x ∈ X , then η(x, [t0, t1]) ⊂ W .

• W− is an exit set for W , i.e.,

W− = {x ∈ W |max {t ∈ R | η(x, t) ∈ W} = 0}.

• W− is a piecewise submanifold, and transversal to the flow η, that is, dη
dt

(0, x) /∈ TxW
−

for all x ∈ W−.

In [27] proposition 3.2, the authors gave the existence of Gromoll-Meyer pair of an isolated
critical point.

Proposition 3.4.5. [27] Suppose f ∈ C1(X,R) and satisfies the (PS) condition. p is an isolated
critical point of f . Then for any open neighborhood U of p, there exists a Gromoll-Meyer pair
(W,W−) for p with W ⊂ U , and in particular if f is C2, there exists one pair associated with
the negative gradient vector field −∇f .

They also established a relationship between the critical groups of a functional and the
homology of the Gromoll-Meyer pair at an isolated critical point.

Proposition 3.4.6. [27] Assume p is an isolated critical point of f ∈ C1(X,R). Let (W,W−)
be a Gromoll-Meyer pair of p associated with a p.g.v.f. V . Then we have

C∗(f, p) = H∗(W,W
−;F ).

The homology groups do not depend on the special choice of the Gromoll-Meyer pair (W,W−)
nor on the choice of the p.g.v.f. V for f .
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Figure 3.1: An example of Gromoll-Mayer pair.

Now we turn to the Conley index.

Definition 3.4.7. N is a subset of X . The maximal η-invariant set contained in N is denoted as

Inv(N, η) = {x ∈ N : η(x, t) ∈ N for all t ∈ Ix},

where Ix is the maximal existence interval of the initial value problem. N is an isolating neigh-
borhood if N is compact in X and

x ∈ ∂N ⇒ η(x, Ix) * N,

in other words,
Inv(N, η) ⊂ int(N).

A compact set S ⊂ X is called an isolated invariant set if there exists an isolating neighborhood
N such that S = Inv(N, η). The exit set of N , denoted as N−, is

N− = {x ∈ N | ∃ε > 0 : η(x, t) /∈ N for 0 < t < ε}.

An isolating neighborhood N is an isolating block if N− is closed. We say that L ⊂ N is
positively invariant relative to N , if for any x ∈ L, η([0, t], x) ⊂ N implies η([0, t], x) ⊂ L.

Definition 3.4.8. L ⊂ N ⊂ X and N,L are compact. (N,L) is called an index pair for
S = Inv(Cl(N\L)), if:

• N\L is a neighborhood of S, that is, Inv(Cl(N\L)) ⊂ int(N\L);

• L is positively invariant relative to N ;

• Every orbit which exits N goes through L first:

x ∈ N, η(t, x) /∈ N for some t > 0 ⇒ η(s, x) ∈ L for some s ∈ [0, t].
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65 3.4. Proof of Theorem 3.1.4

Definition 3.4.9. The homological Conley index is defined by

CH∗(S) = H∗(N,L).

As noted by Conley-Zehnder and Salamon, the homological Conley index is a topological
invariant for isolating neighborhoods, that is, if (N1, L1) and (N2, L2) are two index pairs for
S, then H∗(N1, L1) ∼= H∗(N2, L2).

It satisfies Wazewski property:

Proposition 3.4.10. Let N be an isolating neighborhood and assume that CH∗(S) 6= 0. Then
Inv(N) 6= ∅.

Definition 3.4.11. An equation is called gradient-like if there is some continuous real valued
function which is strictly decreasing on nonconstant solutions. The associated function is named
Lyapunov function.

Remark 3.4.12. 1. The simplest illustration is provided by gradient equations, namely, a system
of the form ẋ = ∇f(x) with Lyapunov function −f .
2. Gradient-like equations and isolated invariant sets are related by the fact that an isolated rest
point of a gradient-like equation is also an isolated invariant set. In general, a rest point may be
isolated as a rest point but not as an invariant set. A ”center” of an equation in the plane is an
example: every neighborhood of the center contains a nonconstant periodic solution.

Then we have the following

Corollary 3.4.13. Suppose the local flow η is generated by a gradient-like vector field V and
N is an isolating neighborhood relative to η. If Inv(N, η) 6= ∅, then there exists an a ∈ N with
V (a) = 0.

Proof. If V is gradient-like with respect to f and Inv(N, η) 6= ∅, then there is an x ∈ N such
that η(x, t) ∈ N for all t ∈ Ix. By the compactness of N , Ix = (−∞,+∞) and there exists
a sequence tn → ∞ such that limn→∞ η(x, tn) = a ∈ N . Thus since f is continuous and
nonincreasing we deduce that f(a) = inf{f(η(x, tn)) : n ∈ N}. It follows that f ◦ η(a, ·) is
constant so η(a, ·) is constant. Hence, η̇(a, t) ≡ 0 and so 0 = η̇(a, 0) = V (η(a, 0)) = V (a).
The corollary is proved.

Remark 3.4.14. The significance of the above corollary lies in the fact that, in applications to
variational problems, one is interested in finding critical points of a given C1-function f : N ⊂
U → R, i.e. solutions a of the equation f ′(a) = 0. In this case V = f ′ is gradient-like with
respect to Lyapunov function −f . Thus, if Inv(N) 6= ∅ then the corollary implies the existence
of a critical point of f contained in N .

End of proof of Theorem 3.1.4
Suppose 0 is an isolated stable critical point of h with h(0) = c. The Palais-Smale condition
is satisfied automatically for h since h(z) → ∞ as z → ∂Ω as a smooth function defined on a

65



Chapter 3. Periodic solutions of N point-vortex systems in a general domain 66

finite dimensional space. Then for any fixed 0 < ε < ρ, we can choose a Gromoll-Meyer pair
(B,B−) for 0 of h such that B ⊂ Bε(0) and

H∗(B,B
−) ∼= H∗(hc, hc \ {0}) 6= 0.

In particular, ∂B ⊂ M1 ∪ · · · ∪ Mk is contained in a finite union of submanifolds M j =
(gj)−1(0), where gj ∈ C1(C,R) with 0 being a regular value, and ∇gj(a) being the exterior
normal to B at a ∈ ∂B. By definition there holds〈

∇h(a),∇gj(a)
〉

R2 6= 0, for all a ∈ ∂B ∩M j , j = 1, . . . , k, (3.4.2)

and 〈
∇h(a),∇gj(a)

〉
R2 < 0, if, and only if, a ∈ B− ∩M j , j = 1, . . . , k. (3.4.3)

Now we scale these sets and functions as

Br :=
1

r
B, B−

r :=
1

r
B−, M j

r :=
1

r
M j, gjr(a) := gj(ra),

so that ∂Br ⊂M1
r ∪ · · · ∪Mk

r = (g1
r)
−1(0) ∪ · · · ∪ (gkr )

−1(0).
We consider only |r| ≤ min{r0, r̃0} so that the lemmas from the former sections make

sense. Lemma 3.3.10 implies for a ∈ ∂Br ∩M j
r , i. e. ra ∈ ∂B ∩M j:〈

∇ψr(a),∇gjr(a)〉R2 =

〈
4π2rN2

N − 1
∇h(ra) +∇ϕr(a),∇gjr(a)

〉
R2

=
4π2r2N2

N − 1

〈
∇h(ra),∇gj(ra)

〉
R2 + r

〈
∇ϕr(a),∇gj(ra)

〉
R2

=
4π2r2N2

N − 1

〈
∇h(ra),∇gj(ra)

〉
R2 + o(r2)

as r → 0. Using the compactness of ∂B and (3.4.2) we see that〈
∇ψr(a),∇gjr(a)

〉
6= 0 for all a ∈ ∂Br ∩M j

r , j = 1, . . . , k.

for |r| > 0 small enough. This implies for |r| > 0 sufficiently small, that Br is an isolating
neighborhood for the negative gradient flow of ψr, and as a consequence of (3.4.3) the exit set
is B−

r . Since B and Br, B− and B−
r are both homeomorphic,

H∗(Br, B
−
r ) ∼= H∗(B,B

−) 6= 0.

So Proposition 3.4.10 and Corollary 3.4.13 imply that there exists a critical point br of ψr in Br.
Then ubr +W (r, ubr) is a critical point of Ψr. Rescaling back, we obtain a Tr-periodic solution

zr(t) = r
(
ûbr + Ŵ (r, ubr)

)(2π

Tr
t

)
= r


br + ei

2π
Tr
t

br + ei(
2π
Tr
t+ 2π

N
)

...

br + ei(
2π
Tr
t+

2π(N−1)
N

)

+ rŴ (r, ubr)

(
2π

Tr
t

)

of (HS), proving Theorem 3.1.4 with ar = r · br ∈ B ⊂ Bε(0). 2
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Remark 3.4.15. For arbitrary a0 in Theorem 3.1.4, we modify the settings as follows:

Hr(u) :=
Tr

2πr2

HΩ(ru+ â0) +
1

4π

N∑
j,k=1
j 6=k

k

log r


= − 1

N − 1

N∑
j,k=1
j 6=k

log |uj − uk| −
4π

N − 1
F (ru+ â0),

where â0 = (a0, · · · , a0)
tr ∈ CN . Precisely, if a Tr-periodic function u(t) solves u̇k =

−i∇uk
Hr(u) for k = 1, · · · , N , then the 2π-periodic z(t) = ru(2πt/Tr) + â0 solves żk =

−i∇zk
HΩ(z). H(r, u) := Hr(u) is defined on

O :=
{
(r, u) ∈ R× CN : uj 6= uk for j 6= k, ruk + a0 ∈ Ω for all k

}
,

while Φr, Λ, M and the group action remain unchanged. This means that we just make a
translation to the system with the ”center” from a0 back to 0.

Later we fix a neighborhood B2ρ(a0) of a0 in Ω. Still, the reduced functional Ψr(u1) is
well-defined provided u1 ∈ Uδ(M1) and |ru1(t)| 6 2ρ for all t. Lemma 3.3.6 holds with a
constant r0 = r0(ρ, δ, a0) and the final Taylor expansion formula for ψr is

ψr(a) = c0 +
4π2N2

N − 1
h(ra+ a0) + ϕr(a)

with ∇ϕr(a) = o(r) as r → 0 uniformly on Ũ . Hence, analogously we can choose a Gromoll-
Meyer pair (B,B−) for a0 of h such that B ⊂ Bε(a0) ⊂ Bρ(a0) and H∗(B,B

−) 6= 0. M j and
gj play a role as before. Naturally now we set

Br :=
1

r
(B − a0), B−

r :=
1

r
(B− − a0), M j

r :=
1

r
(M j − a0), gjr(a) := gj(ra+ a0),

then for |r| > 0 small enough, Br is an isolating neighborhood for the negative gradient flow of
ψr with exit set B−

r . Hence

H∗(Br, B
−
r ) ∼= H∗(B,B

−) 6= 0

yields the existence of a critical point br of ψr in Br. Thus Theorem 3.1.4 holds when setting
ar = rbr + a0 ∈ B.
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3.5 Generalizations
Parallel results for other forms of Hamiltonian systems in C2 with singularity at z1 = z2 can be
obtained in the same manner.

The system governing the motion of two vortices (z1,Γ1) and (z2,Γ2) in a domain Ω ⊂ C
is {

Γ1ż1 = −i∇z1H(z);

Γ2ż2 = −i∇z2H(z),
(3.5.1)

with

H(z) =− Γ1Γ2

2π
log |z1 − z2| − Γ1Γ2g(z1, z2)−

1

2
Γ2

1h(z1)−
1

2
Γ2

2h(z2)

=:− Γ1Γ2

2π
log |z1 − z2| − F (z)

defined on F2Ω.

Theorem 3.5.1. Assume Γ1 + Γ2 6= 0. If a0 ∈ Ω is a stable critical point of h, then there
exists r0 > 0, such that for each 0 < r ≤ r0, (3.5.1) has a periodic solution zr = (zr1, z

r
2) with

minimal period |Tr| for Tr = 4π2r2(Γ1 + Γ2)/Γ
2
2 such that in the limit r → 0 the vortices zrk

move on circles in the following sense. There exists ar ∈ Ω with ar → a0 such that the rescaled
functions

urk(t) :=
1

r

(
zrk(Trt/2π)− ar

)
satisfy

ur1(t) → eit, ur2(t) → −Γ1

Γ2

eit.

The convergence holds in H1(R/2πZ,C).

Proof. Suppose a0 = 0. After rescaling, the problem becomes looking for critical points of the
functional

Φr(u) =
1

2

∫ 2π

0

Γ1〈iu̇1, u1〉R2 + Γ2〈iu̇2, u2〉R2 dt−
∫ 2π

0

Hr(u) dt

with

Hr(u) =
Tr

2πr2

(
H(ru) +

Γ1Γ2

2π
log |r|

)
= −Γ1(Γ1 + Γ2)

Γ2

log |u1 − u2| −
2π(Γ1 + Γ2)

Γ2
2

F (ru)

Φ(r, u) := Φr(u) is defined on an open subset of H1
2π(C2):

Λ := {(r, u) ∈ R×H1
2π(C2) : u1(t) 6= u2(t) and ru1(t), ru2(t) ∈ Ω for all t }.
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Then

∇Φr(u) = (Id−∆)−1

[(
iΓ1u̇1

iΓ2u̇2

)
+

Γ1(Γ1 + Γ2)

Γ2|u1 − u2|2

(
u1 − u2

u2 − u1

)
+

2π(Γ1 + Γ2)r

Γ2
2

F ′(ru)

]
.

In particular for r = 0,

∇Φ0(u) = (Id−∆)−1

[(
iΓ1u̇1

iΓ2u̇2

)
+

Γ1(Γ1 + Γ2)

Γ2|u1 − u2|2

(
u1 − u2

u2 − u1

)]
,

∇2Φ0(u)[v] = (Id−∆)−1

[(
iΓ1v̇1

iΓ2v̇2

)
+

Γ1(Γ1 + Γ2)

Γ2|u1 − u2|2

(
v1 − v2

v2 − v1

)
− 2Γ1(Γ1 + Γ2)

Γ2

〈u1 − u2, v1 − v2〉R2

|u1 − u2|4

(
u1 − u2

u2 − u1

)]
,

and thus ∇Φ0(u + (a, a)tr) = ∇Φ0(u) and ∇2Φ0(u + (a, a)tr) = ∇2Φ0(u) for all a ∈ C.
Standardly as in Lemma 3.3.4, one can prove that for strengths Γ1,Γ2 with Γ1 + Γ2 6= 0,

M :=

{
θ ∗
(

eit

−Γ1

Γ2
eit

)
+

(
a
a

)
: θ ∈ S1, a ∈ C

}
is a nondegenerate critical manifold of Φ0. To see this, set u0 = (eit,−Γ1

Γ2
eit)tr.

Φ′′
0(u0)[v] = (Id−∆)−1

[(
iΓ1v̇1

iΓ2v̇2

)
+

Γ1Γ2

Γ1 + Γ2

(
v1 − v2

v2 − v1

)
− 2Γ1Γ2

Γ1 + Γ2

〈eit, v1−v2〉R2

(
eit

−eit
)]

.

So v ∈ ker Φ′′
0(u0) implies{

iΓ1v̇1 + Γ1Γ2

Γ1+Γ2
(v1 − v2)− 2Γ1Γ2

Γ1+Γ2
〈eit, v1 − v2〉R2eit = 0;

iΓ2v̇2 + Γ1Γ2

Γ1+Γ2
(v2 − v1) + 2Γ1Γ2

Γ1+Γ2
〈eit, v1 − v2〉R2eit = 0.

Summing them up we get Γ1v̇1 + Γ2v̇2 = 0. Write v1, v2 ∈ H1
2π(C) in their Fourier expansions

as v1 =
∑

k∈Z αke
ikt, v2 =

∑
k∈Z βke

ikt with αk, βk ∈ C. Then it follows

βk = −Γ1

Γ2

αk, ,∀ k ∈ Z\{0}.

Substituting these into one of the equations we derive

Γ2

Γ1 + Γ2

(ᾱ0 − β̄0)e
2it +

∑
k∈Z

kαke
ikt +

∑
k∈Z\{0}

ᾱke
i(2−k)t = 0. (3.5.2)

Comparison of the coefficients gives

kαk + ᾱ2−k = 0, for any k ∈ Z\{0, 2}.
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Chapter 3. Periodic solutions of N point-vortex systems in a general domain 70

Replace k by 2 − k, then there holds αk + (2 − k)ᾱ2−k = 0. Combining these we obtain
(k − 1)2αk = 0 for any k 6= 0, 2, thus

αk = βk = 0, for all k 6= 0, 1, 2.

Considering the constant term in (3.5.2), we get α2 = β2 = 0. Then from the e2it term, we
obtain α0 = β0. For k = 1, there yields α1 + ᾱ1 = 0, i.e., α1 ∈ iR. In summary, v ∈ ker Φ′′

0(u0)
has the form

v =

(
a
a

)
+ ic

(
eit

−Γ1

Γ2
eit

)
with some a ∈ C and c ∈ R, which is an element in Tu0M.

We fix δ > 0 such that the δ-neighborhood Uδ(M) of M in H1
2π(C2) is contained in the

domain of Φ0, Λ0 := {u ∈ H1
2π(C2) : u1(t) 6= u2(t), ∀ t}, and also ρ > 0 with B2ρ(0) ⊂ Ω.

Then Φr(u) is well defined as long as u ∈ Uδ(M) and |ru1(t)|, |ru2(t)| 6 2ρ for all t.
Given v ∈ M, in order to solve the equation (Id − Pv)(∇Φr(v + w)) = 0 for w ∈ NvM,

we are led to finding a fixed point of the function

T (r, v, w) = −(Lv|NvM)−1 ◦ (Id− Pv)
[
∇Ψ0(v + w)−∇2Ψ0(v)[w]

+
2π(Γ1 + Γ2)r

Γ2
2

(Id−∆)−1
(
F ′(rv + rw)

)]
.

Denote ua = u0 + (a, a)tr. Again making use of the invariance of ∇Φ0 and ∇2Φ0 under
translations and the equivariance of them under S1-action, as in Lemma 3.3.6 we obtain a
constant r0 = r0(ρ, δ,Γ1,Γ2) > 0 such that for any |r| 6 r0 and arbitrary v = θ ∗ ua ∈M with
|ra| 6 ρ, T (r, v, ·) is a contraction on a small neighborhood of 0 in NvM which gives rise to a
unique fixed point W (r, v). So this yields an S1-equivariant map

W : U :=
{
(r, v) ∈ R×M : |r| ≤ r0, v = θ ∗ ua, a ∈ C, |ra| ≤ ρ

}
→ H1

2π(C2)

such that W (r, v) ∈ NvM, satisfying ‖W (r, v)‖ 6 δ and ∇Φr(v +W (r, v)) ∈ TvM. Further-
more, the estimations

‖W (r, v)‖ = O(r), ‖PvDvW (r, v)‖L(TvM) = O(r)

hold uniformly on U as r → 0. In the end, the problem is reduced to seeking critical points of

ψr(a) := Φr

(
ua +W (r, ua)

)
with ψ(r, a) = ψr(a) defined on

Ũ := {(r, a) ∈ R× C : |r| 6 r̃0, |ra| 6 ρ},
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where r̃0 6 r0 depends upon ρ, δ,Γ1 and Γ2. We see that

ψr(a) = Φr

(
ua +W (r, ua)

)
− Φr(ua) + Φr(ua)

= Φr

(
ua +W (r, ua)

)
− Φr(ua) + Φ0(ua)−

4π2(Γ1 + Γ2)

Γ2
2

F (0)

+
2π(Γ1 + Γ2)

Γ2
2

∫ 2π

0

F (rua) dt

Let c0 := Φ0(ua)− 4π2(Γ1+Γ2)

Γ2
2

F (0). It is a constant independent of a. Observe

∫ 2π

0

F (rua) dt = 2π(Γ1Γ2 +
Γ2

1

2
+

Γ2
2

2
)h(ra)

+

∫ 2π

0

Γ1Γ2

(
g(ra+ reit, ra− r

Γ1

Γ2

eit)− g(ra, ra)

)
dt

+

∫ 2π

0

Γ2
1

2

(
h(ra+ reit)− h(ra)

)
+

Γ2
2

2

(
h(ra− r

Γ1

Γ2

eit)− h(ra)

)
dt .

Setting

ϕr(a) := Φr

(
ua +W (r, ua)

)
− Φr(ua)

+
2π(Γ1 + Γ2)

Γ2
2

∫ 2π

0

Γ1Γ2

(
g(ra+ reit, ra− r

Γ1

Γ2

eit)− g(ra, ra)

)
dt

+
2π(Γ1 + Γ2)

Γ2
2

∫ 2π

0

Γ2
1

2

(
h(ra+ reit)− h(ra)

)
+

Γ2
2

2

(
h(ra− r

Γ1

Γ2

eit)− h(ra)

)
dt

we have ψr(a) = c0 + 2π2(Γ1+Γ2)3

Γ2
2

h(ra) + ϕr(a). We find that

∣∣∇ϕr(a)∣∣ ≤ 2π|Γ1 + Γ2||r|
Γ2

2

∫ 2π

0

|Γ1Γ2|
∑
m=1,2

∣∣∣∣∂mg(ra+ reit, ra− r
Γ1

Γ2

eit)− ∂mg(ra, ra)

∣∣∣∣ dt
+

2π|Γ1 + Γ2||r|
Γ2

2

∫ 2π

0

Γ2
1

2

∣∣h′(ra+ reit)− h′(ra)
∣∣+ Γ2

2

2

∣∣∣∣h′(ra− r
Γ1

Γ2

eit)− h′(ra)

∣∣∣∣ dt
+
∣∣∇aΦr

(
ua +W (r, ua)

)
−∇aΦr(ua)

∣∣
= o(r) +

∣∣∇aΦr

(
ua +W (r, ua)

)
−∇aΦr(ua)

∣∣
from the facts g is of class C1 and |ra| is uniformly bounded on Ũ . Meanwhile, since∇Φr

(
ua+

71



Chapter 3. Periodic solutions of N point-vortex systems in a general domain 72

W (r, ua)
)
∈ TuaM , DvW (r, ua)[(a

′, a′)tr] ∈ NuaM for any a′ ∈ C, we deduce for r → 0:

∇aΦr

(
ua +W (r, ua)

)
[a′]−∇aΦr(ua)[a

′]

= Φ′
r

(
ua +W (r, ua)

)[( a′

a′

)
+DvW (r, ua)

(
a′

a′

)]
− Φ′

r(ua)[

(
a′

a′

)
]

= Φ′
r

(
ua +W (r, ua)

)
[

(
a′

a′

)
]− Φ′

r(ua)[

(
a′

a′

)
]

= Φ′
0

(
ua +W (r, ua)

)
[

(
a′

a′

)
]− Φ′

0(ua)[

(
a′

a′

)
]

+
2π(Γ1 + Γ2)r

Γ2
2

∫ 2π

0

(
F ′(rua + rW (r, ua))− F ′(rua)

)
[

(
a′

a′

)
] dt

= Φ′
0

(
u0 +W (r, ua)

)
[

(
a′

a′

)
]− Φ′

0(u0)[

(
a′

a′

)
] + o(r) · |a′|

= Φ′′
0(u0)

[( a′

a′

)
,W (r, ua)

]
+ o(‖W (r, ua)‖) · |a′|+ o(r) · |a′|

= o(r) · |a′|,

uniformly on Ũ . Therefore we obtain ∇ϕr(a) = o(r). Then all the remaining arguments
proceed in the same way as in Section 3.4 when Γ1 + Γ2 6= 0. However, since in this case we
don’t have a cyclic group action under which Φr is invariant, the periodic solutions we obtain
may not fulfill the symmetry property zr2 = −Γ1

Γ2
zr2.

Another example is with a Hamiltonian which possesses a singular term −|z1 − z2|−α for
some α > 0. Precisely,

H(z1, z2) = − 1

|z1 − z2|α
+ F (z1, z2) (3.5.3)

with F ∈ C2(Ω2,R). Carrying over similar arguments with minor changes we can obtain

Theorem 3.5.2. If a0 ∈ Ω is a stable critical point of h : Ω → R; z 7→ F (z, z), then there exists
r0 > 0, such that for each 0 < r ≤ r0, the system

zk = −i∇zk
H(z1, z2), k = 1, 2,

withH as in (3.5.3) has a periodic solution zr = (zr1, z
r
2) with minimal period Tr = π(2r)α+2/α

such that in the limit r → 0 the points zrk move on circles in the following sense. There exists
ar ∈ Ω with ar → a0 such that the rescaled functions

urk(t) :=
1

r

(
zrk(Trt/2π)− ar

)
satisfy

ur1(t) → eit, ur2(t) → −eit.
The convergence holds in H1(R/2πZ,C).
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Proof. Assume a0 = 0 and fix a neighborhood of 0, B2ρ ⊂ Ω. In this setting, the rescaled
Hamiltonian function is

Hr(u) =
2α+1

α
· 1

|u1 − u2|α
− 2α+1rα

α
F (ru)

and the usual perturbed action functional Φr is as in Section 3.2, defined on H1
2π(C2).

∇Φ0(u) = (Id−∆)−1

((
iu̇1

iu̇2

)
+

2α+1

|u1 − u2|α+2

(
u1 − u2

u2 − u1

))
;

∇2Φ0(u)[v] = (Id−∆)−1

((
iv̇1

iv̇2

)
+

2α+1

|u1 − u2|α+2

(
v1 − v2

v2 − v1

)
− 2α+1(α+ 2)

|u1 − u2|α+4
〈u1 − u2, v1 − v2〉R2

(
u1 − u2

u2 − u1

))
.

One can verify as in Section 3.3 that

M :=

{
θ ∗ ua = θ ∗

(
eit

−eit
)

+

(
a
a

)
: θ ∈ S1, a ∈ C

}
is a nondegenerate critical manifold of Φ0. For given v ∈M, to solve (Id−Pv)(∇Φr(v+w)) =
0, we look for fixed point of T (r, v, ·) : NvM→ NvM by

T (r, v, w) = −(Lv|NvM)−1 ◦ (Id− Pv)
[
∇Ψ0(v + w)−∇2Ψ0(v)[w]

+
2α+1rα+1

α
(Id−∆)−1

(
F (rv + rw)

)]
where Lv := (Id − Pv) ◦ ∇2Ψ0(v) is an isomorphism when restricted to NvM, and satisfies
‖Lv|NvM)−1‖ 6 γ with constant γ > 0 for all v ∈M.

Then repeating the steps in Lemma 3.3.6, we claim that there exist constants δ > 0 and
r0 > 0 independent of the choice of v, such that for any |r| 6 r0 and v = θ ∗ ua ∈ M
with |ra| 6 ρ, T (r, v, ·) is a contraction mapping from {w ∈ NvM : ‖w‖ 6 δ} to itself and
particularly,

‖∇Φ0(v + w)−∇2Φ0(v)[w]‖ 6
1

4γ
‖w‖.

Thus a solution map

W : U =
{

(r, v) ∈ R×M : v = θ ∗ ua, |r| ≤ r0, |ra| ≤ ρ
}
→ H1

2π(C2)

is obtained. Moreover,

‖W (r, v)‖ = ‖T (r, v,W (r, v))‖ 6
1

4
‖W (r, v)‖+

2α+1γ|r|α+1

α
‖F ′(rv + rW (r, v))‖L2 .
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Therefore, since F ′ is bounded on U , it follows that ‖W (r, v)‖ = O(rα+1) uniformly on U as
r → 0. This leads to

Φr(ua +W (r, ua)) = c0 +
π2α+2rα

α
h(ra) + ϕr(a)

with ∇ϕr(a) = o(rα+1) uniformly. So the result can be proved as in Section 3.4.
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