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Applications in Upper Stages of Space
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2023-February-1st

Abstract

The presented thesis discusses work that has been conducted to extend the

German Aerospace Center (DLR) TAU Code to simulate heat and mass transfer

in two-phase systems in launcher cryogenic upper stages. Preceding work has been

performed to extend the incompressible version of the DLR in-house Computational

Fluid Dynamic (CFD) Code TAU to simulate isothermal two-phase flows. A Volume

of Fluid (VOF) approach and a finite volume discretization are used. Due to the

grid handling in TAU, an algebraic solution of the interface position was necessary

and implemented yielding shorter computation times compared to geometrical ap-

proaches on both structured and unstructured grids. This model was extended to

simulate heat and mass transfer over the two-phase interface. The work includes

updating the energy equation, the mass conservation equation and adapting the re-

spective numerical simulation. Density deviations are included via the Boussinesq-

approximation and heat convection is modelled by Fouriers law. The resulting

changes were then tested and validated using basic test-cases and a complex use

case of the stratification process within a dewar filled with liquid and gaseous hy-

drogen. The achieved results are presented in this work. Generally, an agreement

vii



for the validation test cases with the analytical results were found although some is-

sues with curved interfaces remained. The implementation was also able to simulate

the complex test case of stratification, yielding compatible results when compared

to the experimental data that has been provided to analyze the simulations.
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Zusammenfassung

Die vorliegende Arbeit diskutiert die Erweiterung des DLR TAU-Codes um die Simula-

tion von Massentransport in Zweiphasensystem von Trägerraketen zu ermöglichen. Dieser

Arbeit gingen Aktivitäten voraus die den inkompressiblen DLR-eigenen CFD Code TAU

um die Möglichkeit erweiterten Zweistoffsysteme zu simulieren. Dabei kommen ein soge-

nannter VOF Ansatz zum Einsatz sowie ein finites Volumen Verfahren. Aufgrund der Net-

zbehandlung in TAU war ein algebraischer Ansatz für die Auflösung des Interfaces nötig.

Dieser Ansatz ermöglichte kürzere Rechenzeit im Vergleich zu geometrischen Verfahren.

Dies gilt sowohl für unstrukturierte als auch für strukturierte Netze. Dieses Rechenmod-

ell wurde nun ergänzt um Wärme- und Stofftransport über eine Zweiphasengrenzfläche

darstellen zu können. Diese Änderungen beinhaltet eine Erweiterung der Energiegle-

ichung, der Massenerhaltung sowie die Anpassung der entsprechenden numerischen Sim-

ulationen. Dichteänderungen werden durch den Boussinesq-Ansatz berücksichtigt und

Wärmekonvektion durch das Fouriersche Gesetz. Die daraus resultierenden Änderungen

wurden dann mit grundlegenden Testfällen getestet und ein komplexer Anwendungsfall

wurde simuliert. Dieser bestand aus dem Stratifizierungsprozess in einem Behälter gefüllt

mit flüssigem und gasförmigem Wasserstoff. Die erreichten Ergebnisse werden in dieser Ar-

beit präsentiert. Größtenteils konnte eine Übereinstimmung mit den analytischen Ergeb-

nissen im Vergleich zur Simulation erreicht werden. Für gekrümmte Grenzflächen konnte

jedoch eine komplette Übereinstimmung nicht erreicht werden. Der verfolgte Ansatz war

auch in der Lage den komplexen Testfall der Stratifizierung zu simulieren und vergle-

ichbare Resultate wie im zugrundeliegenden Experiment zu erreichen. Diese wurden zur

Verfügung gestellt um die Simulation zu analysieren.
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1 Introduction

In the aspiration to improve upper stages of launch vehicles for demanding tasks, one

aspect of this optimization is a detailed understanding of the thermal behavior of pro-

pellant in these mentioned upper stages of launch vehicles. A lack of understanding of

the involved processes in the propellants can result in false orbit insertions or the possi-

bilities of launch mishaps. At the end of 2012 a Proton launcher with a Breeze M upper

stage operated by International Launch Services (ILS) had an incomplete fourth burn

of the upper stage. The error occurred on the oxidizer side of the turbo-pump of the

hydrazine/nitrogen-tetroxide engine. Unexpected heating caused a concentration of oxi-

dizer gas at the inlet line to the Breeze-M main engine, yielding to an eventual over-speed

of the oxidizer turbo-pump bearing (see [12]).

The payload finally reached its intended orbit after four additional engine burns

of the payload propulsion system, reducing the planned mission time from 15 to 11

years (see [13]). Important aspects of cryogenic propellant management are an active

field of intense research, like the chill-down processes, liquid behavior in Propellant Man-

agement Device (PMD) or phase change processes during long coasting phases between

upper stage engine burns as described by Gerstmann [14].

In the presented work the implemented improvements of the two-phase flow modeling

in the German Aerospace Center (DLR) TAU code for non-isothermal cases are described.

The TAU code is a computational fluid dynamics tool developed by DLR. It is capable

of simulating viscous and inviscid flows on structured and unstructured grids in Mach

regimes ranging from low subsonic to hypersonic flows. The two-phase model is based on

a VOF approach. The utilized VOF formulation is especially useful since due to the dual-

grid approach of TAU (TAU) the exact cell and face geometry is not available during the

computation. The VOF method therefore enables an analytical solution of the transport

equation. The scalar convective transport equation of the VOF variable is solved with

the Compressive Interface Capturing Scheme for Arbitrary Meshes (CICSAM).

1.1 Problem Setting

The main field of interest for this work was the application of Computational Fluid Dy-

namic (CFD) simulations of two-phase flows for the investigation of European launch

vehicles, such as the Ariane 5 or the upcoming Ariane 6 launcher classes of the Ariane-
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1.1 Problem Setting

Group. Figure 1 is a schematic depiction of the Ariane 5 rocket with a cut through the

lower, upper stages and the booster.

Figure 1: Ariane 5 launch vehicle. Reprinted
with permission from [1]. Copyright: Ari-
anespace - ESA - NASA

Visible at the bottom part of the cut is

the upper stage itself with its Liquid Oxy-

gen (LOX) and Liquid Hydrogen (LH2)

tanks and the HM7B engine. Connected

through the payload adapter are either

two payloads that are separated by the

Sylda 5 structure or one major payload (as

depicted here with the James-Webb Tele-

scope). Those mentioned double payload

often requires the separation into two dif-

ferent orbits at different elapsed times dur-

ing the launch mission. Thus, a reigni-

tion of the upper stage engine is required,

especially when two different orbits are

needed in order to reach the designated

position of the satellites. This can also

be the case for complex orbits for single

spacecrafts. Additionally, during the re-

sulting coasting phase the upper stage is

exposed to the variable space environment

with changing acceleration levels due to

the Reaction Control System (RCS) and al-

ternating thermal loads resulting from atti-

tude and the relative position to the earth

or the sun.

Figure 2 visualizes the sequence of an

Ariane 5 launch campaign for the common

example of a commercial Geostationary

Earth Orbit (GEO) mission that most

commonly transfers telecommunication

satellites into orbit. The launch begins
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with the ignition of the central core stage and the solid rocket boosters. After sepa-

ration of the two boosters and the following Main Engine Cut-Off (MECO), the upper

stage will ignite to bring the payloads on a Geostationary Transfer Orbit (GTO) to deliver

the satellites in their designed orbit. Here the first payload will be separated, followed

by the separation of the Sylda payload adapter. Consecutively, the second payload will

be released, possibly after an engine reignition to adjust its orbit. Finally, the upper

stage needs to be decommissioned to full-fill orbital debris avoidance requirements. Thus,

another engine utilization is possible before the stage is passivated and to re-enter or be

transferred into a graveyard orbit.

During these maneuvers several critical phases are to be considered in order to design

an efficient upper stage that can function under different mission scenarios in a reliable

and cost-efficient manner.

One of the major phases is the propulsive period where either the main engine of the

first stage (including boosters) or the main engine of the upper stage is active and de-

livering thrust. Thereby, increasing the speed of the launcher and forcing the propellant

towards the bottom of the tank. During this phase sloshing, primary in lateral direction,

is important as well as the forces that the fluid motion inputs into the rocket that have to

be handled by the RCS. This needs to be considered during development and the opti-

mization of stages. It is also required to know the propellant motion during this phase in

order to design and increase efficiency of PMD like baffles and anti-slosh rings. Concen-

tration and vaporization of droplets during this phase influences the pressure within the

tank and thereby the feeding system. Furthermore, heat and mass transfer at the walls

and the fluid interface play a role and thermal stratification during draining can influence

the performance of subsequent engine parts like turbo pumps, feed lines etc.

Following these propelled phases, the engine shutdown (MECO) is another critical

part of the trajectory where the forces that pressed the propellant towards the bottom are

removed and fluid within the tanks will now start to experience reduced gravity (central

stage) or even microgravity (in the upper stage). These changes in acceleration levels

can amplify sloshing thus influencing heat and mass transfer at the interface or wall and

also influencing the force budget of the stage making it necessary to correct altitude by

the RCS. Bubble and droplet formation can occur.

Thereafter, reduced gravity levels influence the propellant and reorientation occur in

the liquid and gas phases. Sloshing is dampened but still can influence the RCS. Now
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1.1 Problem Setting

thermal effects play a major role, since the heat and mass transfer at the interface is

strongly influenced and boiling, natural and Marangoni convection as well as thermal

stratification are occurring. Also, the gas mixture in the tank (consisting of pressurant

gas and propellant vapor) can be diluted into the liquid.

In order to provide the aforementioned flexibility for the orbits and the mission, the

restart of the engine yields to its own set of difficulties like geyser formation due to the

sudden increase in acceleration, thereby fragmenting the liquid bulk or possible inclusion

of bubbles within it. The propellant then needs time to settle and outgas. Caused by the

required pressurization and de-pressurization, bubbles can form within the fluid or due to

chill-down effects during these sequences.

Figure 2: The Ariane 5 launch sequence. Reprinted with permission from [2]. Copy-
right: European Space Agency (ESA)

There are two major research groups that investigate these kinds of effects and pro-

vide insight into the involved physics in Europe. The French-German Comportement des

Ergols dans les Réservoir (COMPERE) project and the sole German main project Re-

search Association Upper Stage. Within the COMPERE research consortium the main
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focus is to understand fluid motion and related physical processes in the upper stages.

The group consists of members from industry like Air Liquide, Airbus Defence & Space,

Cryospace and members of the academic world like L’Institut de Mécanique des Fluides

de Toulouse (IMFT), Laboratoire des Écoulements Géophysiques et Industriels (LEGI)

and Center of Applied Space Technology and Microgravity (ZARM) and the research in-

stitute of Office National d’Études et de Recherches Aérospatiales (ONERA). Also Centre

National d’Etudes Spatiales (CNES) and DLR as agencies are involved and provide the

necessary funding.

The Research Association Upper Stage a DLR funded and initiated a major research

project that is concerned with technology development for upper stage applications within

the European launcher family [14]. Participants in the group are the national space

industry (Airbus Defence & Space and MT Aerospace), ZARM, as well as four DLR

Institutes (located in Bremen, Lampoldshausen, Göttingen and Braunschweig). Since the

announcement of the Ariane 6 the focus of the group is concentrated on this new launcher.

Within the research project several technical areas are of interest:

� Cryogenic fuel handling

� The further development of DLR TAU

� Simulations of fuel delivery systems

� Fiber composite technology

� Avionics

The presented work was associated with the development of DLR TAU. Furthermore,

experimental investigation in the Cryo-Lab of DLR Bremen were conducted by Gerstmann

et al. [15]. Additional information on these related fields of activity will be provided in

section 2.

All these activities highlight the relevance of the mentioned challenges in the design

and optimization of cryogenic upper stages. The present work is intended to contribute

in this field by developing the DLR TAU in order to being able to study incompressible

two-phase flows with phase change and contribute thereby to the efforts of the Research

Association Upper Stage in understanding propellant behavior in reduced gravity and

under complex mechanical and thermodynamic loads for an extended period of time.
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1.2 Solution Approach

In order to achieve the goal of developing the DLR TAU to being able to mimic phase

change, a study on numerical approaches was conducted in order to identify the most

promising model to simulate phase change in a CFD framework like the DLR TAU code.

Beginning with the relevant equations of state, a summary of different numerical

approaches will be covered in section 2.2. After several tests a suitable approach was

selected and implemented in the numerical solver. Eventually, this implementation was

tested with simple basic test cases that are widely accepted in the area of phase change

implementations. The results are presented in section 5.

Continuing from this basic validation, a more application related simulation was

needed to be selected for this study. The so-called Kryogener Flüssigkeiten für Oberstufen-

Antriebssysteme - Charakterisierung von LH2 für Angetriebene Flugphasen (KOALA)

test case was found to be a suitable candidate and the test specifications and results were

kindly provided by Airbus Defence & Space of Bremen. In this work the experimental

and numerical set-up of this test are detailed described in section 6 in sub sections 6.2

and 6.3, respectively. In sections 6.4 and 6.5 these results will be presented in detail and

discussion will take place in section 7.
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2 Modeling Phase Change: State-of-the-Art

2.1 The Physical Process of Phase Change

Phase-change is an omnipresent process that takes place on a day-to-day basis. For

example when water is heated for a coffee, when electricity is produced in turbo machinery

or when a launch vehicle puts the latest telecommunication satellite into its designated

orbit.

In this thesis we are mainly concerned with the liquid and its vapor. Here vapor

is defined as a real gas near its liquefaction, also called condensation, at relatively low

temperatures. At higher temperatures vapor can be treated as an ideal gas, which corre-

sponds to equilateral hyperbola in the p-v diagram, which is shown in the right cut-out

of figure 3 and corresponds to the thermal equation of state in the following form:

p · v = R · T . (1)

The basis for the understanding of phase-change problems is the p-v-T diagram or

phase diagram that is shown in figure 3 for a pure substance and shows the relation

between pressure p, specific volume v and the temperature T and the corresponding state.

The diagram depicts different equations of state for the three phases gaseous, liquid and

solid and their mixtures. Those are solid-liquid or the melting area, the saturated liquid-

vapor or wet vapor region and the solid-vapor or sublimation region. When moving at

constant pressure through the diagram a solid, with low specific volume, is heated causing

only small changes in volume. Finally, the melting region is reached, and the solids starts

the transition into the liquid phase by increasing its specific volume while remaining at

the melting temperature. After the solid is completely melted, adding additional heat

will raise the temperature of the liquid of the pure substance, which will eventually reach

the evaporation line. Here the state of the substance is changed again, now becoming

vapor and transiting the saturated liquid-vapor region at constant temperature. The

evaporation process is finished when the complete liquid has changed the state to vapor.

On the p,v plane of figure 3 this moment is depicted as the saturated vapor line, from

there on only vapor exists whose temperature and volume are further increased by adding

heat.
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2.1 The Physical Process of Phase Change

Figure 3: The p-v-T diagram or phase diagram. Reprinted by permission from Springer
US from [3], COPYRIGHT (2002).

There are two special ways for the substance to progress that omits one of the afore-

mentioned phases. When for a solid the pressure is low enough it will immediate transition

from the solid state into the gaseous state. This process is called sublimation and might

occur to fallen snow above certain altitudes where the air pressure is low enough e.g.

the Rocky Mountains. Furthermore, at high temperatures and pressures a liquid can

directly change to vapor, avoiding the wet vapor region entirely, resulting in no discon-

tinuity between the two phases. This will happen above the critical point K, which is a

characteristic value for every substance, where saturated liquid and vapor line meet. It

is only below this temperature an equilibrium between liquid and its vapor exists. This

point is defined by a specific pressure pK , specific temperature TK and a characteristic

volume or density ρK = 1/vK .

There is also a constant pressure and temperature level where solid, liquid and vapor

phases exist in an equilibrium - the so-called triple line Tr. To get an overview, the values
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2.1 The Physical Process of Phase Change

of some common substances are presented in table 1 with their corresponding critical and

triple values.

Fluid Water Nitrogen Oxygen Hydrogen
pk [bar] 221.3 33.9 50.8 12.97

ρK [kg/m3] 310 311 410 31
TK [K] 647.3 126.2 154.75 33.25
pTr [bar] 0.00611 0.126 0.00152 0.0704
TTr [K] 273.16 63.18 54.36 13.84

Table 1: Critical and triple line fluid properties.

When keeping the specific volume in the p-v-T diagram constant one gets the p-

T diagram, which again differentiates the three phases, as is visible in figure 3 on the

right cut-out. Those regions are now divided by the melting curve (solid to liquid), the

sublimation curve (solid to vapor) and, of most interest in the present work, the saturation

pressure curve.

Figure 4: The saturation pressure curve for different substances in p-T diagram. Tr
donating the triple point and K the critical point. Reprinted by permission from Springer:
Nature from [4], COPYRIGHT (2012)

In heterogeneous areas like the wet-vapor region the two corresponding phases need

to have the same pressure and temperature in order to coexist and be in an equilib-

rium. Furthermore, the system is only entirely defined when the composition of the two
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2.1 The Physical Process of Phase Change

phases is known as well. The gradient of the saturation pressure curve is known as the

Clausius-Clapeyron equation and can be defined for all three of the two-phase areas. Since

evaporation and condensation is our main concern in this work we will focus on the wet-

vapor region and the gradient of the saturation pressure curve. The Clausius-Clapeyron

equation for these regions reads:

dp

dT
=

1

T
· h
′′ − h′

v′′ − v′
. (2)

with h′′ − h′ being the measurable enthalpy difference of the two phases and v′′ − v′

the corresponding difference in specific volume. Where the ′ indicates the initial state

and ′′ the final state. For every pressure level a related temperature exists and vis-versa

where liquid is evaporating. This pressure is the saturation pressure psat and associated

saturation temperature Tsat. The saturation pressure curve relates to psat = psat(T ) as

function of temperature. At p < psat the fluid is completely gaseous and at p > psat it is in

existence as liquid. The saturation pressure curve is characteristic for any substance and

starts at the triple point and runs to the critical point. Some trends are depicted in figure 4

as curves in the p-T diagram. Usually, these curves are determined by measurements and

some simple but accurate representations were developed by Wagner [16]. With the help of

the Wagner equation (equation (3) from Hase [17]) it is possible to calculate the saturation

pressure psp for a given temperature or vise-versa.

ln pspr =
aτ + bτ 1.5 + cτ 3 + dτ 6

Tr
. (3)

Where a,b,c and d are the coefficients of the Wagner equation, which are characteristic

for every substance, pspr = psp/pc is the reduced saturation pressure and Tr = T/Tc

the reduced saturation temperature with the subscript c donating the critical values of

temperature and pressure. Furthermore, τ is a reduced temperature in the form:

τ =
1− T
TC

= 1− Tr . (4)

An overview of saturation pressure curves for different substances can be found in
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2.1 The Physical Process of Phase Change

figure 4. Therefore, equation (3) can be used to determine the pressure development with

regards to the temperature as shown in figure 4, that is a p,T projection of figure 3 (com-

pare left cut-out).

The needed evaporation enthalpy L can be visualized in a T -s diagram where the

entropy s is increased due to the heat flux into the fluid. In this case the temperature

remains constant until all liquid is evaporated and therefore can be expressed as:

L = h′′ − h′ = T (s′′ − s′) . (5)

By applying the first law of thermodynamics, that energy in a closed system is con-

stant, where one starts at the liquid saturation line (1) and ends at the saturated vapor

line (2). The change in energy can now be expressed

u′′ − u′ = u2 − u1 = q12 + w12 . (6)

Since we assume an irreversible process

w12 =

∫ 2

1

pdv = −p(v′′ − v′) . (7)

With the enthalpy definition h = u+ pv :

q12 = h′′ − h′ = L = u′′ − u′ + p(v′′ − v′) . (8)

Thus, the applied heat q12 is split into a volume work p(v′′ − v′) and the change of

the internal energy u′′ − u′. The largest amount of heat will go into the breakup of the

molecular bounds to transfer from the dense liquid to the much looser bounds of the gas

phase resulting in an increased internal energy. Only a smaller fraction is required for the

volume work.

For an isobaric phase change process figure 5 demonstrates the steps the liquid will pass

until only vapor is present in the container. The compressed liquid at state 1 will heat up

due to an energy influx until the saturation temperature is reached, meanwhile expanding
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2.1 The Physical Process of Phase Change

due to the dependence of the density on the temperature (state 2). At this point in the

shown T -v diagram the saturation liquid line is crossed, and the first vapor bubble will

manifest itself. At any point between state 2 and 4 a mixture between saturated liquid

and saturated vapor is present (state 3). During this phase of the evaporation process the

temperature will remain constant, and all added energy is spent on the aforementioned

volume work and increase of internal energy. Once all the liquid is evaporated, meaning

the saturated vapor line is crossed, the temperature can increase again. One is now in

state 4. Adding additional heat will result again in the increase of the temperature and an

increase of the specific volume reaching the state 5, which correspondents to superheated

vapor - an ideal gas.

Figure 5: The change of state for heating and evaporating water at a constant pressure and
schematic representation of the phase change process at the different states. Reprinted
by permission from McGrawHill LLC from [5], COPYRIGHT (2015)
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2.2 Numerical Modeling Approaches towards Phase Change

The behavior described can be repeated at different pressures and the same effect will

occur. In cases where the critical pressure is exceeded there is no simultaneous occurrence

of two phases (liquid and vapor) possible. This is also the case when the pressures are

below the triple point level for the corresponding substance.

2.2 Numerical Modeling Approaches towards Phase Change

First attempts to simulate phase change where made by Son and Dhir [18] through using

the energy balance as well as the mass continuity at the interface and implement it into

the two-phase algorithm introduced by Sussman et al. [19]. Its resulting method is applied

to a one-dimensional test problem and a more sophisticated film boiling problem near the

critical pressure.

Juric and Tryggvason [20] used a front tracking method and applied a simple phase

change model at the interface that is mainly based on the temperature difference at the

interface and based on Tanasawa [21]. This is also applied to simple one-dimensional

problem and film boiling.

Further early attempts to model the processes involved in phase change have been

made by Hardt and Wondra [22]. They implemented a general model, which is usable

in a VOF implementation. In this work the interface-concentrated source term is shifted

beyond this region towards a zone that is close to interfacial region but distinguished from

it. This smeared-out version of the source terms is considered to avoid numerical insta-

bilities. The required specific mass flux was determined in Tanasawa [21] and a Piecewise

Linear Interface-Capturing (PLIC) approach to two-phase representation is applied. In

order to achieve this distributed source term an inhomogeneous Helmholtz equation is

solved. Hardt and Wondra [22] then solved basic phase change test cases and continued

with a more advanced film boiling test simulation.

An additional approach to phase change has been made by Wohak [23] who went into

greater detail of modeling the actual physical phenomena at the interface. The main

concern of Wohak [23] is the simulation of bubble phenomena involving phase change at

the interface. He utilizes an interface-concentrated source term that is calculated from

temperature gradient at the interface with a fixed distance in the denominator. His model

is also expanded to three fluid flows. These results have been improved and developed

further by Kunkelmann [6] and by Batzdorf [24].

In the work of Welch and Wilson [25] the gradient at the interface is calculated as
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the driving element of the phase change model. This is done by avoiding calculations of

gradients across the interface into the other phase state of the fluid. Thus, estimating

the gradient of each distinguished phase separately. The approach is validated with the

Stefan-, Sucking-Interface- and Scriven-Problem (see chapter 5) and used to simulate

horizontal film boiling.

Kunkelmann [6] advanced the work of Hardt and Wondra [22] by applying a more

sophisticated way in determining the mass flux due to phase change with the gradient that

appears at the interface. Furthermore, he used a description of the three-phase contact line

to estimate the micro-scale heat and fluid flow by including the work of Stephan and Busse

[26]. This very broad approach, incorporating several important features for relevant

simulations like transient heat conduction in solids and applicability to highly distorted

interfaces, is applied to basic test cases as well as complicated meniscus evaporation and

bubble flow regimes. Batzdorf [24] expanded this approach by using it to investigate the

heat transfer into impinging drops.

Further improvements of Kunkelmann [6] have been reported by Ma and Bothe [27].

In Ma and Bothe [27] a new two-scalar approach is used to solve the heat transfer that

utilizes two separate temperature fields, one for every distinct phase, to compute the

interfacial temperature. This approach is meant to omit the volume averaged temperature

in the interface regions and corresponding uncertainties. The article presents results for

basic heat and mass transfer test cases and a liquid film on structured substrate and

the rupture of a locally heated liquid film. In a continued effort the work of Deising

et al. [28] introduces an improved Direct Numerical Simulation (DNS) method to handle

arbitrary fluid interfaces involving high viscosity and density ratios as well as species

transfer. They present a single field method, based on conditional volume-averaging

techniques, taking species transport via diffusion into account but not phase change.

Also, the proposed stability and accuracy of the Continuous Species Transfer (CST) model

promises an improvement for the calculation of phase change phenomena by means of the

avoidance of parasitic currents.

In consecutive scientific works Rieber [29], Hase [17] and Schlottke [30] developed

a numerical method for two-phase simulation ( Rieber [29]) as well as the modeling of

phase change of droplets and their behavior (Hase [17]). Great emphasis is put into the

calculation of the interface velocity, which is used to progress all concerned variables in the

flow field. The mass flux rate of evaporation and condensation is determined via a simple
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2.2 Numerical Modeling Approaches towards Phase Change

model in order to focus on fluid mechanical implementation. Schlottke [30] improves the

approach of Hase [17] by a model to estimate the phase change mass source via the vapor

gradient.

Using the Energy of Fluid method Wróbel [31] also successfully implemented a phase

change model. This approach is based on the calculation of a VOF value change due to

evaporation and condensation and uses a different logic than previously described meth-

ods. The scheme is calculating interface-concentrated source terms by estimating the

change within the VOF scalar due to the temperature difference between the local tem-

perature and the interface temperature. Furthermore, the source terms of the temperature

equations are derived with the changing VOF scalar value. Finally, a mass source can be

deducted from the volume change. An advantage of the scheme is that a reconstruction of

the interface position can be omitted since only the temperature difference to the satura-

tion value and the VOF value in a computational cell is required. No basic validation test

cases similar to the other studies were presented but an application of the phase change

scheme to investigate the injection of coolant into a duct containing hot liquid and its

vapor. Wróbel [31] also discusses that the Energy of Fluid (EOF) method is not able to

provide information on the phase change rate.

Describing phase change with sharp source terms, Sato and Ničeno [7] were able to get

good results for the basic test cases and apply their model successfully to bubble growth

processes. Sato and Ničeno [7] use a concentrated source term at the interface in order to

implement the jump conditions and the effects of phase change into the incompressible

Navier-Stokes equations. The introduced model uses the heat flux at the interface to

determine mass flux rates by applying a second-order-accurate scheme for the gradient

reconstruction. His approach delivers good agreement for the basic test cases as well as

for more complex applications of rising bubbles and nucleate pool boiling.

Defining benchmark test cases based on the aforementioned analytical solutions (also

see 5) Tanguy et al. [32] used these cases to compare the numerical schemes of the Ghost

Fluid and Delta Function methods as well as high order extrapolation schemes on struc-

tured fixed computational grids. The paper highlighted the importance of the modeling

of the thermal boundary layer and the importance of using an accurate extrapolation

scheme to predict the correct results for the defined benchmark tests.

Due to a high industrial demand for phase change simulation tools in order to pre-

dict very different processes commercial CFD codes also investigate the improvement and
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extension of phase change models. In the realm of the simulation of upper stage propel-

lant management FLOW-3D is used in industry and academia to simulate the life cycle

of upper stages. Konopka et al. [33] provide insight in some of the activities involving

FLOW3D. Konopka et al. [9] present a comprehensive study about the extensions of

the CFD suite in order to simulate phase change phenomena with the specialization of

utilizing this code for CFD simulations for cryogenic upper stages. An analogue approach

as proposed by Kunkelmann [6] is applied to the basic test cases and the Sounding Rocket

COMPERE Experiment II (SOURCE-II) experiment (see for example Schmitt [34]) with

an overall satisfying result. Continued effort in the Joint Research Project Upper Stage is

under way to further improve the Flow-3D capabilities of phase change CFD-simulations.

The open-source code OPENFOAM is also capable of using phase change models

and is used and improved further at ZARM and DLR Bremen. Compared to the afore-

mentioned flow solvers, a different class of numerical solvers to predict the conditions of

cryogenic propellants in an upper stages of launch vehicles exist. This approach solves one-

dimensional continuity, momentum and energy equations for an internal flow. Another

part of the code solves the heat equation by modeling a system with ”nodes” and ”con-

ductors”. These parts are then connected and form a simpler one-dimensional approach

to the modeling of fluid behavior, which is applicable to mission analysis of the whole

upper stage in comparison to high computational demand of CFD solvers. This software

is then capable of simulating stratification, rotation and sloshing events by incorporating

correlations and simplified model approaches to the defining physical processes. One such

simulation environment is used by National Aeronautics and Spaceflight Agency (NASA)

and is based on a commercially available code called SINDA/FLUINT and is used in the

Launch Service Program by Schallhorn et al. [35].

Likewise, the ArianeGroup uses their own in-house 1-D tank flow solver, which is used

by Konopka et al. [33] in order to perform mission analysis and design tasks to evaluate

complex mission profiles and systems architectures. The KOALA test case, that will be

investigated in chapter 6, was also studied with this approach of Konopka et al. [9]. Some

of these works are also discussed in the next chapter.
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2.3 Experimental and Numerical Investigations of Phase Change

for Launcher Applications

Evaporating and condensation propellant has been investigated since the Apollo era when

restart ability and long coasting phases started playing a role. A famous large scale

experiment is the test flight AS-203 of the Saturn S-1B stage, which used an instrumented

upper stage to look at basic flow parameters like pressure, temperature and mass flow

during ascent and the in orbit phase of the experiment by NASA [36]. Video material

from the LH2 tank interior is also available.

Although these measurements are limited, it remains one of the only large-scale ex-

periments that is publicly available and several studies have been conducted to interpret

the results. Grayson et al. [37] predicts this low-gravity, cryogenic self-pressurization test

with an axis-symmetric model that is able to reproduce LH2 surface motion, as well as

boil-off and thermal stratification in both, the liquid and gaseous phase. Heat is intro-

duced via the tank forward dome, side wall, aft dome and common bulkhead. Test and

simulation confirm that gas and liquid stratify in a low-gravity natural convection and

pressure increases due to boil-off at the interface.

This work is expanded by Kartuzova and Kassemi [38] who also consider turbulence

effect in the tank by using two engineering models namely the k-ε and the Shear-Stress

Transport (SST) k-ω model. It was found that, next to an also tested sharp interface

model, the VOF model is the best choice to simulate initial turbulence level, interfacial

turbulence and turbulent heat transfer with reasonable accuracy at the price of small-

time steps and high computational resources. Since the sharp interface model showed

insufficiency when taking interfacial deformation effect on turbulent heat transfer into

account, it was concluded that a VOF model approach is more promising in producing

accurate results for thermal stratification and self-pressurization.

On a smaller scale sloshing in a 1750 l spherical tank was investigated by Moran et al.

[39] under normal gravity. Different parameters like sloshing frequency, ramp pressure,

pressurant type and ullage volume were varied and the influence on tank pressure and tank

wall, as well as fluid temperatures were investigated extensively. There was liquid and

slush Hydrogen in use during closed tank testing. Some major findings of the experiments

included pressurant mass and flow rate requirements and pressure collapse magnitudes. It

was also shown that sloshing excitation frequency and amplitude has an important effect

on the ullage and its collapse. Although secondary effects, pressurant type and ullage
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volume are also important parameters that change the thermodynamic response of the

storage tank.

Furthermore, Hasan et al. [40] conducted self-pressurization experiments of a flightweight

LH2 storage tank under the influence of low heat flux. The 4.89m3 tank, made in a low

mass-to-volume fashion and using high performance multilayer thermal insulation, was

subjected to different levels of low heat flux (0.35, 2.0 and 3.5W/m2) under normal gravity.

It could be shown that with an increased heat flux the pressure rose and the stratification

increased. Also, the pressure rise rate depends strongly on the heat flux, where the lowest

heat flux produces a rise rate that is comparable to the homogeneous rate whereas the

highest heat flow yields to almost three times the pressure rise rate.

Furthermore, initial conditions influence the initial pressure rise rate significantly. On

the contrary the quasi-steady pressure rise rate is nearly independent of these initial

conditions. Hence, in order to measure the steady-state rise rates, a pre-chilled tank is

required since the initial pressure rise rates exceeds the steady-state value.

Based on these experimental results numerical follow up studies were performed for

example by Barsi and Kassemi [41] in order to investigate performance of two-phase CFD

models to analyze their prediction capabilities in the design of cryogenic storage systems.

A lumped vapor CFD model was used to simulate the self-pressurization of the afore-

mentioned experiments by Hasan et al. [40] of a closed spheroidal tank system under

normal gravity. The model delivered reasonable predictions for the pressure rise during

self-pressurization of a variety of fill level. Since a uniform heating distribution was as-

sumed, some discrepancies arose when there was the possibility for a non-uniform heating

of the tank walls at median fill levels.

Flow patterns and thermal stratification of a cylindrical tank were investigated in Lin

and Hasan [42] in a numerical simulation but without experimental comparison. Parame-

ters like the modified Rayleigh number, Prandtl number, tank aspect ratio, wall material

parameters, and wall heat-flux distribution on the liquid velocity and temperature fields

were altered and their influence on the flow investigated. The liquid region was decoupled

from the vapor region since an effect of vapor superheat and vapor motion on the interface

was assumed to be of no major influence on the flow. Furthermore, a constant pressure

in the system was assumed, bottom and interface were set to fixed temperatures and the

wall heat was either uniform or divided in two distinguished regions of different heat-

flux. Conclusions on the flow patterns and the temperature distribution were possible
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and influences of parameters on both were investigated.

A broader overview of NASA efforts on the development of cryogenic storage technol-

ogy can be found by Moran [43], where summary results, key impacts and ongoing efforts

are listed. Included are also experimental data for different fluids like hydrogen, oxygen

and methane. Furthermore, numerical efforts on lumped parameter CFD and engineering

tools are discussed.

In recent years, notably after the successful introduction of the Ariane 5, efforts have

been under way to improve the understanding of propellants, tanks and management

devises for rocket upper stages within the consortium that is producing the European

launchers. The goal of this program is to improve capacity and operational safety of the

European upper stages. Within this program several sounding rocket and drop tower

experiments have been conducted.

One of the centers of European and especially German efforts for improving the de-

sign of launch vehicle upper stages is the ZARM, which conducted and contributed to

several well-known experiments in this field. The ZARM is mainly concerned with the

investigation of fluids in microgravity and conducts drop experiments at its drop tower

facility. The drop container with experiments experiences up to 4.7 s of microgravity.

The set-up consists of the experimental container that is made of borosilicate that is filled

with relevant fluid and is again included in an evacuated stainless-steel container. This

container is enclosed by another cylinder, which is filled with liquid helium, which acts

as a cooling bath to shield the experiment from outer heat flow. Finally, this set-up is

housed in an also evacuated cryostat that will be dropped in the tower.

Among others, the ZARM conducted several reorientation experiments by Kulev and

Dreyer [44] and those were already investigated with the DLR TAU code by Meyer [45].

Furthermore, isothermal and non-isothermal experiments were conducted with a para-

hydrogen filled experimental container where the gas phase is comprised of para-hydrogen

vapor. Both experiments will see the initial free surface rise due to capillary effects with

the isothermal case experiencing negligible or minimal evaporation of the fluid. Only in

the strong non-isothermal case the evaporation will play a major role, especially at the

wall contact line. A detailed description and numerical analysis of the experiments can

be found in the work by Schmitt [34].

Under the patronage of the French-German research group COMPERE a suborbital

flight experiment (SOURCE-II) was conducted to study the free surface behavior of a two-
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phase, single-species system with non-isothermal boundary conditions in reduced gravity

investigating active- and self-pressurization, filling, pressure reduction and boiling. The

used storage tank had a hight of 120mm and a radius of 30mm and was made from

quartz class. Through two feed lines the tank was filled with the test liquid HFE-7000

and pressure control was performed through the top. A diffuser at the end of the vapor

line prevented a direct flow of entering vapor on the free surface. Two heaters were

installed at the bottom and at the top to establish a temperature gradient along the wall.

At the beginning of the experiment the storage tank was evacuated and subsequently

filled with liquid HFE-7000 in two filling events. Afterwards, four pressurizations events

with gaseous HFE-7000 took place at different times and varying vapor masses with an au-

tomated venting after the first pressurization event. The total experimental time that was

investigated by ZARM was 210 s. Other partners also studied boil-off, stratification and

reorientation events. Further information, among others, and a comparison with a numer-

ical simulation performed by the commercially available codes FLOW-3D and FLUENT

can also be found in Schmitt [34] and Schmitt and Dreyer [46] where reasonable predic-

tions of the development of pressure and temperature are presented for the SOURCE-II

experiment.

A lot of these work packages were conducted under the mentioned COMPERE pro-

gram (see chapter 1.1). The main concern is the improvement of the understanding of

fluid motion in tanks of upper stages of launch vehicles.

The group conducted experiments concerning the propelled and ballistic flight phases

with the main focus on excitation due to sloshing during the active phase of the engine and

the problems of reorientation and boiling during the non-propelled phases. Furthermore,

geysering during the restart of the propulsion system and depressurization during different

phases like restart or chill-down.

To provide valid test data and benchmarks the following experiments have been con-

ducted:

� Sloshing in a rotating tank with sudden axial acceleration

� Two-dimensional lateral sloshing to study wave breaking

� Axial sloshing due to sudden gravity reduction

� Stratification in a closed container
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� Non-isothermal reorientation due to gravity reduction

� Reorientation due to gravity increase to study geysering

Additionally, two sounding rocket experiments were conducted within the European

Space Agency (ESA) MAP framework that is related to COMPERE studying similar

effects as the aforementioned experiments but during longer periods of reduced gravity.

Further details and references can be obtained from Dreyer [47].

On a smaller scale Ludwig and Dreyer [48] analyzed the active pressurization for

launcher application by combining analytical studies, numerical simulation and ground

experiments in order to investigate the interplay of the used pressurant gas, its mass

and temperature on the efficiency of the pressurization system. During the experiment a

tank (0.65m height and with radius of 0.148m) was filled with Liquid Nitrogen (LN2) as a

cryogenic propellant substitute and pressurized with Gaseous Nitrogen (GN2) or Gaseous

Helium (GHe) with varying inlet temperatures. The actual active phase of the experiments

was started after a defined fill level and stratification was reached due to the boil-off

of LN2. After feed-line chill-down the outlet valve of the tank was closed and the active

pressurization started until the final pressure value was reached. A relaxation phase took

place, and the experiment was concluded by the reopening of the tank outlet. Temperature

and pressure were recorded.

For the numerical simulation the commercially available Flow-3D CFD was utilized

and good comparison to the experiments was reported. An analytical approach to the

pressure development in the tank during active pressurization was proposed and showed

good agreement with the experiments. A simulation of the tank pressure development with

Flow-3D yielded a too low final tank pressure. More details can be found in Ludwig [49].

A major conclusion of the investigation was that the highest pressurant gas temperature

leads to the lowest required pressurant gas mass (with gas lines chilled).

A more technical focused suborbital experiment was performed during the TEXUS 48

sounding rocket flight by Behruzi et al. [50]. Two experimental modules deal with the

management of cryogenic LN2 in order to validate PMD concepts that are used in up-

per stages under µg conditions. Work was focused on draining, refilling, heating and

depressurization. The tested PMD consists of a refillable reservoir on a half dome shape

attached to the tank bottom and baffles inside to trap liquid for the restart of the engine.

During the flight a LOX and LH2 PMD experiment was performed with scale models of

Two-phase flow
with interfacial
Phase-change

David Keiderling 21



2.3 Experimental and Numerical Investigations of Phase Change for Launcher
Applications

actual management devices or simplified versions to improve observations. The experi-

ment showed that the PMD can handle all flight phases of the TEXUS 48 flight, improved

the understanding of the analytical and numerical predications and allowed insight into

the PMD performance during ballistic flight phases.

Additional work has been performed by Behruzi and Michaelis [51] and Behruzi et al.

[52] in order to understand the behavior of cryogenic propellants in upper stage tanks.

Efforts are made to investigate the location of the fluid in actual flight hardware like the

Ariane 5 ESC-A upper stage by comparing in-flight sensor data with FLOW-3D simula-

tion and also investigate temperature and pressure data at sensor locations. In Behruzi

et al. [52] this kind of sloshing analysis was coupled with in-house tools to perform a closed

loop analysis considering the storage tank and the RCS of an upper stage. Later the ESA-

TAN thermal modeling software suite was utilized to also shed light on the temperature

development of the tank structure and the propellant.

Developing the aforementioned works further Konopka et al. [33] utilized numeri-

cal simulations and experiments performed with the Airbus Defence & Space cryogenic

tank demonstrator at the Cryolab of DLR Bremen. LN2 was used to investigate first

mode sloshing, stratification of wall and liquid temperature as well as filling and drain-

ing. Finally, pressure history was investigated during first mode sloshing. Those ex-

periments were then compared to numerical codes utilized by the authors: Flow-3D,

the DLR THETA code and the Airbus Defence & Space in-house ullage pressure solver

based on van Foreest [53], [54] and [55]. This code is a 1-D solver considering the en-

ergy equation in the liquid phase, an ideal gas and mass exchange at the free interface

via the Hertz-Knudsen equation. A main outcome of the work was the influence of the

turbulence during the experiment. In addition, the question whether to consider it in the

simulations was verified.

A relatively new experiment is KOALA, which was performed by ArianeGroup to

investigate stratification and pressure development in cryogenic fluids. These experiments

will be further discussed in chapter 6.
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3 Governing Equations

3.1 Isothermal Theory

The two-phase flow implementation in the DLR TAU code is based on a VOF approach.

This approach is not tracking the sharp interface position but the ratio of the volume V

of a fluid k in a cell to the entire volume of the control volume:

αk =
V k
cell

Vcell
(9)

Thus, the VOF value defines the fraction of fluid k in the considered cell by:

αk =


1 inside fluid k

0 < αk < 1 at fluid interface

0 outside fluid k

(10)

The VOF value is advected via a dedicated scalar transport equation:

∂αk
∂t

+∇ (αku) = 0 (11)

The total density ρ in a cell is calculated by summation of the products of partial

densities of the fluid and the VOF value:

ρ = αkρ1 + (1− αk) ρ0 (12)

With ρ0 an ρ1 describing the densities of the different phases. The continuity equation

in the source free case is given by

∂ρ

∂t
+ (∇ · ρu) = 0 (13)
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With the incompressible condition stating the velocity field is divergence free within

the fluids and at the interface

∇ · u = 0 (14)

For the isothermal case this source free velocity field leads to a source free scalar trans-

port equation for the VOF value. Equation (13) is solved in a semi-implicit way, which

is important for the calculations of the weighting factors to the implemented CICSAM

method, which ensures a smooth switch between different differencing methods to prevent

non-physical deformation of the interface. More detailed information about the implemen-

tation can be found in Ubbink [56], Gauer et al. [57], Gauer and Hannemann [58], Gauer

et al. [59], and Gauer [60]. The incompressible Navier-Stokes equation is implemented in

the following form:

∂ (ρu)

∂t
+∇ · (ρuu) =

−∇p+∇τ + ρg + FCSF , (15)

where p is the pressure, the term ∇τ is the viscous force contribution, and the vector g is

the gravitational acceleration vector. It is possible to consider time-dependent acceleration

terms via the gravitational acceleration vector in all spatial directions in the DLR TAU

code. For this purpose acceleration time histories of the three spatial direction can be

specified where values in between two data points are interpolated by using an Akima

interpolation (see Hurst [61]). Finally, FCSF is the force vector describing the surface

tension force via the Continuum Surface Force (CSF) approach, Brackbill et al. [62].

FCSF = σκ∇α (16)

Within the CSF approach the interfacial surface tension σ, is converted into a volume

force, which is then applied to the Navier-Stokes equation Gauer et al. [57](see equa-

tion (15)). This force depends on the curvature κ and the gradient of the VOF value ∇α.

Further details are provided in section 4.2.3. The already mentioned viscous force contri-
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bution, represented by the term ∇τ with the viscous stress tensor

τ = µ

[
2S − 2

3
δ∇ · u

]
(17)

and the strain rate tensor S is defined as

S =
1

2

(
∇u+ (∇u)T

)
(18)

with µ being the dynamic viscosity calculated in the same manner as the density in

equation (12) since the VOF value is volume based:

µ = αkµ1 + (1− αk)µ0 . (19)

3.2 Non-Isothermal Theory without Source Terms

The energy equation is introduced, as described for example by Hase [17], using the

temperature formulation:

∂ (ρcpT )

∂t
+∇ (ρcpuT ) = ∇λT , (20)

where T is the temperature of the fluid, cp the heat capacity and λ the heat conductivity; λ

is calculated in a similar manner as the density and the dynamic viscosity by

λ = αkλ1 + (1− αk)λ0 . (21)

But as has been stated by Patankar [63] it is important that the thermal conductivity

should be implemented as a harmonic interpolation instead of a linear one, when a heat

flux is applied normal to the interface between two phases. For a general three-dimensional

case the following model is assumed:
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λ =
λ0λ1

αkλ1 + (1− αk)λ0

. (22)

Further details can be found in a later chapter. The heat capacity is given by Wohak

[23]

cp = cp0
αkρ0

ρ
+ cp1

(1− αk) ρ1

ρ
(23)

Buoyancy forces are modelled via the Boussinesq approximation. Within this ap-

proach the density is calculated as a function of the temperature either via a linear ap-

proximation using the thermal expansion coefficient β and the reference temperature Tref

(equation (24)) or the ideal gas law with the specific gas constant R (equation (25)).

ρ = ρref (1− β (T − Tref )) (24)

ρ =
p

RT
(25)

These terms allow a convective flow within each fluid in the two-phase implementation.

The Fourier law on the right-hand side of equation (20) describes the conduction of heat.

3.3 Non-Isothermal Theory with Source Terms

Furthermore, an approach to implement phase change, in particular evaporation and

condensation, in a two-phase system was performed. This was accomplished by applying

a suitable model for both, VOF and the finite volume approach. The implementation of a

phase change model was performed to be able to simulate evaporation and condensation

in two-phase flows. To achieve this, equation (14) is expanded by a source term resulting

in a velocity field that is not source free any longer
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∇u = −ṁpch

(
1

ρ1

− 1

ρ0

)
(26)

This source term depends on the phase change mass flux ṁpch and the density dif-

ference of the involved fluids making the velocity divergence dependent on the mass-flux

difference during phase change. A suitable model to calculate the mass transfer during

phase change has to be implemented. Where a Hertz-Knudson model is conceivable,

among others. For a single fluid, two-phase system the VOF transport equation also has

to be modified with a source term as follows

∂αk
∂t

+∇ (αku) =
ṁpch

ρ0

(27)

Finally, the energy equation has to be modified by a source term hv · ṁpch to consider

the energy transfer by the phase change enthalpy hv occurring during phase change.

Further information can for example be found in Hase [17], Wohak [23] or Schlottke [30].

The conservation of mass is an important feature of two-phase codes and the density

change over time has to be considered:

ρ∇ · ~u = ρ̇ (28)

Where ρ̇ is the core of every phase change model and needs careful consideration.

Furthermore, the energy equation 20 has to be modified with source term to determine

the impact of phase change on the energy and temperature field:

∂ (ρcpT )

∂t
+∇ (ρcpuT ) = ∇λT + ḣ (29)

Further details on the calculation of ḣ can be found in chapter 4.3.1.
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4 Numerical Modeling

4.1 The DLR TAU Code

The DLR THETA code is the incompressible extension of the compressible DLR TAU

code that is used in a wide area of usages ranging from sub- and transonic applications for

commercial transport aircraft to reacting flows in rocket combustion chambers to external

flows around orbital launch systems and flow – engine exhaust interactions.

The DLR THETA code is used for the incompressible flow regime. The solver is used

in wind turbine engineering, cabin flow studies and all sorts of internal flow computations.

Chemical reacting flows and acoustics are also other fields of applications for the THETA

code. Last but not least, THETA can be used to simulate two-phase flows including a

variety of effects like surface tension, static contact angle, three dimensional time-varying

accelerations and rotational motions as well as evaporation and condensation at the two-

phase interface.

The code uses a finite-volume approach to solve the incompressible Navier-Stokes

equation by utilizing Semi-Implicit Method for Pressure Linked Equations (SIMPLE) or

projection methods to couple the pressure with the velocity equation. Details will be

discussed in section 4.2 to provide an overview of the procedure to the reader. The

implicit discretization scheme yields to a system of linear equations, that are solved with

various Krylov methods. The mentioned pressure correction is computed with a Flexible

Generalized Minimal Residual Method (FGMRES) solver that is preconditioned with a

geometrical multi-grid method. THETA uses the data structure, libraries and utilities

of the DLR TAU code to solve complex flow fields on hybrid, unstructured grids that

can be obtained by different measures and that are built in the Network Common Data

Format (NetCDF). Special applications like grid movement, deformation and overlap

can be handled by the code. A variety of models are supported for example a range of

turbulence models as well as models for transition, mixing, temperature effects, porous

media and two-phase flow.
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4.2 The DLR Theta Code for Two-Phase Flows

4.2.1 The Volume of Fluid Method

The original two-phase implementation was introduced by Gauer [60] and utilizes a trans-

port equation for the VOF variable and the CICSAM method to advance the interface

and maintain a sharp interface during motion.

The transport is either limited by the CFL Number (CFL) constraint, which was

investigated by Gauer [60] and turned out to be favorable at c = 0.2. In cases where a

constant time step is required (in cases when there is no or only marginal motion within

the fluid) there are two limiting factors. On the one hand, surface tensions limits the

advection of the interface by reducing stability if the time step is too large. On the

other hand, heat conduction is a driver to limit time steps even further depending on the

thermal properties of the considered fluid.

∆t = MIN

(
c

∆x

umax
,

√
ρ0∆x3

2πσ

)
. (30)

With this time step limits in mind equation 11 can be discretized by using the diver-

gence free velocity, applying Gauss and substituting the surface integral by a sum over

all cell phases as well as an Euler implicit discretization:

αn+1
P

∆tn
VP +

N∑
f=1

αn+1
f V̇ ∗f =

αnP
∆tn

VP (31)

The discretized transport equation is then handled by the CICSAM method in order

to advance the prescribed VOF distribution.

4.2.2 The CICSAM Method

The main purpose of the CICSAM method is to avoid un-physical smearing and keep a

sharp interface despite the numerical errors introduced by discretization schemes. Due to

the need to use algebraic schemes to reconstruct the interface because geometric schemes

are not applicable in THETA and the fact that THETA native schemes are unable to

keep the discontinuity of the interface within a few cells the CICSAM scheme proposed
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by Ubbink [56] is used. At its core this method is a smoother switching between downwind

and upwind schemes when a strong deviation between the interface normal direction and

the direction of motion exists.

In the first step the donor and acceptor VOF values, αD and αA, are required as well

as the predicted upwind value α∗U . From those VOF values a normalized donor VOF

value α̃D is calculated.

α̃D =
αD − α∗U
αA − α∗U

. (32)

Here a donor (sending cell) is reducing its own amount of VOF value, thus reducing

the amount of one phase it has. An acceptor (receiving cell) is a cell getting this amount

of VOF value coming from a donor.

Using the upper bound of the Convection Boundness Criterion (CBC) and the lower

bound of the Ultimate-Quickest (UQ) schemes, a normalized face value for the VOF value

is estimated by a weighted summation of these two schemes:

α̃f = γf α̃fCBC
+ (1− γf )α̃fUQ

. (33)

The weighting factor γf is determined depending on the angle θf between the connec-

tion of donor and acceptor and the gradient direction of VOF:

γf = min

{
k

cos(2θf ) + 1

2
, 1

}
(34)

Where cos(2θf ), the angle between the vector normal to the interface and the connec-

tion vector l of the donor and acceptor cell, can be calculated utilizing

θf = arccos

(
|∇αD · l|
|∇αD|·|l|

)
. (35)

The CICSAM weighting factor is now computed from a part of the normalized face

value and a corrector step due to un-physical VOF values (bigger 1 and below 0) that can
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occur from badly shaped grid cells.

β
′

f = βf − β∗f (36)

With the normal weighting factor βf given by βf =
α̃f−α̃D

1−α̃D
and the corrector step by

β∗f =

min
{
E(2+c−2cβf )

2c(±∆α∗−E)
, βf

}
when±∆α∗ > E

0 when ±∆α∗ ≤ E
(37)

Where ∆∗α is the difference between the mean values of the acceptor and donor cells

between the actual and the next time step. Finally, the needed face value of the VOF

variable can be estimated with

αf = (1− β ′f )αD + β
′

fαa . (38)

The usage of the corrected weighting factor β∗f in equation (38) guarantees the VOF

value remains in its bounds between 0 < αk < 1 and un-physical values are prevented

and adjusted in a meaningful manner.

4.2.3 Surface Tension and Wall Adhesion

The correct modeling of the interface is linked to a well-defined scheme for the calculation

of the surface tension force that is acting onto the interface and influences the momentum

equation through a volume force FCSF as has been stated in equation (15). The resulting

pressure drop across the interface is depending on the surface tension σ and the curvature

of the interface and can be estimated by the simple statement ∆p = σκ. The estimation

of the curvature requires a more thorough approach and needs to consider the contact

phenomenon at the wall.

At a free surface, that is not bounded by any contact surfaces, the curvature κ is

estimated by the negative divergence of the local unit normal vector of the fluid interface
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κ = −(∇ · n̂) . (39)

The normal vector is defined as the gradient of the smoothed VOF value n = ∇α̂.

Where the gradient can be expressed as a summation over all control volumes by

∇α̂P =

Nf∑
f=1

α̂fAf . (40)

With the help of the central differencing scheme the face value of the VOF value α̂f

is calculated and the resulting gradient and its absolute value are used to estimate n̂ via:

n̂ =
n

|n|
=
∇α̂f
|∇α̂f |

. (41)

At wall contact points, where solid, liquid and gaseous phase are in contact, the liquid

phase will tend to coat the solid phase depending on the static contact angle Θ, which is

a characteristic value of the considered fluid. This angle is implemented via n̂ at the wall:

n̂ = n̂W · cos θ + n̂t · sinθ . (42)

Where n̂W donates the unit normal vector of the wall and n̂t the tangential component

of the normalized unit normal vector, which is calculated via the tangential part of the

corresponding interface gradient ∇α̂P,t:

n̂t =
∇α̂P,t
|∇α̂P,t|

. (43)

Depending whether the curvature needs to be calculated at an inner control volume

or a wall, equation (41) or equation (42) will be considered, respectively. With the now

known curvature of the interface, a volume force can be introduced that will consider the

influence of a free interface in the flow. This CSF approach was first presented by Brackbill
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et al. [62] and was introduced into THETA by Gauer et al. [57]:

FCSF = σκ∇αPVP
ρP
ρ̂
. (44)

Where the VOF gradient is estimated similar to equation (40), volume VP and den-

sity ρP of the corresponding control volume P are used and the average density of both

fluids ρ̂ = 1
2

(ρ0 + ρ1) is required as well.

Further information regarding this implementation and an extensive validation can

be found in Gauer [60]. The implementation of a dynamic contact angle, an angle that

depends on the velocity of the contact line, is not used in this work but was investigated

by Meyer [45].

4.3 Source Term Estimation

This section will provide some insight into how the mass source term of section 3.3 is

estimated and in a second subsection the estimation of the needed heat flow coming from

the fluid is discussed.

4.3.1 Smoothing of Mass Source Distribution

For two phase flows that consider evaporation or condensation the velocity field is not

divergence free anymore. Thus, both processes represent sources and sinks, respectively.

This is expressed in (28). In the following we will discuss how the term ρ̇ is estimated.

One starts with the assumption that the interface is at saturation temperature over its

complete extension. This is because dispersion forces of the thermodynamic equilibrium

and curvature of the interface on a macroscopic scale can be assumed to be comparably

small at bulk pressure p0:

Tint = Tsat(p0) (45)

The energy balance over the interface then yields an estimation of the mass flux due to

phase change. This flow depends on the heat coming from the liquid side of the interface

as well as the heat from the vapor side, thus:
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mpch =
q1 + q0

L
. (46)

Fourier’s law is again applied for the separate heat fluxes, using the temperature

gradient in the liquid and vapor phase, respectively:

q0 = λ0∇int0T , (47)

and

q1 = λ1∇int1T . (48)

Eventually, one gets the phase change mass flow of one computational cell by multi-

plying the mass flux and the inter-facial area within this cell

ṀPCH = mPCH · Sint . (49)

As introduced by Hardt and Wondra [22] the VOF gradient contains information of

the interfacial area within an enclosed region. For three dimensional spaces the volume

integral yields the interface area whereas in two dimensions the area integral gives the

interface length

∫
V

|∇α| dV =

∫
S

dS . (50)

Now one has to model the vanishing of liquid due to evaporation and the re-appearance

of the vapor to satisfy mass conservation. This will be done by a method introduced

by Hardt and Wondra [22] that is used by a wide range of authors e.g. Kunkelmann

[6] and Sato and Ničeno [7]. This approach basically shifts the loss of fluid and the

corresponding reappearance of fluid in a different phase away from the interfacial region

in the corresponding phase region, which contains the pure fluid. For example, the loss of
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liquid due to evaporation is completely shifted in the liquid bulk and the appearance of

its vapor is done in the gaseous bulk on the other side of the interface. The initial mass

source distribution is depicted as φ0 and is concentrated at the interface region where

the VOF is below 1 and above 0

ϕ0 =
ṀPCH

Vcell
(51)

This sharp distribution is smoothed by the solution of an inhomogeneous Helmholtz

equation resulting in the smoothed-out solution φ

∇2ϕ =
1

∆tD
(ϕ− ϕ0) (52)

This equation can also be understood as a simple diffusion equation. Utilizing this

smoothed distribution, one will get a new, smeared field of the density source term

ρ̇ = [N0(1− α)H −N1αH] · ϕ . (53)

H donates the Heaviside function and N are normalization factors for liquid and vapor,

respectively. In order to conserve the global mass, the normalization factors are calculated

with

∫∫∫
V

ϕ0 dV = N0

∫∫∫
V

(1− α) ·Hϕ dV (54)

∫∫∫
V

ϕ0 dV = N1

∫∫∫
V

α ·Hϕ dV (55)

With these considerations the final density source term can be estimated
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ṁpch = ρ̇

(
H

ρ0

− H

ρ1

)
. (56)

Additionally, it is necessary to provide a source term for the energy equation to account

for the production and disappearance of fluid within the bulk regions of vapor and liquid

q̇smo = [N0(1− α)Hcp0 −N1αHcp1 ] · ϕT . (57)

The process of smoothing is illustrated in figure 6.

Figure 6: The smoothing process in the case of a curved interface region (α = 0.5-
contour presented by white line). Left: phase change source term at the interface. Center:
smearing of the source term around the interface. Right: scaling of the source term out
of the interface region. By Kunkelmann [6] is licensed under CC BY-NC-ND 2.5 .

These aforementioned source terms have to be integrated into the current state of

the code that was described in section 4. For the VOF equation (9) only the smoothed

source term that is located in the liquid region, where α > 0, has to be considered since

a VOF value cannot be smaller than 0 by definition of equation (10). This is done by the

multiplication of the smoothed source term with the VOF value
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∂αk
∂t

+∇ (αku) = α
ṁpch

ρ0

. (58)

For the mass conservation equation, the complete smoothed source term is used to

resemble the disappearance of fluid and appearance of the corresponding phase change

fluid. This is achieved by putting equation (56) into equation (26).

The enthalpy source ḣ for equation (29) is divided into two parts. The first part

includes the correction for the distributed mass source of equation (57) and will have an

effect outside but on both sides of the interface. Whereas the second part of ḣ is the

source term due the latent heat L of the evaporation or condensation process that is

mainly dependent on ṁpch

ḣpch = ṁpch · L . (59)

Thus, yielding to a total source term for the temperature equation (equation (29))

ḣ = ḣpch + q̇smo . (60)

This step concludes the implementation of the source terms into the governing equa-

tions.

4.3.2 Estimation of Fluid Heat Flux

As described in chapter 4.3.1 the defining quantity for the amount of phase change that

is occurring is defined by the heat fluxes into the interface coming from both, the liquid

and gaseous side. Equation (46) expresses this fact.

It is now the task to express this heat flux in a meaningful way since standard differ-

encing schemes are of no use, since the interface position within a computational volume

is subject to change over time. Therefore, one has to find other ways to express ∇int0T .

Since we assume saturation temperature Tsat at the interface the temperature gradient of

equation (47) can be expressed for the phase k in the following way:
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∇int0T =
Tk − Tsat
dint

. (61)

In order to estimate this gradient two values are needed: a temperature in the fluid Tk

and the distance dint from the interface to the position where Tk is estimated. Both are

evaluated at every time step, taking into account the changing position of the interface

and the changing temperatures. Starting with the distance dint it is necessary to get the

exact location of the interface. This can be done for a general interface

~dint = ~n · ~x− ~n · ~xint . (62)

(a) Estimation of interface using the gradient
of the VOF value and the corresponding loca-
tion of the mesh point.

(b) Interpolating the temperature Ti at a
given distance dint to the interface.

Figure 7: Different estimations of distance to interface.

The corresponding situation is depicted in figure 7a. The interface position ~xint is

estimated with a simple linear function that is evaluated at α = 0.5 in all spatial directions

~xint = ~x1 + ( ~x2 − ~x1)
0.5− α1

α2 − α1

. (63)

In order to avoid an oscillating dint it was decided to keep it constant and estimate the

temperature at a fixed distance from the interface. This situation is shown in figure 7b.
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Now the difficulty is to interpolate the fluid temperature at the given distance. A tri-linear

interpolation is used to evaluate the new, unknown temperature from known surrounding

values. Weights are calculated to incorporate the position of the point within a volume

as is shown in figure 8.

Those weights are used to get the tem-

Figure 8: Interpolation of the fluid tempera-
ture in a volume.

perature Tk at the chosen distance to the

interface using the temperature T (Pij) at

the mesh points Pij of the dual grid.

Tk ≈w11 · T (P12) + w12 · T (P11)

+w21 · T (P21) + w22 · T (P22) .
(64)

With the estimation of these two val-

ues the heat flux of a fluid k towards the

interface can be determined and is subsequently used to solve equation (46) and is the

basic value that characterizes the amount of fluid that changes phase and will be further

treated according to chapter 4.3.1.

4.3.3 Boussinesq approximation

As already described in section 3.2 the THETA code needs the ability to calculate tem-

perature depent density variations. This is achieved by using the already mentioned

Boussinesq approximation and was already available in the THETA code for single fluid

systems. It was now required to expand it to being able to numerically deal with a

two-phase flow where two different fluids are divided by an interface.

The chosen approach to incorporate the different thermal expansion with the differ-

ent VOF value of the fluid was to first estimate the new temperature dependent density

of the partial densities ρ0 = f(T ) and ρ1 = f(T ). The approach used is a user input

as one can either use the ideal gas law (equation (25)) or a linear approximation using

the expansion coefficient β (equation (24)). After this step the densities are summed as

products of the partial, temperature dependent densities and the VOF value similar to

equation (12):
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ρ(T, α) = αkρ1(T ) + (1− αk)ρ0(T ) . (65)

The in THETA usable parameters of this expansion are described in Appendix A. The

approach was further described and evaluated in Keiderling et al. [64].
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5 Validation on Basic Test Cases

5.1 The Stefan Problem

The so-called Stefan problem is a basic one-dimensional phase change test case that is used

in numerous publications to validate the functionality of CFD codes regarding evaporation

or condensation. The case consists of a free-slip tube and is confined by a heated wall on

one end and by an outflow on the other end. At the wall end a constant temperature is

maintained throughout the simulation and a temperature profile will develop towards an

existing interface that separates a vapor region at the wall from a liquid region towards

the outflow.

Caused by the heat flow through the vapor the liquid phase will start evaporating

due to energy that is transported towards the interface and liquid phase. Both are at

saturation temperature and any further increase will cause the transit from the liquid

state to the vapor state. As a result, the interface will shift towards the outflow since

evaporating liquid causes the production of vapor that results to a volume expansion in

the isobaric domain and moves the interface towards the outflow (in case of evaporation,

for condensation the interface would move towards the wall).

Both, interface position and temperature distribution, can be determined by analytical

solutions as shown by Welch and Wilson [25]:

xint(t) = 2 · χ
√
κ0t, (66)

T (x, t) = TW +

(
Tsat − TW
erf(χ)

)
erf

(
x

2
√
κ0t

)
. (67)

Where κ designates the thermal diffusivity that is generally expressed as κ = λ/(ρcp).

In the current case it is expressing the transfer of heat to the vapor (identified by the

subscript 0), which is the driving factor for the evaporation rate in the Stefan Problem.

Only the vapor region contains a linear temperature gradient whereas the liquid retains

a zero gradient from the interface towards the end of the domain at the outflow. These

relations are visualized in figure 9.

For the analytical solution, a problem specific number has to be derived. χ is the
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5.1 The Stefan Problem

Figure 9: Schematic of the Stefan Problem. After Sato and Ničeno [7].

solution of the transcendental equation:

χ exp(χ2)erf(χ) =
cpv(TW − Tsat)√

πL
. (68)

This described motion results in a velocity build up in the liquid phase, which is a

sharp jump at the interface but remains constant towards the outflow. With the given

temperature difference and the corresponding interface position at a given time t it is pos-

sible to calculate the temperature gradient ∂T
∂x

and the resulting velocity of the interface:

uint(t) =
λ0

ρ0L

∂T

∂x
. (69)

The driving force of the evaporation and the initiated motion is the temperature gra-

dient ∂T
∂x

in the vapor phase, which has to be determined at time t. With the movement

of the interface between vapor and liquid towards the outlet (i.e. to the right, see fig-
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ure 9) the gradient is becoming flatter, resulting in decreased vapor production and slower

progression of the liquid phase.

Table 2 presents the parameters for the liquid and vapor phase of water that were

used to perform the validation with the Stefan Problem.

Fluid Index ρ cp λ µ L σ Tsat
vapor 0 0.597 2030 0.025 1.26 · 10−5 2.26 · 106 0.059 373.15
Liquid 1 958.4 4216 0.679 2.80 · 10−4 − − −
Units [−]

[
kg
m3

] [
J

kgK

] [
W
mK

] [
Pa
s

] [
J
kg

] [
N
m

]
[K]

Table 2: Fluid properties of liquid water and its vapor.

The used numerical parameters are listed in table 3. The selected time step is t =

5.0 · 10−5 s but a time convergence study in section 5.1.2 will show that the solution is

mostly independent of the selected time step range since the surface tension stability is

not critical in the presented case with a flat interface and no capillary effect.

Parameter Value Units/Dimension
Mesh structured, 250, 500 and 1000 cell number

Pressure Solver FGMRES, PFM Multigrid level 3 -
Momentum Solver BCGS, Jacobi Pre-cond., DS: UDS -

DS VOF, T BCGS, Jacobi Pre-cond., DS: UDS -
DS Time Euler Implicit -
Models ENG TEMP, MOM SRC, VOF -

Ref. Time step ∆t = 5.0 · 10−5 s
Length in x x = 0.1 m

Table 3: Numerical parameters for the validation test cases.

The results of the simulation are compared to the analytical solution regarding the

interface position as stated in equation (66) and are shown in figure 10. A good agreement

of the computational simulation with the analytical solution could be reached with errors

ranging between just below 3% at simulation start and approximately 0.6% at the end of

the process at t = 0.1 s. A commonly used simulation duration was adopted e.g. from [7].

Another important characteristic of a correct solution of the Stefan problem is the

slope of the gradient in the vapor phase. This metric shows whether the heat transport

and source term in the energy equation is implemented in the right fashion. As shown in

figure 11 the agreement between the analytical solution and the simulation is distinctive.

Furthermore, the numerical simulation of the Stefan problem is able to predict the slope
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5.1 The Stefan Problem

(a) Comparison of interface position from an-
alytical solution and THETA.

(b) Interface position error of THETA solu-
tion of Stefan Problem for the 1000 cell grid.

Figure 10: Interface position of Stefan Problem.

of the gradient at any given time and produces a sharp discontinuity at the interface

where the temperature gradient becomes zero.

In figure 12 the mass flux due to evaporations calculated by THETA as of equation (46)

is compared to the analytical flux from the above-described theory. Fluctuations due

to the numerical formulations are visible and they can also be depicted in the velocity

characteristics of figure 13.

Different numerical approaches to include the evaporation mass flux into the pres-

sure equation are shown in figure 14 in order to show the advantage of smoothing and

normalization ṁpch as explained in chapter 4.3.1.

The direct inclusion of the phase change source term into the interface region caused

a strong offset of the velocity development of the Stefan problem (red curve). Thus,

a simple determination of the source term was used, which uses a simple temperature

difference at the interface. With this approach the velocity now oscillates around the

analytical solution (green graph). In a last step, in this simple approach the difference

was corrected to use the more precise temperature gradient approach as presented in

section 4.3.2. This resulted in a reduced osculation around the analytical value that is

still occurring, but with a much lower peak-to-peak value compared to the two other

approaches.

Next the presented implementation is validated with the so-called Sucking-Interface
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Figure 11: Different temperatures profile at different times of the simulated solution to
the Stefan Problem and the solution of the energy equation. The solutions from THETA
for t = 0.01 s (orange line) and for t = 0.1 s (red line) are compared to the two corre-
sponding analytical solutions at these times (dashed orange and red lines, data points
marked with squares).

Problem.

5.1.1 Mesh Convergence Study

To study the convergence of different meshes a study was performed with three grid sizes.

As stated in table 3 is length of the channel is 0.1m. The results are summarized in

figure 15. Meshes with 200 (blue curve), 500 (green curve) and 1000 (red curve) grid

cells were investigated over the simulation time of 0.1 seconds. Compared is the error

of the THETA solution for the different grid sizes with respect to the analytical solution

presented in section 5.1 as a relative error.

An increased error is visible at the beginning of the solution for the smaller grid sizes.

This error decreases with increasing cell numbers of the grid and is about 3% for the
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Figure 12: Comparison of phase change mass flux Ṁpch of analytical solution (green line)
and THETA (blue line).

smallest grid cells. This can be interpreted as an uncertainty level at the initialization

of the smeared, unsharp interface (as discussed in section 4.2.2). This error is rapidly

decreasing for all meshes sizes, thus indicating that the grid discretization was sufficiently

chosen for these simulations.

Here the two meshes with larger grid cells tend to oscillate around the analytical

solution, with only the 1000 cell mesh demonstrating a relative smooth progression of the

error over time.

5.1.2 Time Convergence Study

Additionally, to the mesh convergence study, the other important discretization axis the

time step size was investigated. The results are summarized in figure 16. Time steps

with ∆t = 1.0 · 10−7 s (blue curve), ∆t = 1.0 · 10−6 s (green curve) and ∆t = 1.0 · 10−5 s
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Figure 13: Comparison of interface velocity v̇int of analytical solution (green line)
and THETA (red line).

(red curve) were investigated over the simulation time of 0.1 seconds. The error is again

a relative error that compares listed time steps to the reference time step of the nominal

solution presented in section 5.1 of ∆t = 5.0 · 10−6 s.

Comparing the reference time step used in section 5.1 the three additional time steps

investigated do not yield to dramatically different results in terms of error development of

the simulation. The error is oscillating for all time steps investigated between −1.3% and

just below 0.5%. Thus, yielding to the conclusion that even a slightly larger time step

compared to the reference time step of ∆t = 5.0 · 10−6 s (calculated with equation (30))

was not producing large errors.
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Figure 14: Velocity characteristic of the analytical solution to the Stefan Problem and
the solution of the momentum equation. Shown are the analytical velocity in the x-
direction (green line), the x-velocity of the THETA solution without smoothing (red
line), the x-velocity of the THETA solution with smoothing (blue line) and the x-velocity
of the THETA solution with smoothing and calculation of the temperature gradient ac-
cording to equation (61) (orange line).
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Figure 15: Grid convergence of the Stefan problem with different grid sizes of 200 (blue
curve), 500 (green curve) and 1000 (red curve) cells.
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Figure 16: Time convergence of the Stefan problem with different time steps of ∆t =
1.0 · 10−7 s (blue curve), ∆t = 1.0 · 10−6 s (green curve) and ∆t = 1.0 · 10−5 s (red curve).
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5.2 The Sucking-Interface Problem

Using a similar layout as it was introduced for the Stefan problem in chapter 5.1 the

Sucking-Interface problem is distinguished by the temperature in the fluids. In contrary

to the Stefan problem, the wall of the Sucking-Interface problem is at saturation tem-

perature Tsat just as the vapor phase between the interface and the wall. The driving

temperature difference is present in the liquid phase that is superheated, a fixed amount

of Kelvin above Tsat. A temperature distribution will be present in a thin thermal layer at

the interface as it is visualized in figure 17. It will follow the motion of the vapor/liquid

separation. This motion is again caused by the expansion of the vapor due to the existing

phase change at the interface that adds vapor to the gaseous phase, thus expanding its

value when pressure needs to remain constant. This setup is visualized in figure 17.

Figure 17: Schematic of the Sucking-Interface Problem. After Sato and Ničeno [7].

Welch and Wilson [25] are describing an analytical solution to this problem, which

makes it an excellent and often used choice to validate phase-change codes when the

temperature gradient is present in the liquid. This is possible since we use the liquid

and the vapor heat fluxes to estimate the amount of phase change as it is described in
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equation (46) in section 4.3.1.

At first, the spatial coordinates have to be transformed to locate the interface at the

variable ξ = 0

ξ = x−
∫ t

0

uint(t) dt . (70)

Thus, the energy equation for the liquid phase is also transformed into

∂T

∂t
+ (u− uint)

∂T

∂ξ
= κ1

∂2T

∂ξ2
. (71)

Where the following boundary conditions are applied

T (ξ = 0, t) = Tsat ,

T (ξ →∞, t) = T1 ,

T (ξ, t = 0) = T1 .

(72)

Where T1 is the superheated temperature in the liquid phase. At the interface the

jump condition for the energy and the mass is

ρ(u1 − u0) · L = −λ∂T
∂ξ

∣∣∣∣
ξ=0

−ρ0 · uint = ρ(uint − u1)

(73)

Furthermore, one defines the following constants

B =
κ

Cβ
, β =

ρ0

ρ1

, C =
λ

ρ0L
(74)

and by using the mass jump condition of equation (73) one gets a simplified energy

equation for the superheated liquid
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∂T

∂t
+ βuint

∂T

∂ξ
= κ1

∂2T

∂ξ2
. (75)

The interface velocity uint is given by equation (69) extended with the assumption of

the temperature gradient located at the interface position ξ = 0 and using the defined

constant C

uint = C
∂T

∂ξ

∣∣∣∣
ξ=0

. (76)

Additionally, one can define the parameter

η =

√
1

2κ0

ξ√
t

(77)

and with the transformation

T (x, t) = Bφ(η) (78)

an Ordinary Differential Equation (ODE) is defining the similarity solution

φ′′ + (η + φ′(0))φ′ = 0 . (79)

At the end the boundary conditions in a transformed version have to be used

Bφ(η = 0) = Tsat

Bφ(η →∞) = T1 .
(80)

By using this non-linear ODE a numerical solution was obtained using the Python

script language to determine the temperature profile, interface velocity and the interface

position at arbitrary times.
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For the simulation the same fluid properties for water were used as already described

in table 2 for the Stefan problem. Furthermore, the same numerical set-up as described in

table 3 was used. Finally, the spatial discretization was set according to the observations

from the Stefan convergence study in section 5.1.1.

With the use of equation (79) a similar temperature profile as in Konopka et al. [33]

was used to define an initial temperature distribution

T (x, t = 0 s) = T0 + 5 · 1015 K

m5
x5 − 3 · 1013 K

m4
x4 + 6 · 1010 K

m3
x3

−6 · 107 K

m2
x2 + 28610

K

m
x ,

(81)

with T0 = 375.15K and using an initial interface velocity of uint = 0.1103 m
s

to

begin the simulation with the temperature profile that the analytical solution provides

for t = 0.1 s. The simulation then starts again at a time t = 0 s.

(a) Comparison of interface position from an-
alytical solution (green line) and THETA (red
line).

(b) Interface position error of THETA solu-
tion of Sucking-Interface Problem for the 500
cell grid solution.

Figure 18: Interface position of Sucking-Interface Problem.

The first figure in this set of comparisons is figure 18a and the corresponding error

in the interface position in figure 18b. The overall match of the interface movement in

the simulation to the analytical derived value is good. Only in the beginning the error
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is around 11% but sharply dropping after this peak to values below 1.0% after 0.38 s of

simulated, physical time and remaining at this level for the rest of the investigated time.

(a) Temperature profile of the analytical
solution to the Sucking-Interface Problem
and THETA.

(b) Zoom into the interface area of the tem-
perature profile of the analytical solution to
the Sucking-Interface Problem and THETA.

Figure 19: Temperature profile of the Sucking-Interface problem at the end of the sim-
ulation at t = 1 s. Shown are the saturation temperature and the liquid bulk tempera-
ture (bottom and top dashed purple lines, respectively). The analytical solution of the
temperature profile (green line) as well as the simulated THETA temperature profiles at
the beginning of the simulation (t = 0 s, light orange line) and at the end (t = 1 s, orange
line)

Similar to the Stefan problem, the temperature development in the liquid and vapor

phases are of high importance and were again compared to the analytical estimations as

presented above. Figure 19a show the temperature profile along the length of the simu-

lated domain. As an upper and lower boundary it is defining the respective temperatures

in the vapor phase, which is Tsat = 373.15K and T1 = 378.15K, i.e. a superheat of 5K,

and the initial temperature profile at the initial interface position (light orange line) and

sets it into relation to the analytical (green line) and numerically estimated profile (dark

orange line). Figure 19b adds some detail by viewing a zoomed in version of the graph at

the interface position at simulation end. In general the temperature, similar to the inter-

face position, is in good agreement with the expected, analytical result. In the interfacial

region, in particular at the vapor side of the interface, the simulation is undershooting the

expected temperature value by a smaller value (less than 0.25K). It should be pointed
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out, that the result at the end of the simulation at t = 1 s fits the predicted length of

the temperature boundary layer in the liquid and the gradient in the liquid, very well. A

commonly used simulation duration was adopted e.g. from [7].

(a) Comparison of phase change mass
flux ṁpch of analytical solution (green line)
and THETA (blue line).

(b) Comparison of interface velocity vint of an-
alytical solution (green line) and THETA (red
line).

Figure 20: Interface velocity and evaporation mass flux of the Stefan Problem.

The final set of graphs in figure 20 compares the mass flux as well as the interface

velocity with the analytical derived value (similar to figure 12 and figure 13 in section 5.3).

It is notable that the initial overestimation of the mass flux and thus the velocity the

interface is progressing with. Here the mass flux is 2.5 times as large as expected from

theory and the velocity is a similar order higher than expected. This difference vanishes

very quickly and after 0.05 s, both, the mass flux as well as the velocity are close to the

expected values again. Of course, the already observed fluctuations (compare section 5.1)

are present again.

Similar to the Stefan problem, the Sucking-Interface problem is further evaluated and

discussed in section 7.

5.3 The Scriven Problem

The growing vapor bubble in superheated liquid (also known as the Scriven problem)

is a well-known test case to validate phase change codes and was first documented
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5.3 The Scriven Problem

by Scriven [65]. This test case has been used extensively to validate phase change codes

e.g. by Wohak [23], Kunkelmann [6] and Sato and Ničeno [7].

A vapor bubble filled with fluid at saturation temperature Tsat is located in 1K su-

perheated liquid and will expand due to the evaporation occurring at the vapor-liquid

interface since there is heat flowing from the liquid into the vapor. It is similar to the

Sucking-Interface problem of section 5.2 but now occurring in three spatial dimensions.

Furthermore, surface tension effects now play a role since the interface is now curved.

Similar to the two previous validation test cases an analytical solution exists that makes

it possible to derive the expansion of the bubble (that is assumed perfectly spherical in

the analytical solution) and the developing temperature profile at the interface. The new

radius after evaporation that is present at a time t can be calculated as follows:

R = 2βg
√
κ1t . (82)

In order to determine the expansion coefficient βg the solution to the equation

ρ1cp1(T∞ − Tsat)
ρ0(L+ (cp1 − cp0)(T∞ − Tsat))

= 2β2
g ·∫ 1

0

exp

[
−β2

g

(
(1− ζ)−2 − 2

(
1− ρ0

ρ1

)
ζ − 1

)]
dζ

(83)

is required. Due to the evaporation a temperature profile develops at the interface

that can be described for the region outside the bubble radius r > R, where superheated

liquid is present, and the region within the bubble interface r ≤ R where the vapor is at

saturation temperature Tsat:

T =


T∞ − 2β2

g

(
ρ0(L+(cp1−cp0 )(T∞−Tsat))

ρ1cp1
x
)
·∫ 1

1−R
r

exp
[
−β2

g

(
(1− ζ)−2 − 2

(
1− ρ0

ρ1

)
ζ − 1

)]
dζ for r > R

Tsat for r ≤ R

(84)

One can define the Jakob number to specify the degree of superheat:
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Ja =
cp1(T∞ − Tsat)

L
. (85)

Also, for the growing bubble problem the in table 2 specified values of water and its

vapor were used. This allows for the validation of the test case with an analytical solution

that is well documented and derived in detail by Scriven [65]. Furthermore, the same

numerical set-up as described in table 3 was used. Finally, the spatial discretization was

set according to the observations from the Stefan convergence study in section 5.1.1.

Figure 21: VOF distribution of the Scriven-problem at the end of the simulation
at 0.15 seconds. Analytical solution to the Scriven-Problem radius (solid black line)
and the solution of the THETA simulation. Dashed line: initial radius

A one-eighth element of the bubble was simulated, using symmetry boundary condi-

tions at the cut areas of the bubble as well as an outflow boundary condition at the top,

an approach that is similar to the Stefan- and Sucking-Interface problems. The starting

set-up with an initial radius of 0.001m is visualized in figure 21 with the dashed line

in a 2-D cut of the bubble sector boundary. The solid black line indicates the expected

analytical result whereas the interface region is indicated in green. The expected radius

could not be reached for the conducted simulation since the surface tension had to be

reduced by a factor of 10 to improve numerical convergence. This was intended to allow

for a stable solution. This reduced surface tension is thought to be responsible for the

decreased bubble growth since the pressure jump over the interface is now smaller, hence
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5.3 The Scriven Problem

the ability to grow against the fluid back-pressure is reduced. In the end, this leads to a

smaller than expected radius.

(a) Comparison of bubble radius growth of
the analytical solution (green line) and the
THETA simulation (red line).

(b) Comparison of temperature profile T
of analytical solution (green line) and the
THETA simulation (red line).

Figure 22: Radius development over time and the temperature profile of the Scriven-
Problem at the end of the simulation at 0.15 seconds.

Figure 22a shows the bubble growth over time and figure 22b the thermal profile at

the simulated radius compared to the analytical temperature profile for that radius. Both

analytical solutions are depicted with a green line. The temperature profile is also matched

with a slight underestimation of the vapor temperature slope when the temperature profile

in the liquid reaches the overheat temperature again although the expansion of the bubble

has not reached the expected state. The temperature profile is in line with the results

from the Sucking-Interface problem in section 5.2.

Additional insights into the problematic interface expansion are provided in figure 23,

which shows the temperature field of the bubble again after the simulation was concluded

after 0.15 s. From this it is visible that the interface progression is limited to a lower

value and some so-called parasitic currents are visible at the top curvature of the bubble,

indicating the influence of the surface tension on the flow field around the bubble. Thus,

disturbing the smooth transition along the bubble surface from the interface temperature

to the over-heated temperature in the liquid. The observed phenomena were observed to

be independent of the applied mesh density.
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(a) Temperature field of the Scriven-problem
around the growing bubble.

(b) Zoom in the temperature disturbance
of the Scriven-problem with the velocity as
scaled vectors in the graph plane.

Figure 23: Temperature contour of the Scriven-Problem with the initial radius (dashed-
dotted black line) and the expected bubble radius (solid black line)

In the future, additional test cases should be considered to further validate the current

state of the code. It is conceivable that the meniscus evaporation test case as used

in Kunkelmann [6], the droplet evaporation test investigated for example by Hardt and

Wondra [22] as well as different film boiling cases e.g. Welch and Wilson [25] might be

useful.

62 David Keiderling Two-phase flow
with interfacial

Phase-change



6 The KOALA Stratification Test Case

6.1 Stratification Process in Upper-Stages of Space Launch

Systems

It has been pointed out in chapter 1.1 that thermal stratification will play a vital role in

the characteristics of the propellant during the propulsive and ballistic phases. Especially

pump-fed, chemical engines, as it is the case for example for the Ariane 5, require a spec-

ified tank inlet pressure to guarantee a smooth operation. This is of utmost importance

since cavitation in the pump has to be avoided at any cost.

Thermal stratification is a process that, through a heat flow into a fluid, causes the

development of thermal gradients. An important example is the solar radiation that heats

the upper stage during the ballistic orbital transfer and causes the cryogenic propellant to

stratify prior to engine re-start. These stratifications will result in varying thermal states

within the propellant. The then following extraction of liquid towards the engine may

therefore include propellant that is outside the narrow pressure and temperature state

that is required for the turbo machinery and the following engine in order to function

as designed. Some of the most distinguished physical phenomena taking place are listed

below (Ratner et al. [8]):

� Microgravity environment

� Solar heat loads

� Thermal conditioning by spinning around the longitudinal axis

� Buoyancy induced recirculation

� Molar diffusivity between propellants and pressurants

� Thermal conduction within tank walls and propellant

� Surface tension effects

In this work, we will focus our effort to investigate stratification effects, which are

caused by external heat loads and buoyancy induced recirculation. A schematic overview

of the mentioned effects is shown in figure 24.
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6.1 Stratification Process in Upper-Stages of Space Launch Systems

Figure 24: Simplified overview of physical processes in a cryogenic propellant tank after-
Ratner et al. [8].

The major effect that plays a role in the modeling of stratification processes is the

buoyancy-induced natural convection due to the already mentioned solar heating or, in a

minor range the heat produced by the firing engine. Conducted through the tank walls this

heat increases the temperature of the adjacent fluid, whose density is decreased (equation

of state, equation (1)). A free-convection boundary layer then transports this mass along

the tank walls upward into the upper region of the cold bulk. Here, the heated fluid forms

a thermally stratified layer.

These kind of flows are specified by the RAYLEIGH number Ra. The similarity

number is a product of the GRASHOF number Gr and the PRANDTL number Pr ,

where the Gr number specifies the ratio of buoyancy to viscous forces and the Pr number

the momentum to the thermal diffusivity:

Ra =
gβ∆TL3

ν2

µcp
λ
. (86)

The temperature difference ∆T is here specified between the wall and the cold bulk
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temperature. Usually, the boundary layer develops at the bottom edge of the tank wall

and up to the interface along the tank walls [8]. The boundary layer usually changes from

laminar to turbulent flow at Ra = 109. For the case of an instantaneous change Ratner

et al. [8] maps Ra as a function of the reduced gravity ratio g/g0 for LH2 for differ-

ent ∆T (see figure 2 in Ratner et al. [8]). The horizontal Ra = 109 line there separates

laminar from turbulent flows.

Again, the heat enters the tank through the boundary layer and all mass flow will be

driven upwards to the surface by the Boussinesq mechanism that will form a thermally

profiled stratum with the hottest liquid on top and decreasing temperature towards the

bottom down to the bulk temperature. There might also exist an energy exchange between

the ullage gas and the bulk liquid depending on the conditions at the interface in the tank.

In general, stratification will occur faster with increased gravity level since the driving

force, buoyancy, will increase with a higher gravity force causing it. Also, this effect

depends on the present fluid. Considering water, LH2 and LOX; water will stratify the

fastest, followed by LH2 and LOX being the slowest of these three.

In a nominal operational case, the upper stage will be in the so-called ”barbecue

mode”, which means it will rotate around its longitudinal axis, in order to keep the

thermal load uniform, independent from the current attitude towards the sun. This

rotation will result in the free surface forming a paraboloid, which practically increases

the heating area of the liquid in the tank due to the increased wall area covered by the

propellant, whereas the volume will remain constant. Generally, the stratification will be

larger with increased rotation although the present low rates of rotation essentially keep

the stratification time unaffected (Ratner et al. [8]).

Finally, secondary flow recirculation will also force liquid downward at the centerline,

dragging warm liquid with it. This effect is induced by the rising free convection boundary

layer flow.

6.2 Experimental Set-up

The experiment consists of a dewar that contains 52.1 l of LH2. It is built upon a

super-insulated casing that includes a LN2 heat shield between the inner and outer tank

wall in the casing. The test volume is also separated from the surrounding atmosphere

by shielding in the neck region of the tank. Figure 25 sketches the engineering detail

drawing of the dewar compartment and the neck as well as all important volumes, inner
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6.2 Experimental Set-up

and outer dimensions. Not indicated is the wall thickness of 3mm. Also visible is the

sensor equipment that consists of fill level sensor and an array of temperature sensors

with an accuracy of ±0.25K. Those temperature sensors are placed along a vertical line

reaching from the top of the dewar down to almost the bottom of the tank. Detailed

sensor positions can be found in figure 26b. Three additional sensors are placed in the

neck of the tank. The sensor line in placed 0.040m from the center line of the dewar.

Several depicted sensor positions were used to compare the numerical to the experimental

values. These data points will be compared in section 6.4.1.

Figure 25: Sketch of the engineering detail drawing of the dewar compartment [9]. Copy-
right: ArianeGroup GmbH, 2018.

The original experiment was composed of two different sequences: one for stratification

and the second to demonstrate the pressure evolution. Since it is not feasible due to

the incompressible character of the THETA solver, to conduct a numerical study of the

pressure evolution it was chosen to simulate only the stratification part of the experiment.

The experimental sequence is described in Konopka et al. [9] and shall be numerically
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(a) A Render of the KOALA experiment.
Copyright: ArianeGroup GmbH & DLR,
2018.

(b) Layout of the sensors in the dewar
compartment. Copyright: ArianeGroup
GmbH, 2018.

Figure 26: Additional information on the KOALA set-up (see Konopka et al. [9]).

studied with the present code here. The experimental sequence proceeds as follows: At

first the dewar is filled with LH2 at 1 bar and saturation conditions. After the boil-off mass

flow remains constant, the exhaust line is closed, and Gaseous Hydrogen (GH2) at 288K

is used to pressurize the tank to 3 bar internal pressure. When the prescribed pressure

is reached the filling of the dewar with GH2 is on hold and a pressure-exchange valve

keeps the pressure level at 3 bar. During the remainder of the stratification part of the

experiment this facilitates the needed GH2 or venting gas i.e. that is the excess amount

of GH2. The incompressibility assumptions approximately hold for 700 s after the 3 bar
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6.3 Numerical Set-up

threshold is reached. It was shown by Konopka et al. [9] that the total integrated heat

transfer into the vessel triggers transitional phenomena after about 700 s, which violate

the present modeling assumptions of a laminar flow. Hence, the comparison is limited to

the time period before this event. Therefore, the simulation will also be conducted for

this time duration.

6.3 Numerical Set-up

The numerical simulation is conducted with the herein presented update of the DLR

THETA code, which is based on version 10.1. Centaur 13.1 was used to prepare the

mesh. For the simulation the dewar was meshed as a full 3D model up to the neck,

excluding the separating part to the surrounding.

Figure 27 is depicting the mesh that is used for the simulations. The discretization was

chosen according to experience with previous evaluations of Gauer [60] and Konopka et al.

[9]. The mesh is completely unstructured including the upper boundary condition that

is meshed with very fine unstructured cells to improve the convergence at this boundary,

especially at the rim of the dewar. A finer discretization at the inflow plane was found

to efficiently damp spurious oscillations, which occur on course grids. The interface at

the fill-level range of LH2 during the simulation is refined to improve the resolution of

the interface region between liquid and gaseous fluid and the resolution of the thermal

boundary certainly developing here. Finally, the wall region is refined as well to aid the

resolution and development of the thermal boundary condition at the wall. Resolution in

the liquid bulk regions of liquid and gas is reduced to safe cells.

The most important mesh statistics are provided in table 4.

Metric Unstructured cells Structured Unit
Mean size 0.813 − m
Max. size 0.999870 − m
Min. size 0.073700 − m

Table 4: Mesh statistics of the used Centaur mesh.

The relevant fluid values for LH2 and GH2 are provided in table 5.

The initial profile for the temperature and the VOF value are shown in figure 29. The

temperature profile is modeled as a linear function according to the profile provided at

the initial time of the experiment when the pressure was controlled to remain constant.

The fill-level was set to hfill = 0.415m and the surrounding mesh was refined.
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(a) A vertical cut through the mesh.

(b) A horizontal cut through the mesh at the
interface (top) and the outflow level (bottom).

Figure 27: The three most important cuts through the mesh: vertical slice (27a) and
through the interface and outflow boundary condition level (27b)

Furthermore, the initial set-up of the simulation is depicted in figure 29, the VOF

value to the left and the temperature on the right. The initial temperature profile over

the height of the dewar is also presented in figure 30, reflecting the linear character of the

initial distribution.

The simulation was set-up with the following boundary conditions: three wall bound-

aries and a total pressure plane. The total pressure planes were used for the exit plane at

the top boundary of the dewar. It is responsible for setting a constant pressure of 3 bar

and to maintain, depending on the conditions in the tank, the in- or out-flowing mass to

keep the pressure at the prescribed level. The assigned boundary part on the top of the

dewar is a relatively thin ring. The remaining top part of the dewar is a circular, laminar

wall boundary that contributes a constant heat flux into the gaseous phase.

The tank walls themselves are split into two parts that are divided by the initial

Two-phase flow
with interfacial
Phase-change

David Keiderling 69



6.3 Numerical Set-up

Fluid Index ρ cp λ µ L σ Tsat
vapor 0 1.187 10686 0.0464 2.1 · 10−6 − − −
Liquid 1 71.084 9693 0.1044 1.37 · 10−5 451.9 · 103 0.002 24.68

Units [−]
[

kg
m3

] [
J

kgK

] [
W
mK

] [
Pa
s

] [
J
kg

] [
N
m

]
[K]

Table 5: Fluid properties of liquid hydrogen and its vapor.

interface position at the walls. Both wall boundaries are also laminar and contribute a

fixed heat flux in the gaseous and liquid phase, respectively.

In table 6 an overview of the described boundary set-up is presented with respective

details of the implemented parameters that apply.

Boundary Name Sub-Type Parameters Thermal Type Elements
total pressure plane in- and outflow T = 62K isothermal 5135

wall laminar q̇ = 40W/m2 fixed flux 14120
wall gas laminar q̇ = 40W/m2 fixed flux 19143

wall liquid laminar q̇ = 40W/m2 fixed flux 22031

Table 6: Mesh boundary condition overview of the used mesh.
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Figure 28: Depiction of the outflow region of the dewar, differentiating between the total
pressure plane (dark grey) and the wall boundary (light grey). The visible, transparent
mesh is the curved upper section of the dewar that is a wall boundary condition as well.

Two-phase flow
with interfacial
Phase-change

David Keiderling 71



6.3 Numerical Set-up

Figure 29: Sketch of the initial temperature and VOF distribution in the dewar.
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6.4 Comparison of CFD to Experimental Data

In the next section, the simulation will be compared to the available experimental measure-

ments. They were performed by Airbus DS and DLR (Konopka et al. [9]) and explained

in section 6.2. The comparison will mainly cover the temperature profiles of the vertical

sensor array (section 6.4.1), the fill-level of the dewar (section 6.4.2), and the mass flow

rate at the pressure control valve (section 6.4.3).

6.4.1 Temperature Profiles

In this section the temperature profiles of the conducted THETA simulation will be com-

pared with the experimental measurements performed by Airbus DS (now Ariane Group).

The different sensors listed in table 7 and were selected to get a good distribution of

measurement points along the vertical axis of the dewar, in both the gaseous and liquid

medium. Figure 26b shows the technical realization of the sensor line and the distribution

of thermal sensors.

Sensor xin [m] yin [m] zin [m]
SD12 0.04 0.0 0.0400
SD11 0.04 0.0 0.1500
SD10 0.04 0.0 0.2750
SD09 0.04 0.0 0.3556
SD08 0.04 0.0 0.3756
SD07 0.04 0.0 0.3956
SD06 0.04 0.0 0.4056
SD05 0.04 0.0 0.4106
SD04 0.04 0.0 0.4206
SD03 0.04 0.0 0.4306
SD02 0.04 0.0 0.4656
SD01 0.04 0.0 0.5750

Table 7: Temperature sensor array positions along the sensor line (Konopka et al. [9]).
See 26b for the visualization of the sensor line and the distribution of thermal sensors in
the dewar.

The graphs will show the THETA solution as a solid line using five different data

points for, which temperature measurements of the LH2 tank exist. The measured values

are presented as a point value in the graphs. A connecting line is plotted to guide the eye.

At these points an error bar is included that presents the possible error of the used tem-

perature sensors, which is specified with ±0.25K [9]. The profiles are plotted as vertical
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height in the dewar over temperature, illustrating the distribution of the temperature as

a vertical cut through the dewar.

The liquid phase temperature, which ranges from the bottom of the dewar to the

initial fill-level of 0.415m, is constant in the presented case at the initial simulation

state. In contrast, the vapor phase, ranging from the vapor-liquid interface at 0.415m

to the outflow of the dewar at 0.59m (not taking into account the neck of the tank),

increases from the liquid temperature of Tliq = 20.3K to the temperature of the outflow

boundary condition of Tvap = 26.65K. Figure 30 exemplifies this case, showing that the

experimental distribution of the temperature (dashed dark grey) closely corresponds to

the assumed distribution in the THETA simulation (solid dark grey line).

Figure 30: Comparison of temperature profile from the experiment and THETA at 0 s.

Figure 31a and figure 31b present the profiles for the first 100 s and compare them

to measurements taken at 60 s and 100 s. For figure 31a the liquid temperature of the

simulation (solid red line) is in good agreement with the experimental values (dashed

red line) of the measurements and also lie well within the error bars. The comparison

is different for the values in the vapor phase where the development of the temperature

within the vapor deviates significantly from the experimentally measured values. The plot

shows that the temperature development in the vapor lags behind the actual documented

profile, hence the simulation predicts a lower temperature for most of the vapor phase. In

details this means that at a fixed height in the dewar e.g. h = 0.5m that the temperature
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(a) Comparison of temperature profile from
the experiment and THETA at 60 s.

(b) Comparison of temperature profile from
the experiment and THETA at 100 s.

Figure 31: Temperature comparison between experiment and numerical solution.

is only 24K instead of the measured 37K. This represents a deviation of roughly a

third. The simulation only gets near the vapor temperature at the interface and towards

the top of the dewar. This picture repeats closely for the temporally not far advanced

temperature distribution in figure 31b at 100 s, which is very similar to the one shown in

figure 31a.

The subsequent figure 32a show the profile for a later point in time of 400 s. Visual-

ized here is that large parts of the liquid body away from the inter-facial region remain

just below the now increasing liquid temperature that was measured in the experiment.

Although the temperature generally remains below 21K in most of the liquid body. The

temperature adaption from the liquid to the vapor within the interface region is cap-

tured well for the 400 s case and with time advancing the vapor in the simulation also

approximates the measured case. Still, for most of the vapor region of the simulation,

the temperature is still lower at the same position within the vapor region of the dewar.

The high deviation that was present in the preceding comparisons at 60 s and 100 s in

figures 31a and 31b has now vanished.

Finally, figure 33 displays the temperature profile and a contour plot of the dewar at

the end of the simulation at 700 s. Again, shown in figure 32b is that large parts of the

liquid body away from the interracial region remain just below the liquid temperature

that was measured in the experiment. On the other hand, the temperature profile of the
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simulation (solid green line) is now heated over the actual measured results. In contrast,

the temperature in the gaseous phase does not significantly evolve for most of the LH2

filled volume. For the vapor region, the temperature at a given position is still mostly

below the measured value. Notable is the high temperature in the simulation compared to

the experiment in the top of the dewar above the 0.56m line. Unfortunately, the simulated

value cannot be confirmed by a measured value, but an increase by roughly 10K from

the 400 s solution in figure 32a to the 700 s solution in figure 32b is visible.

In contrast, figure 33 shows the complete temperature contour plot of the dewar

at 700 s. Similar to figure 29 the mesh is visible, with its refinement structure in the

interface area. The interface itself is resented by the horizontal bold black line and moved

up compared to the initial position. More details about this movement are given in sec-

tion 6.4.2. Clearly visible is the hot vapor region in the tank that transfers the heat into

the interface region and the liquid below. Here the liquid cools down from the interface

temperature to the bulk temperature of the liquid phase. This region is well mixed and no

strong temperature gradients prevail. In contrast, the vapor phase has strong gradients

as the temperature increases from interface to the top of the dewar.

Position Error 60 s, [%] Error 100 s, [%] Error 400 s, [%] Error 700 s, [%]
0.575 27.2050 29.6072 13.8656 14.4580
0.4656 30.1458 32.3218 24.5130 16.1896

(0.4306) 28.2352 29.0895 12.4886 0.2614
(0.4206) 24.4214 23.2823 2.8581 −11.7659
0.4106 8.9015 9.0136 −4.2375 −19.5715
0.4056 −1.1196 0.7318 −5.9199 −20.1371

(0.3956) −0.8179 −1.0913 −4.9155 −14.7856
0.3756 −0.0863 0.2149 −2.1593 −5.1585

(0.3556) 0.3974 0.5175 0.2661 −0.3385
0.2750 0.3060 0.4798 1.3671 1.9661

(0.1500) 0.6784 0.9398 1.7321 2.2780
0.0400 1.1481 1.4539 2.3549 2.8891

Table 8: Temperature error along the sensor line during different times in %. Brackets in
the position column indicate sensor positions not plotted in the temperature comparisons
the figures in this section.

Table 8 shows an overview of the errors when comparing experimental measurements

points with the corresponding simulated values at these positions in the dewar. From the

relative errors it is observable that the temperature in the simulation remains close to

experimentally measured values within the liquid phase of the fluid (The error generally
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stays below ±5 % for values up until the sensor at 0.4056m where also only the simulated

values later than 400 s do exceed this level and have partially much higher errors of up

to −20 %). On the other side, within the gaseous phase of the hydrogen tank, the errors

are relatively large, ranging from relatively close 14.45% at the top of the tank at the

end of the simulation to 32% at 0.4656m at 100 s simulated time. Thus, in general the

previous observation is confirmed that at the beginning of the simulation the errors are

quite large in the gaseous hydrogen phase but are reduced the longer the simulation lasts.

For the interface region the opposite observation is true where at the first 400 s the error

remains low at sensors between 0.4106m and 0.3556m thus suggesting a good fit to the

actual measurements. When the simulation progresses to 700 s these errors increase and

reach a value of 20 % at a height of 0.4056m.

In Ludwig [49] the importance of the pressurization gas to the development of the

temperature profile in the ullage is stated. Controlling the inflow temperature of the gas

is not a standard functionality of the THETA code and was therefore not applied. Instead

supplied gas, which needs to enter the simulation domain to maintain the pressure level

due to condensing vapor, has the temperature that is defined at the total pressure plane

used at the top of the tank. This temperature value was initially set to Tin = 62K.

Furthermore, it is visible that motion only kicks in after 310 sec - see figure 39 - so no

motion was present for the initial simulation.

(a) Comparison of temperature profile from
the experiment and THETA at 400 s.

(b) Comparison of temperature profile from
the experiment and THETA at 700 s.

Figure 32: Temperature comparison between experiment and numerical solution.
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6.4 Comparison of CFD to Experimental Data

Figure 33: Temperature contour from the THETA simulation at 700 s.

Figure 34 shows a zoomed in and combined version of the previous figures allowing

to better compare the solution in the crucial area of the interface. The figure shows the

cases at 100 s, 400 s and the final profile at 700 s in figures 34a, 34b and 34c, respectively.

Always included in the figure is the initial temperature profile at the beginning of the

simulation (0 s, dark grey solid and dashed lines, compare figure 30). Again, for the liquid

phase it is observable that the simulation is within the error bars of the measurements

for at least the first 100 s (possible longer), as the next available measurement at 400 s is

outside or at the lower edge of these error bars. Only the last measurement at 700 s is

visible outside the error bars with errors as indicated in table 8. Especially, the values in

the interface region are hotter in the simulation compared to the measured values in the

experiment. In conclusion, the development of the stratified liquid lacks behind compared

to the experimentally measured values, although the error remains low for most of the

liquid body, except for the interface region in later parts of the simulation.

Furthermore, it is visible that the transition from liquid to gaseous phase in the inter-

face region is relatively well captured by the measurements at times ranging from 100 s
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to 400 s. Additionally, the deviation is visible in the gaseous phase from the experiment.

This deviation has already been discussed earlier for the earlier cases, specifically vis-

ible in figure 34a. Here the experimental measurements suggest a higher temperature

(a) Comparison of temperature profiles from
the experiment and THETA at 0 s and 100 s
zoomed in to the interface area.

(b) Comparison of temperature profiles from
the experiment and THETA at 400 s zoomed
in to the interface area.

(c) Comparison of temperature profiles from
the experiment and THETA at 700 s zoomed
in to the interface area. Shown is also the ini-
tial temperature profile from experiment and
simulation (grey lines)

Figure 34: Temperature comparison between experiment and numerical solution.
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compared to the simulation performed with THETA i.e. for example the 21K mark

should reach a height of roughly 0.4m but reached only a height of roughly 0.48m in the

simulation. In the 400K case the match between measurement and simulation is good

up to the 25K point where the temperature raises are more pronounced in the gaseous

phase and the measured temperature is underestimated again in the simulation. This

trend reverses in the last comparison in figure 34c. For the latest measurement at 700 s

the simulated temperature profile deviates stronger within the liquid but following the

general trend of the development as is also shown in figure 33. Here the temperature at

the interface region is overestimated by the simulation up until the 28K mark (compare

figure 32b) where again the simulated GH2 temperature is not reached until the top of

the dewar.

6.4.2 Fill-Level

This section discusses the development of the fill-level during the conduction of the simu-

lation and will compare it to the experimental data. Figure 35 shows the fill-level increase

during the conduction of the simulation. It is raising from an initial level of 0.41516 to

a final level of 0.43302. The fill-level was assumed to be the height-level in the tank,

at which the VOF value is equal to 0.5 ± 0.001 where the actual sharp interface loca-

tion is assumed. This assumption is due to the DLR-THETA code approach to model the

interface: this is spread out over several computational mesh cells (compare section 4.2.1).

Depicted in red is the simulated case. The graph shows a steady increase from the

initial level up to the final fill-level at 700 s. Shown in figure 35 is the fill-level over time

normalized by the height of the dewar of hdewar = 0.59m.

This data is compared to the measured values (green line) during the experiment and

normalized to the experimental initial and final fill-level. Naturally, experimental data is

not smooth and some fluctuations around a steady state level are observed. Interestingly,

until around 300 s the simulated increase in the interface progression due to volume ex-

pansion in the fluid matches the measured case very well. After this point in time the

progression gradient of the two curves deviates until almost up to 700 s where a sudden

increase in the measured fill-level is observed that brings it again very close to the simu-

lated data for the last 30 s of the investigation duration of the experiment (the increase

in fill-level continuous thereafter).

The reason for the sudden change in the measured fill-level is not known. A problem
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6.4 Comparison of CFD to Experimental Data

Figure 35: Fill-level change due to phase change calculated from THETA over time nor-
malized by the height of the dewar of hmax = 0.59m.

with the measurements, data recording or a refilling of the dewar could be considered and

will be further discussed in section 7.

6.4.3 Mass flow due to Phase-Change

In this section the development of the mass flow due to phase change in the tank is

discussed. Similar to the previous sections the data from the experiment performed

in Konopka et al. [9] is used to compare it to the simulation by THETA. Figure 36

depicts the development of the mass flow during the conduction of the simulation with a

fluctuating, but in general decreasing trend. This decrease in mass flow is also seen in the

experimental data. The mass flow is in general in-line with the observed behavior in the

experiment although the detailed development could not be recovered in the simulation.

The offset close to 200 s in the experimental measurements in figure 36 is due to the pres-

sure control valve. It routes an increased amount of gaseous hydrogen into the dewar in

comparison to the stratified case that starts after this initial pressurization (after 200 s).
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Figure 36: Mass flux due to phase change calculated from THETA over time normalized
to the respective maximal value of the experiment and simulation.

Afterwards, the pressure becomes stable and remains at a 3 bar level for the remainder of

the simulated part of the experiment.

Both, measurement and experiment, follow a decreasing trend although the actual

relation to each other is quite different. The corresponding curves were plotted over time

normalized to the respective maximal value of the experiment and simulation, respectively.

These maximum values are 1.4262·10−5 kg/s for the mass flow measured in the experiment

and 4.016954 · 10−6 kg/s for the THETA simulation.

There are several reasons possible for the mismatch. More details will be discussed in

section 7 in the paragraph Discussion of Mass flow Comparison.
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6.5 Flow-field Investigations

The following section will investigate the developments in the flow-field. Mainly how

velocities and temperature profiles develop at different levels of the dewar over the course

of the simulation as well as how the flow-fields behave during the simulation.

6.5.1 Velocity and Stratification Development

At first, this section will investigate the temperature profile development during the pro-

gression of the simulation. This will be supplemented by a comparison to theoretical

values derived by Ludwig [49]. Secondly, this section will observe the velocity profile at

certain positions in the flow-field. Finally, the section will investigate the possibility of

turbulence in the dewar during the experiment and hence in the simulation.

Figure 37 shows the temperature development over time at several dedicated moni-

toring points in the tank. The sensors in the vapor phase are depicted in figure 37b. The

submerged monitoring point, measuring temperatures in the liquid phase of the tank, are

shown in figure 37a.

(a) Comparison of temperature profile from
THETA over time and several monitoring
points along the z-axis for the temperature in
the liquid phase.

(b) Comparison of temperature profile
from THETA over time and several mon-
itoring points along the z-axis for the
temperature in the gaseous phase.

Figure 37: Temperature comparison between experiment and numerical solution.

Also included in figure 37 are the experimental data points that were extracted from
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the temperature sensor tree that collected, fixed point, time dependant time data for

a limited amount of vertical positions and time stamps during the experiment. These

time stamps, similar to section 6.4.1, are at 0, 60, 100, 400 and 700 s. The figures show

a relatively good agreement for the development of the gaseous phase especially for the

monitoring points/sensor at positions 0.4206, 0.4306 and 0.4656.

On the contrary, they reveal strong deviation for the upper liquid layer that is close

to the interface. At least, if one would assume a constant increase of the temperature

between 100 s and 400 s where the next measurement is taken. Interestingly, the other

measurement times match very well with the simulated temperature points.

For figure 37a this is again different. Here, initial temperatures are lower in the

simulation data compared to the two upper most experimental data points. The lower

data points are closer to the experimental values especially at positions 0.4106, 0.4056

and 0.3956 as well as 0.3756m.

According to Ludwig [49] the temperature profile in a stratified liquid T (z) along

the z-axis can be estimated via:

Tl(z)− Tl = (Tsat − Tl)erfc

[
Hl − z

2
√
Dt,lt

]
. (87)

With Tl being the temperature of the liquid in the dewar, Hl its height, t the time

of stratification and Tsat the already introduced saturation temperature. The thermal

diffusion coefficient Dt,l is acquired using equation:

Dt,l =
λ

ρ · cp
. (88)

For the present case of liquid hydrogen the value is Dt,l = 1.52 · 10−7m2/s.Used here

is erfc, the complementary error function.

This is based on analytical heat transfer models. It approximates the transient heat

transfer in a large amount of fluids systems with a constant initial temperature Ludwig

[49].

A similar estimation can be performed for the upper GH2 filled part of the dewar.

Here the temperature in the ullage can be determined:
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Tv(z) = Th + (Tsat − Th)
zh − z
Hv

. (89)

With Hv being the height of the vapor phase and Th being the temperature at the

upper boundary and zh being the respective height. For the investigated time, 400 s

and 700 s, this is Th,400 = 49K and Th,700 = 62K, respectively. This case for the vapor

phase is based on a theoretical heat transfer model of the steady-state heat conduction in

a flat plate Ludwig [49].

The resulting analytical profiles are shown in figure 38. The two equations are distin-

guished by different color as they do only apply in the respective phases as pointed out

the figure legend.

(a) At 400 s. (b) At 700 s.

Figure 38: Temperature comparison between experiment, analytical profile (for vapor and
liquid) and the numerical solution with THETA.

In figure 38 the previously presented figures for the temperature development (fig-

ures 32b and 33) are supplemented with the analytical solution of the liquid and vapor

phases. Those were derived from equation (87) and 89, respectively.

The figures confirm the general match of the simulation with the experiment and the

supplemented analytical solution. For the bulk fluid the analytical solution is actually in

better agreement with the simulation, compared to the experiment. For the interface area

this trend reverses as the analytical solution and the experiment at 700 s are qualitatively
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closer together. Also for the vapor phase, the ullage, the analytical curve represents an

ideal case of a temperature profile with a constant gradient increasing from the interface

to the upper part of the dewar. It corresponds also with the simulated and experimentally

acquired results, although the gradient differs in all three cases.

Figure 39 presents the velocities of the upper most monitoring point in x, y and z-

directions. In general it is observable that the up- or downward motion of the gaseous

fluid in the top of the tank is negligible compared to the velocity in horizontal plane of the

measurement. Up until about 310 s the motion of the vapor is relatively slow, in peaks

of about a third of the maximum and chaotic compared to later times. At this time a

larger, possibly rotational motion is starting that decreases with ongoing simulation time.

After about 500 s the assumed rotation fades again into a more unorganized motion up

until 700 s at the end of the simulation. Further below the discussion of figure 44 will

explain further possibilities of motion in this area.

Figure 39: The velocities profile from THETA over time at monitoring point SD01 (see
table 7).

In contrast, figure 40a for the monitoring point at SD02 (hdewar = 0.4656m) and sim-

ilar figure 40b at SD03 (hdewar = 0.4306m) show a more chaotic and variable motion for
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(a) Velocity profile over time at SD02.

(b) Velocity profile over time at SD03.

Figure 40: The velocities profile from THETA over time at monitoring point SD02 & SD03
(see table 7)
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the simulation. Figure 40a illustrates an overall mathematical positive rotation (positive

x and y velocity component) until 400 s, which then switches to a negative rotation after-

wards (negative x- and y-component as well as negative y- with positive x-component).

The flow is generally downwards until at later times after 400 s when it switches to an

upward motion to return to a downward motion again towards the end of the simulation.

At the lower point in the dewar at SD03 (hdewar = 0.4306m), which is close to the

interfacial region, the general motion is again different. First, compared to figure 40a,

the maximum magnitude is twice as high as at SD02. Secondly, the motion is more

variable and towards the end of the simulation, the up- and downward motion changes

more frequently than compared to the simulation monitoring point SD02.

Figure 41: A cut through the z-plane with uniform velocity vectors at 700 s.

In order to get a general overview of the motion within, figure 41 can be consulted.

The figure displays a cut through the dewar as a z-plane, plotting the z-component of

the velocity, overlapped with the uniform vector field in this plane of the dewar at 700 s
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simulation time. For reference a black, solid line depicts the liquid-vapor interface to

better distinguish the two regions in the dewar very clearly visible is the strong uplift of

liquid at the walls of the dewar when hotter, lighter LH2 flows upwards to the stratified

layer. Here, the hotter liquid collects and floats on top of the cooler bulk liquid.

Also visible is a stronger motion above the interface where GH2 is pulled upwards by

the effect that is caused by the heated gas at the hot top of the ullage. This gas is sinking

towards the cool interface at the walls of the dewar, setting this flow into motion.

Compared to these areas of stronger motion, the cool bulk is generally less mixed due

to a more uniform temperature distribution that is colder than the dewar walls and the

interfacial region.

To further visualize the flow in the ullage a cut at z = 0.575m was produced and

is shown in figure 42. Visible is indeed a rotational motion in this cut. Coming from

walls vapour is flowing towards the center and collecting at nodes (black concentrations

of stream traces).

Figure 42: A cut through the x− y-plane with velocity stream traces at 700 s and at z =
0.575m.

As mentioned before, the assumption is observable that the up- and downward mo-
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tion of the gaseous fluid in the top of the tank is negligible i.e. z-velocity is approxi-

mately 0m/s.

6.5.2 Characteristic Numbers of the Flow

The prominent characteristic numbers for stratified flows are the PRANDTL number Pr,

which can be estimated via:

Pr =
µl · cp,l
λl

. (90)

Furthermore, the RAYLEIGH numberRa is of importance (as defined in equation (86)).

For the present stratification experiment the characteristic numbers are printed in

table 9. For this the values for the dynamical viscosity can be calculated according to:

ν =
µ

ρ
. (91)

Value liquid vapor
Pr [−] 1.309 0.484
Ra [−] 2.9449 · 1012 3.2517 · 109

λ
[

W
mK

]
0.1044 0.0464

cp,l

[
J

kgK

]
9693 10686

µ
[
Pa
s

]
1.37 · 10−5 2.1 · 10−6

ν
[
m2

s

]
1.93 · 10−7 1.7692 · 10−6

L [m] 0.433 0.157
∆T [K] 7.36 33.80

Table 9: Values of the Pr and Ra characteristic numbers and the used parameters and
the generally defined gravity value on earth g = 9.81m/s2.

In figure 43 a regime diagram for different forms of flow is shown (taken from Krish-

namurti [11]). It plots the characteristic numbers of the PRANDTL number Pr (defined

in equation (90)) versus the RAYLEIGH number Ra (as defined in equation (86)) and

allows to assume a flow regime for the test under investigation by examining the values

of the mentioned numbers.
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Figure 43: Regime diagram. white dot, steady flows; black dot, time-dependent flows;
star, transition points with observed change in slope; square, Rossby’s observations of
time-dependent flow; square with dot, Deardorff and Willis [10] observations for turbu-
lent flow: triangle, Silveston’s point of transition for time-dependent flow. Reprinted by
permission from Cambridge University Press from [11], COPYRIGHT (1973)

Transition from laminar to turbulent flow is assumed to happen at RAYLEIGH num-

ber Ra 109. This was visualized by Ratner et al. [8] (see figure 2 in Ratner et al. [8]).

This also makes it clear that a transition from laminar to turbulent under normal gravity

condition (which applies for the present experiment) already happens at very low tem-

perature differences. On one hand, for the liquid at Pr = 1.309 a Ra = 2.9449 · 1012 is

reached, well above the critical transition RAYLEIGH number. On the other hand for the

vapor at Pr = 0.484 a Ra = 3.2517 · 109 is reached, which is already in the transitional

region.

As the value of the characteristic numbers are suggesting the flow within the gaseous

phase is close to being turbulent or a least in the area of transition. A further indicator

is the velocity development shown in figure 39 in section 6.5.1.

In section 6.5.1 it was pointed out that the strongest motion happens in the vapor
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Figure 44: Comparison of several vertical (along the z-axis) temperature profiles from
THETA at several places in the dewar, away from the centerline.

phase, the ullage, of the dewar. An additional indicator is figure 44 where the temperature

profile in the dewar is plotted for the complete height of the dewar. The mapping of 0 is

the already discussed position of the sensor tree (see figure 26b and table 7 for a reference

to the exact position). Mappings 1 to 4 indicate different position on the x-plane along

the y-axis that were extracted from the simulation.

The temperature profiles match very closely, independent of the position in the simu-

lated dewar. This clearly shows how stable and stratified the liquid bulk is. In contrast,

the temperature profiles in the ullage zone of the dewar deviate visibly from each other,

indicating that the ullage gas is in motion and by no means stratified. Indeed the vapor

profile is different for several positions in the vapor bulk as the shown kink does not ap-

pear anywhere again (compare figure 44). The rest of features remain more or less intact.

This is another indication that the vapor phase is indeed not a stable homogenous phase.

Especially interesting is the temperature rebound in mapping 0 (red line), where at

a height in the dewar of about 0.55m a reduction in the temperature is visible. This

happens despite the increasing trend of temperature towards the top of the dewar. This
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rebound is not as prominent as in the other temperature profiles (mapping 1 to 4).

This is a possible reason for this could be a concentration of cooler gas in the center

of the ullage as the gas is heated at the top of the dewar as well as at the side walls

of the ullage area. This means, that in the top of the ullage the gas is heated over

time building up a layer on top of the vapor phase that is increasing over time. This

is visible for example in figures 31 and 32, where the temperature profile shows raising

temperatures over the simulation time. In addition to this increasing temperature in the

top of the ullage, since the sidewall is also heated, a raise of temperature there is also

observed. Thus, adding vapor to the temperature layer at the top that possess the same

temperature. This favours the assumption of a layer build-up, which is supported by the

negligible up- or downward component of the velocity profile shown in figure 39.

When looking at the temperature profiles in figure 44 it can be observed that from

close to the sidewall towards the center of the dewar (lower y, first 4 mappings) the

temperature is decreasing. This suggests that in the center of the dewar a pocket of

cooler vapor remains, which is not yet heated to the same temperature from the top, nor

the sidewalls.

The sketched process that could be considered of being close to turning into a turbulent

flow. Still, a turbulent model was not considered to be used for the duration the simulation

of the dewar, especially since it was discussed by Konopka et al. [9] that the involvement

of a turbulence model did not result in any difference of the observed parameters, mainly

temperature, in the liquid phase. It is to be noted that the gaseous phase was not discussed

there!
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7 Conclusion and Outlook

Discussion of Model Development and Implementation The presented work

started from the baseline of an isothermal two-phase flow implementation that was de-

scribed in section 4.2 and implemented by Gauer [60]. After a thorough literature study,

that is outlined in section 2, an approach was chosen that was suitable in the already

provided THETA and VOF framework. Expanding on this isothermal code this work in-

cluded the possibility to use the existing temperature model in combination with the VOF

approach. Thus, both fluids are able to have temperature dependant density values ac-

cording to the ideal gas law or the Boussinesq approach (see section 4.3.3).

Following this idea, the first step of the implementation of a non-isothermal two-phase

model in THETA is the introduction of a phase change model including the respective

source terms in the mass conservation equation (equation (26)). To complete the imple-

mentation a way to redistribute the source terms was introduced and additional required

source terms for the energy equation where implemented (compare to equation (60)).

The resulting changes were then tested and validated using basic test cases and a

complex application case. These tests are discussed in the following.

Discussion of the basic Validation Test Cases In section 5 three main numerical

experiments were discussed: the Stefan-, Sucking- and Scriven-problem. For the first

two the results were in very good agreement with the considered analytical solution.

Figure 11 point this out clearly for the Stefan problem, which is regarded as the initial

test to validate phase change CFD codes. The error for the problem ranges from +4% at

the beginning to −2% at the end of the simulation, showing a generally satisfying match

to the analytical solution presented in section 5.

As quickly presented in this section, the Stefan problem was used as a basic, fast

processing example to evaluate the correct implementation of the phase change addition to

the THETA code. After some initial investigation with the approach by Wróbel [31] that

was yielding a satisfying result a different approach to introduce a source term for phase

change was used. The resulting changes in the velocity profiles were presented in figure 14.

One sees clearly that for a stable and valid solution the implemented approach using a

smoothed-out source-term that is based on the temperature gradient in the interfacial

region, was the technical choice at hand that yielded the most promising results for the

Stefan problem.
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Furthermore, for the Sucking Interface problem, the selected modeling approach is able

to produce results that fit the expected, analytical outcome to a high degree. The larger

difference in the interface region vanishes during later times below 1% for a fair amount

of simulation time (basically surpassing this limit after roughly 0.38 s). One possible

reason for the discrepancy is thought to be the overestimated mass flux due to phase

changes that are well above the initial analytical solution, but are matched relatively fast

after about 0.05 s. Since the temperature gradient in the interfacial region is very large a

different interpolation length (parameter dint in equation (61)) might improve the initial

solution but would not catch the later gradient when the interface temperature gradient

is further stretched out in the liquid phase. The investigations show the overall spatial

temperature profile is matching the analytical solution well and also a detailed look into

the interfacial region reveal a satisfying match between the simulation and the theoretical

estimated value for the temperature. Only the profile near the interface is deviating

stronger from the reference value (in this case the saturation temperature of the vapor),

a fact that supports the theory of an initial overestimation of the temperature gradient

and thus the evaporation mass flux.

For the Scriven Problem, the expansion of a vapor bubble in an overheated liquid,

was simulated to a lesser success. The main issue here was the missing stability of the

solution due to the surface tension. As discussed in section 5.3 a valid solution of the test

case was only possible with a fraction of the actual surface tension of the fluid. Changing

the liquid under consideration e.g. to LH2, which has much lower surface tension, did

not improve the result since the surface tension itself is not the measure for stability, but

in which relation it is with viscosity and density. Meaning for other fluids the problem

remains despite a very much reduced surface tension, suggesting a stability issue indeed.

Eventually, the investigation of the Scriven Problem was concluded with 10% of the

realistic surface tension to find a compromise between the stability of the simulation and

an expansion of the simulated bubble. Unfortunately, due to the reduced surface tension,

the pressure inside the bubble was not at a realistic level and thus, the pressure drop over

the interface was neither resulting in a reduced push against the fluid from inside the

bubble, which finally resulted in the observed, reduced bubble growth. Furthermore, the

surface tension is not a parameter of the analytical solution, only for the numerical one.

For the analytical solution, only the density and heat transfer parameters are playing a

role (see section 5.3).
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Concluding from the three basic test cases, it is reasonable to assume a successful

implementation of the presented phase change model into the existing, two-phase VOF

modification of the DLR THETA code. The remaining open issue is the interplay between

the phase change source term, that is smoothed over a region on both sides of the liquid-

vapor interface, and the surface tension implementation that is smoothed over the unsharp

interface of the VOF implementation.
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Discussion of KOALA Vertical Temperature Profiles Comparison Section 6.4.1

showed the comparison of the temperature profiles in the experimental and simulation

case. A discussion of the results will be performed in this paragraph.

The initial conditions were put as close to the known experimental set-up as possible

in order to match the initial condition of the dewar as similarly as possible. The initial

temperature was fitted well as figure 30 demonstrates and the simulation was set-up as

described in section 2.2 resulting in static start condition for the simulation as shown in

figure 29. Although these conditions could be fit correctly to the experiment, the history

of the filling and pressurization could not be reflected in these initial conditions, thus,

not catching the initial motion caused by filling the dewar with pressurization gas or the

initial motion of the fluids, due to the already existing temperature gradients. Due to the

incompressible nature of the used solver, no simulation of the ramp up of pressure was

technically possible.

In figure 31 it was visible that the simulation is not developing the same temperature

distribution at the same speed as the experiment i.e., for the initial phase of the simula-

tion the temperature is underestimated. In these cases the experiment reaches a higher

temperature at the same height of the dewar. Thus, the LH2 heats slower in the THETA

simulation. In contrast it could be shown, that in figure 31a and to a more visible extent

in figure 34b the temperature profile in the liquid is comparatively close to the experi-

ment. The subsequent development up until 400 s is not comparable as the experiment

does not provide temperature readings for this period. This trend is reverted for the later

times of 400 s and 700 s, as shown in detail in table 8, where the error in the ullage of the

dewar is decreasing from its initial high values to a lower level whereas, the error in the

fluid is increasing over the simulation time.

A clear cause of these discrepancies could not be identified. Some causes will be dis-

cussed in the following sections, mainly an unknown role of turbulence, since the fluid is

in the transition region from laminar to turbulent for LH2 in the gaseous phase. Although

the influence was deemed minimal in Konopka et al. [9], this might be different for the

full 3D simulation performed in this presented work. For more details see paragraph ”Dis-

cussion of Characteristic Numbers of the Flow” of this section. It has been pointed out in

paragraph ”Discussion of the basic Validation Test Cases” of this section that the surface

tensions caused issues when simulating the Scriven problem. In the case of the KOALA

experiment this should not cause any issues as the experiment was performed under nor-
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mal gravity conditions where the capillary forces should play a minor role. Due to this

gravity environment phase change effect at the boundary-interface intersection should be

similarly negligible in the KOALA experiment.

Two-phase flow
with interfacial
Phase-change

David Keiderling 99



7. CONCLUSION AND OUTLOOK

Discussion of Fill-Level Development The fill-level comparison was shown in sec-

tion 6.4.2 and a discussion will follow in this paragraph. The parallel plotting of the

simulated and experimental result revealed an interesting deviation starting after 330 s

until shortly before the simulation ends (see figure 35).

Therefore, several options that could cause such a deviation in the measurement of

the experiment are possible. Suspicious is the initial match between the two lines. Later,

the jump in the experimentally measured values makes a good comparison difficult.

Of course one could consider experimental issues as a reason. For example the mea-

surement technique could have yielded wrong results after the deviation in the two curves,

with a sudden jump back to the actual measured value after roughly 670 s. This could be

due to a fluctuating offset or gain correction value in the fill-level measurement sensors.

Also the rapid increase of the fill-level, almost a step, could suggest problems with sen-

sors, as the fill level increase is roughly in the order of 25% in a few seconds. during the

remaining measurements the fill-level was only changing by a few percentages.

Other experimental effects are feasible as well e.g. an additional filling of the tank. In

contrast a rise in pressure due to increased condensation is not identified to have happen

at this time of the experiment.

Of course on the other hand, the simulation could start to over predict the rise of the

liquid (if one ignores the match at the end of the comparison where the two measured or

respectively simulated characteristic rises) after the initial match, possibly due to an over

estimation of the temperature in the bulk interface region.

Discussion of Mass flow Comparison In section 6.4.3 the evolution of the mass flow

in the experiment and the simulation was presented. The comparison revealed that the

initial mass flow rate that is supplied into the dewar in the experiment due to condensation

and the need to keep the pressure at a value level of 3 bar is not matched by the simulation.

But as the pressure development of the experiment shows in Konopka et al. [9] (fig-

ure 4a), the pressure development is only stable after about 200 s after the initialization

of the simulation where LH2 is still supplied to increase the pressure to the experimental

level of 3 bar. Thus, only after this initial inflow of pressurization gas the pressure is

stable, and the control valve only supplies the amount that is condensing at the inter-

face. This reasoning could explain the found difference in the mass flow rates between

simulation and experiment. Furthermore, this effect could also be one of the drivers as to

100 David Keiderling Two-phase flow
with interfacial

Phase-change



7. CONCLUSION AND OUTLOOK

why the initial temperature profiles in the THETA simulation are off the experimentally

evaluated values in the beginning, whereas the influence of the inflow of the pressurization

gas might vanish as the simulation progresses.
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Discussion of Velocity and Stratification Development Section 6.5.1 was investi-

gating how the velocity was developing in the parts of the dewar, liquid bulk and gaseous

ullage. Additionally, the development of the temperature with time was investigated and

the profiles were compared to theoretical results. Especially figure 37 provided interesting

results when compared to the temporal development of the temperature in the simulation

with the timely evolution of the temperature of the measurement points on the sensor

array in the dewar. For the vapor phase this development seems to be well predicted by

the THETA simulation with the exception of the upper most monitoring point, which is

located a short distance under the top of the dewar. Its temperature is increasing rapidly

following the measurements at the monitoring points up to 100 s, where they align effec-

tively with predictions by THETA. This trend continues until shortly after 300 s, where

the temperature is sharply dropping, undershooting a linear fit between the monitoring

points at 100 s and 400 s, but then oscillating around a similar fit up to 700 s. Eventually,

the temperature is only a few degree above the measured value. Interestingly, the sharp

decline in temperature corresponds with the sharp increase in the x and y components of

the velocity field at this very measuring point (SD01) that ramps up shortly before 320 s

to keep up the motion until 500 s after which it is declining again. This strong temporal

succession of the increase in velocity and decrease in temperature suggest that there is

a connection of the two events where the increased motion starts distributing the accu-

mulated heat much more efficiently, thus increasing the temperature at this measuring

point.

The situation in the bulk liquid is different. Here the two lowest monitoring points that

were investigated (SD06 and SD07) predict a simulated temperature only a few tenths of a

degree below the actual, experimental measurements with the general trend of increasing

temperature with advancing time. In general the same can be observed for a third of the

five monitoring points of figure 37a. In contrast the next two higher monitoring points,

the last two in the liquid, just below the interface, show a reversed match i.e. where

the THETA predicted temperature is steadily increasing with time. Interestingly, the

temperature of the experiment is increasing at first, to only drop after the first 100 s (if

assuming a linear fit between the measurement points at 100 s and 400 s). This is a

behavior that could not be replicated with the simulated dewar, which suggests that after

an initial accumulation of hotter liquid below the interface, a stronger mixing in the liquid

is taking place, which increases the temperature in the lower parts of the bulk. A process
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that was not observed at this strength in the simulation.

On top of the aforementioned investigations in this section, an analytical comparison

was performed comparing a model derived by Ludwig [49] to the experiential measure-

ments and the THETA simulations. This comparison was documented for the two later

measurement times at 400 s and 700 s, respectively. In this context the analytical solu-

tion can be considered a general trend and that the temperature in the cylindrical dewar

will develop when a certain dimension is given, and the used liquid is specified. One

interpretation of the result of this development is a centerline for the temperature profiles

because at a certain height (the y-axis in figure 38) the measured and simulated tempera-

tures are below or above this trend line. In the bulk this analytical temperature is closer

to the simulated temperature, whereas in the ullage the zone close to the interface has a

temperature above the analytical temperature. This changes at a height of about 0.5m

when the analytical temperature is above the measured one. The simulated temperature

development is always below the one predicted by the analytical model. These general

observations are visible in both sub-figures for 400 s and 700 s.

The analytical solution also matches the experimental result better from a general

point of view in the ullage part of the dewar, thus suggesting that the simulation was not

able to match the real-world energy generation or distribution in the dewar. On the other

hand, the analytical solution is overestimating as it cannot account for several real-world

effects like friction, energy loss over the dewar boundaries, possible turbulent mixing and

radiation among other effects that play a role in the experimental set-up.

The investigation of the velocity fields show a strong upward flow of heated liquid at

the dewar walls as well as strong motion of the vapor in the ullage section of the dewar.

As will be discussed in the next part of the discussion this could be propelled by the

transition to turbulent flow in the ullage.

Unresolved is the question why the initial temperature in the upper liquid is so high

at the start of the experiment when plotting the temperature at the sensor line over time

in figure 37a in section 6.5.1. A conceivable circumstance is that inflow of pressurization

gas reported in paragraph ”Discussion of Mass flow Comparison”, and thus the increasing

pressure, is changing the saturation temperature in the liquid.
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Discussion of Characteristic Numbers of the Flow In the previous section 6.5.2,

the characteristic numbers of the flow were discussed. Similar to the PRANDTL num-

ber (LH2: 1.272 to GH2: 0.484) the RAYLEIGH number is different in the liquid and the

vapor. In the current case (LH2: 3.1061 · 107 to GH2: 2.7394 · 109) the liquid is far below

the turbulent transition level of Ra 109. On the contrary this is not the case for the vapor

phase of GH2, which is well in the region of initiation of transition to a turbulent flow.

Right from the beginning, the use of a turbulent model for the simulation was ex-

cluded since the main focus was set to the liquid phase where stratification occurs. Also,

investigations by other groups on the same simulation (see Konopka et al. [9]) had strong

indications that the addition of a turbulent model in the processing did not have a strong

impact on the results. Furthermore, although it is possible to use two turbulent models,

the standard k−ω and the k−ω-Shear Stress Transport model, in THETA no validation

data on the models are available for a two-phase flow. Although the general correctness

of the models within THETA is well established Lambert et al. [66].

In hindsight of course, it is possible that the inclusion of a turbulence model could

yield better results in the gaseous ullage and give a more strongly mixed zone of GH2.

Thus, being able to fit the experimental results even closer. This could possibly also

improve the transport of energy from the interface region into the ullage, which would

overspill the temperature in the interfacial region, which is over predicted compared to

the experimental results. Compare to figure 32b or figure 34.

As of writing of this work the THETA two-phase implementation was not validated

on a smaller test-case for the use of the turbulent models that are verified to work with

the implementation of the two-phase flow. A future work could therefore perform a

validation experiment and if successful redo the simulation of the KOALA stratification

experiment. Performing such a calculation, which might come at the additional cost of

increased computation time, would support a better understanding of the temporal and

spatial differences in the ullage and how the flow within it develops with progressing

simulation time.

As section 6.5.2 demonstrated, especially the ullage is far from being a static body of

fluid, highlighting in contrary that the KOALA test case consists of two separated flow

regimes with laminar in the liquid bulk and near turbulent flow in the vapor ullage.
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Summary & Outlook In the presented work the multiphase model in the THETA code

was extended for phase and energy transitions. This was done by implementing the model

utilized by Kunkelmann [6]. Verification and accuracy assessments, based on basic test

cases showed their fundamental applicability. The validation of basic test cases revealed,

that the solver, with the during a previous work implemented VOF approach by Gauer

[60], is sensitive to high surface tension in fluids with high density ratios, as is the case for

the investigated fluids of water (ρ1/ρ0 = 1605) and LH2 (ρ1/ρ0 = 60). Eventually, this

behavior is not deemed critical for the conduction of the large stratification simulation of

the KOALA test case. In the KOALA case the interface is flat, and the buoyancy effect

dominates over capillary forces (in contrast to the Scriven problem).

Overall, the simulation was able to predict the evolution of a stratification experiment

to a satisfying degree, although the detailed investigation in section 6.4 of the presented

work showed that some deviations exist. Nonetheless, the general behavior was caught.

A deeper investigation also revealed some unexplained measurements in the compared

experimental data e.g. the offset measured in the inflow of pressurization gas and the

increased temperature in the liquid at the beginning of the measurements. Furthermore,

the reason for the sharp step in the fill-level of the experiment at the end of the investigated

time-frame remains unresolved. These differences were discussed in detail in the current

section 7.

During the cause of this work some areas of potential improvements were identified

to increase the applicability of the presented approach to more use cases. Some areas of

improvements remain to be investigated in future developments that might use a differ-

ent CFD solver, similarly developed at the DLR but using different numerical approaches

when compared to the TAU and THETA codes. These potential areas for development

are discussed below:

Improvements & Lessons Learned This work primary focus was to solve the

problem of phase change in the context of the established THETA solver. Therefore, no

changes in the VOF implementation where conducted. This could be a field of inves-

tigation to improve the stability of the solver with respect to the discussed issues with

the Scriven problem. One approach could be to use the now implemented estimation of

the interface position to use a sharp VOF approach that is no longer smearing the inter-

face. The theory of these approaches was discussed in section 4.2 and to a greater extent
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in Gauer [60].

To improve the assurance of the prediction of the phase change mass flow, a dynamical

estimated interpolation length based on quality measures e.g. the change in temperature

between bulk and ullage could be foreseen. For example, if this overall gradient is high

the calculation of the temperature gradient for the phase change mass flow should use a

smaller interpolation length and vis-versa.

The paragraph ”Discussion of Characteristic Numbers of the Flow” pointed towards

the laminar to turbulent transition character of the investigated flow in the dewar. Thus,

an investigation and validation of the turbulence models implemented in the THETA

code and how they interact with two-phase VOF model would be a useful expansion of

the current state of the simulation tool.

In the future the implementation of the presented approach into a compressible solver

like CODA (that is planned as a successor of the DLR THETA code) should be preferable

since this will allow the simulation of a larger spectrum of test cases and also consider

pressurization scenarios that precede the actual stratification test case like KOALA, that

was investigated in this work. This would improve the starting conditions of the actual

stratification phase and therefore increase the comparability of simulation and experiment.
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Appendix

A The THETA Phase-Change Expansion Overview

The expansion of the THETA VOF functionality is based on THETA version 2017.1.

Changes were mainly done in the files model vof.c and model eng temp.c with minor

changes in smoother.c and in files where ρ0 or ρ1 are used, since due to the implementation

of the Boussinesq approximation, the previously static values for the densities are now

indexed fields that point to temperature dependent densities values at every dual-grid

point.

The scope of the parameter input was expanded with the values in table 10. Further-

more, the table includes notes and recommendations as to what these new items provide.

It is indicated where the new parameters follow the definition from the THETA user

guide [67], by only providing input for the second fluid.

The code can be produced with the standard THETA Makefile and requires no further

considerations when building it.

The model selections, which have to include the choices VOF, MOM SRC and ENG TEMP

in order to function properly, have to be taken into account. It is also possible to use

the recent expansion of the turbulence applicability to two-phase flows. Furthermore, the

boundary conditions ”isotherm” and ”fixed flux” can be applied with the standard usage

as described in the THETA user guide [67]. The conditions ”real wall” remains unusable

at the moment.

Please be aware that the Equation of State (EOS) is very sensitive to its initial con-

ditions and requires special care! Further information regarding this implementation can

be found in the report accompanying this code.
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IX

Parameter name Type Range Default Note
Specific heat capacity second fluid float 0 ≤ x 4216.0 J/kgK Same definition as for standard Theta parameters;

default for water in
[

J
kgK

]
Thermal conductivity first fluid float 0 ≤ x 0.025 W

mK Thermal conductivity value for the specified fluid in
[

W
mK

]
;

default for water

Thermal conductivity second fluid float 0 ≤ x 0.679 W
mK The thermal conductivity value for the specified fluid in

[
W
mK

]
;

default for water
Equation of state (Linear/Ideal gas)
second fluid

string - Linear Specifies for the second fluid which EOS shall be used;
Same definition as for standard Theta parameter

Specific gas constant second fluid float 0 ≤ x 461.5 Same definition as for standard Theta parameter;

default for water in
[

J
kgK

]
Expansion coefficient second fluid float 0 ≤ x 214.0e−06 Thermal expansion coefficient (isobaric) [−]
Reference temperature second fluid float 0 ≤ x 300.0K Same definition as for standard Theta parameter;

default for water in [K]
Saturation temperature float 0 ≤ x 373.15K The value of the saturation temperature at the specified

reference pressure in [K]; default for water at p = 1 bar

Latent heat float 0 ≤ x 2.257e+06 Jkg in
[

J
kg

]
; default for water

Stencel float 0 ≤ x 0.0m It is recommended to choose three mesh cells
(or an average value of three cells)
as the value for this parameter; in [m]

Max. Iteration Smoother int 0 ≤ x 20 The value can be changed to account for complex interface
shapes with higher iteration numbers for the smoother

Table 10: Additional input parameter of THETA phase-change model.
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[5] Y.A. Çengel and M.A. Boles. Thermodynamics: An Engineering Approach. McGraw-

Hill series in mechanical engineering. McGraw-Hill Higher Education, 2006. ISBN

9780073107684. URL https://books.google.de/books?id=5-hSAAAAMAAJ.

[6] Christian Kunkelmann. Numerical Modeling and Investigation of Boiling Phenom-

ena. PhD thesis, Technische Universität, Darmstadt, Mai 2011. URL http:

//tuprints.ulb.tu-darmstadt.de/2731/.
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