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## Abstract

The existence of a bound pion-nucleus system has been experimentally demonstrated by embedding a charged pions in different nuclei like in a lead nucleus. This bound system, which is called deeply bound pionic atom, is held together by the interplay of Coulomb and strong interactions. This thesis concentrates on the investigation of the bound $\omega$-mesic state in carbon nuclei. Since the $\omega$ meson does not carry an electric charge, this system, unlike the deeply bound pionic atoms, is governed by the strong interaction only. The study of such a system can lead to a better understanding of the basic meson-nucleus interaction.
In March 2007, an experiment was carried out at the Elektronen-Stretcher-Anlage (ELSA) in Bonn to observe bound mesic states in carbon. The photon beam used for the experiment was produced in a thin radiator via electron bremsstrahlung. The Crystal Barrel (CB), the ForWard Plug (FWPlug) and the Two Arm Photo-Spectrometer (MiniTAPS) calorimeters provided an almost $4 \pi$ coverage where the final-state photons were detected. The protons were identified with an aerogel Cherenkov detector and with the Time-of-Flight (TOF) technique.
A bound mesic nuclear state can only be produced if the participating meson has a small momentum. The momentum distribution of the produced $\omega \mathrm{s}$ measured in this experiment showed that slow $\omega$ mesons can be produced in quasi-free photoproduction in coincidence with knocked-out protons that were registered in very forward direction. Based on this result, only such events were used for the further analysis where a proton was detected in the MiniTAPS forward wall.

Two reaction channels have been studied to explore bound $\omega$ mesons in nucleus:
In the first analysis the reaction channel has been studied in which the slow $\omega$ meson produces a resonance by being absorbed by a nucleon. In this case the produced resonance has to be slow as well and it can decay into a meson-nucleon pair - where the meson is either $\pi^{0}$ or $\eta$ - with a relative angle of almost $180^{\circ}$ between the decay products.

$$
\gamma+{ }^{12} C \rightarrow \omega+p \rightarrow N^{*} \rightarrow p+\left(\pi^{0} / \eta\right) .
$$

The kinematic constraints of this reaction channel and the possible background channels have been studied by using Monte Carlo simulations. These simulations have shown that reactions with a charged pion in the final state are the prominent background channels because the charged pions are misinterpreted as protons. Since these background channels have a much larger production yield than the bound $\omega$-mesic state, this background might overwhelm the possible signal.
In the second analysis the neutral decay channel of the $\omega$ meson was investigated.

$$
\gamma+{ }^{12} C \rightarrow \omega+p+{ }^{11} B \rightarrow \pi^{0} \gamma+p+{ }^{11} B \rightarrow \gamma \gamma \gamma+p+{ }^{11} B
$$

If an $\omega$ meson decays into a $\pi^{0}$ and a photon and the $\pi^{0}$ decays further into two photons then the mass and energy of the $\omega$ can be reconstructed using the four-vectors of the final-state photons.

A bound state is indicated by an extra yield in the kinetic energy histogram at $E_{\pi^{0} \gamma}-m_{\omega}^{P D G}<$ $0 \mathrm{MeV}\left(m_{\omega}^{P D G}=782.65 \mathrm{MeV} / \mathrm{c}^{2}\right.$ is the mass of the $\omega$ meson in vacuum, $E_{\pi^{0} \gamma}$ is the reconstructed energy of the $\pi^{0} \gamma$ system) together with an enhanced yield in the invariant mass histogram at $m_{\pi^{0} \gamma}<m_{\omega}^{P D G}\left(m_{\pi^{0} \gamma}\right.$ is the reconstructed invariant mass of the three registered photons if the invariant mass of two of them gives the mass of the $\pi^{0}$ ).
Using a simultaneous fit of the two distributions, the presence of a surplus of $83 \pm 32$ counts has been shown in the lowest momentum bin ( $p_{\pi^{0} \gamma} \leq 300 \mathrm{MeV} / \mathrm{c}$ ) where the bound states were expected. The same kind of structure has not been observed either in the higher momentum bins or in the simulations where no bound state has been included.

Different backgrounds of this reaction channel have also been studied by means of Monte Carlo (MC) simulations. Based on the results of these simulations, kinematical cuts have been determined to reduce these background channels. Applying these cuts in the analysis of the measured data, a change has been found in the yields of the observed structure and of the quasi-free $\omega$ peak.
Theories predict a signature of the bound $\omega$-mesic state in the kinetic energy distribution at $E_{\pi^{0} \gamma}-m_{\omega}^{P D G} \approx-60 \mathrm{MeV}$. In this experiment no excess yield has been found in this region. An extra intensity has been, however, observed at $E_{\pi^{0} \gamma}-m_{\omega}^{P D G} \approx-100 \mathrm{MeV}$ where contributions from background channels are also expected although an effort has been made to suppress these background channels.
Nevertheless, the observed yield is comparable with the theoretical predictions ( 16 counts). In view of statistical and systematic uncertainties the experimentally registered yield of $83 \pm 32$ counts is considered as an upper limit. This yield corresponds to a a differential cross section of $\approx 4 \mu \mathrm{~b} / \mathrm{sr}$ for the incident photon energy range of $E_{\gamma}=1250-3113 \mathrm{MeV}$
This thesis has demonstrated that progress in the search for $\omega$-mesic states requires two steps: a reference measurement on a $\mathrm{LH}_{2}$ target to understand and control the background and improved experiment on carbon with higher statistics and a high resolution momentum measurement of the forward going proton.

## Zusammenfassung

Gebundene Pion-Kern Zustände konnten experimentell durch den Einschluss von geladenen Pionen in verschiedene Kerne wie z.B. Blei nachgewiesen werden. Solche Zustände werden auch tiefgebundene pionische Atome genannt. Sie werden durch ein Zusammenspiel der Coulomb- und der starken Kraft zusammen gehalten. Der Schwerpunkt dieser Arbeit liegt in der Untersuchung von gebundenen $\omega$-mesischen Zuständen in Kohlenstoff. Im Gegensatz zu den tiefgebundenen pionischen Atomen spielt hier nur die starke Kraft eine Rolle, da die $\omega$ Mesonen keine elektrische Ladung tragen. Das Ziel dieser Untersuchungen ist ein besseres Verständnis der grundlegenden Meson-Kern Wechselwirkung zu erlangen.

Das Experiment zur Untersuchung $\omega$-mesischer Zustände in Kohlenstoff wurde an der Elektronen-Stretcher-Anlage (ELSA) in Bonn im März 2007 durchgeführt. Hierfür wurde ein energiemarkierter Photonenstrahl mit einer maximalen Energie von $E_{\gamma}=2.9 \mathrm{GeV}$ verwendet, der über Bremsstrahlung Prozesse in einem dünnen Radiator erzeugt wurde. Das Detektorsystem bestehend aus den Kalorimetern Crystal Barrel (CB), ForWard Plug (FW-Plug) und Two Arm PhotonSpectrometer (TAPS) deckte nahezu den gesamten Raumwinkel von $4 \pi$ ab und war damit ideal für den Nachweis der Photonen im Endzustand geignet. Des Weiteren konnten Protonen mithilfe eines Cherenkov Detektors und über Flugzeitmessungen (Time-of-Flight, ToF) identifiziert werden.
Für die Erzeugung $\omega$-mesischer Zustände muss das dazugehörige Meson langsam sein. Hier zeigte die im Experiment bestimmte Impulsverteilung, dass langsame $\omega$ Mesonen in quasi-freier Photoproduktion zusammen mit einem Rückstoß-Proton in Vorwärtsrichtung erzeugt werden. Daher wurden in der Analyse nur Ereignisse verwendet, bei denen das Proton im TAPS Detektor nachgewiesen wurde.

Im Rahmen dieser Arbeit wurden zwei verschiedene Reaktionskanäle zur Erzeugung gebundener $\omega$-mesischer Zustände untersucht.

Im ersten Fall wurde der Reaktionskanal untersucht, bei dem das langsame $\omega$ Meson von einem Nukleon absorbiert wird und eine Resonanz erzeugt:

$$
\gamma+{ }^{12} C \rightarrow \omega+p \rightarrow N^{*} \rightarrow p+\left(\pi^{0} / \eta\right) .
$$

Die so erzeugte Resonanz ist ebenfalls langsam und kann in ein Meson-Nukleon Paar zerfallen mit einem relativen Winkel von etwa $180^{\circ}$ zwischen den beiden Zerfallsprodukten. Die kinematischen Randbedingungen dieses Reaktionskanals sowie möglicherweise beitragende Untergrundkanäle wurden wiederum mit Monte Carlo Simulationen untersucht. Hier zeigte sich, dass Reaktionen mit geladenen Pionen im Endzustand durch Misidentifizierung als Protonen einen großen Beitrag zum Untergrund liefern. Da die Produktionsquerschnitte der Untergrundkanäle sehr viel größer sind als der Produktionsquerschnitt von gebundenen $\omega$-mesischen Zuständen besteht die Möglichkeit, dass das Signal von den Untergrundbeiträgen überdeckt wird.

Diese Arbeit zeigt, dass für einen Fortschritt in der Suche nach $\omega$-mesischen Zuständen zwei Schritte notwendig sind: eine Referenzmessung am $\mathrm{LH}_{2}$ Target, um den Untergrund zu verstehen und besser kontrollieren zu können und ein verbessertes Experiment am Kohlenstoff Target mit einer höheren Statistik sowie einer Impulsmessung der Protonen in Vorwärtrichtung mit sehr guter Auflösung.

Im zweiten Fall wurde der neutrale, hadronische Zerfallskanal des $\omega$ Mesons untersucht:

$$
\gamma+{ }^{12} C \rightarrow \omega+p+{ }^{11} B \rightarrow \pi^{0} \gamma+p+{ }^{11} B \rightarrow \gamma \gamma \gamma+p+{ }^{11} B
$$

Dabei wurde die invariante Masse des $\omega$ Mesons durch die Vierervektoren der drei Photonen im Endzustand rekonstruiert. Bei einen gebundenen Zustand würde man zusätzliche Intensität sowohl in der kinetischen Energie als auch in der invarianten Masse erwarten:

$$
E_{\pi^{0} \gamma}-m_{\omega}^{P D G}<0 \mathrm{MeV} \quad \text { und } \quad m_{\pi^{0} \gamma}<m_{\omega}^{P D G}
$$

Hierbei ist $m_{\omega}^{P D G}=782.65 \mathrm{MeV} / \mathrm{c}^{2}$ die $\omega$ Meson Masse im Vakuum, $E_{\pi^{0} \gamma}$ die rekonstruierte Energie des $\pi^{0} \gamma$-Systems und $m_{\pi^{0} \gamma}$ die rekonstruierte invariante Masse. Ein gleichzeitiger Fit der beiden Verteilungen lieferte eine Erhöhung von $83 \pm 32$ Ereignissen im niedrigsten Impulsberich $p_{\pi^{0} \gamma} \leq 300 \mathrm{MeV} /$. Dies ist der Bereich, für den gebundene Zustände vorhergesagt werden. Im Vergleich dazu konnten weder bei höheren Impulsen noch in Simulationen, für die keine gebundenen Zustände angenommen wurden, zusätzliche Intensität nachgewiesen werden.

Außerdem wurden Monte Carlo (MC) Simulationen benutzt, um die verschiedenen beitragenden Untergrundkanäle zu untersuchen. Daraus resultierten kinematische Schnitte, die die Untergrundbeiträge reduzierten. Dabei hatte sich allerdings auch die Ausbeute der beobachteten Struktur und des quasi-freien $\omega$ Signals reduziert.

Theoretische Rechnungen sagen einen gebundenen $\omega$-mesischen Zustand bei einer Energie von $E_{\pi^{0} \gamma}-m_{\omega}^{P D G} \approx-60 \mathrm{MeV}$ mit etwa 16 Ereignissen unter den gegebenen Bedingungen des Experiments voraus. Dies konnte im Rahmen dieser Arbeit nicht verifiziert werden. Die experimentell beobachtete Struktur liegt bei $E_{\pi^{0} \gamma}-m_{\omega}^{P D G} \approx-100 \mathrm{MeV}$. Leider erwartet man an dieser Position ebenfalls Beiträge der Untergrundkanäle.
Zusammenfassend sind die theoretischen Vorhersagen vergleichbar mit dem experimentell erzielten Ergebnis. Angesichts der statistischen und systematischen Unsicherheiten ist das experimentelle Resultat von $83 \pm 32$ Ereignissen als obere Grenze anzusehen. Dies entspricht einem differentiellen Wirkungsquerschnitt von $\approx 4 \mu \mathrm{~b} / \mathrm{sr}$ f Ãijr Einschussenergien im Bereich $E_{\gamma}=$ $1250-3113 \mathrm{MeV}$.

Diese Arbeit zeigt, dass fÃijr einen Fortschritt in der Suche nach $\omega$-mesischen ZustÃd'nden zwei Schritte notwendig sind: eine Referenzmessung am $\mathrm{LH}_{2}$ Target, um den Untergrund zu verstehen und besser kontrollieren zu kÃűnnen und ein verbessertes Experiment am Kohlenstoff Target mit einer hÃűheren Statistik sowie einer Impulsmessung der Protonen in VorwÃd'rtsrichtung mit sehr guter AuflÃűsung.
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## Chapter summary

According to the presently accepted theory of subatomic particles (the Standard Model of Particle Physics (SM)), all processes in nature can be explained by four fundamental forces, namely, the electromagnetic, the weak, the strong and the gravitational force. The interaction between particles is mediated via exchange bosons.

### 1.1. A historical timeline

Richard Feynman once observed that if one had to reduce the scientific history into one sentence, the statement would be: "All things are made of atoms" [Bry04].

- Around 460 B.C. a Greek philosopher, Democritus, developed the idea of atoms. He asked the question: "If one breaks a piece of matter in half, and then break it in half again, how many breaks will you have to make before you can break it no further?". Democritus believed that it ended at some point, a smallest possible bit of matter. He called these basic matter particles atoms ${ }^{1}$. These atoms were all composed of the same primary matter with the only differences between them being their size, shape and weight. The differences in these characteristics explained the differences in the properties of matter.
Unfortunately, the atomic idea of Democritus had no lasting effects on other Greek philosophers, including Aristotle who dismissed the atomic idea as worthless.
- In the 1800 's, an English chemist, John Dalton performed experiments with various chemicals that showed that matter seems to consist of particles (atoms). Dalton is usually credited for developing the first coherent atomic theory.

Dalton's theory can be summarized as follows:

- Matter is composed of small particles called atoms.
- All atoms of an element are identical, but are different from those of any other element.
- During chemical reactions, atoms are neither created nor destroyed, but are simply rearranged.
- Atoms always combine in whole number multiples of each other (law of multiple proportions).
- In 1869, the Russian chemist Dmitri Mendeleev constructed a classification, which grouped all of the chemical elements known at that time according to their chemical properties. This is known as the Periodic Table of elements. This table later served to methodically classify all of the atoms, both natural and man made, by their atomic number ${ }^{2}$.
- In the 19th century, an important physical theory arose assuming the existence of atoms: the kinetic theory. This theory states that gases are made up of a large number of small particles, being in constant random motion.
- In 1897, the English physicist J.J. Thomson discovered the electron and proposed a model for the structure of the atom. He postulated the first atom model, in which electrons with a negative charge are homogeneously embedded inside the positively charged atom.
- In 1911, Ernest Rutherford performed scattering experiments of $\alpha$ particles on a thin gold foil. In most of the cases the particles penetrated the target foil without changing direction, but some deflected up to $180^{\circ}$. Based on this result Thomson's atom model had to be revised. The new model of the atom was a tiny positively charged nucleus containing the major fraction of the mass (responsible for the large scattering angles). The space between the nuclei, which is large compared to size of the nuclei, is filled by a negatively charged

[^0]electron cloud. Rutherford thought that the negative electrons orbited a positive center in a manner like the solar system where the planets orbit the sun.

- According to the theory of electricity and magnetism it was predicted that opposite charges attract each other and the electrons in the atom should gradually lose energy and spiral inward. This was contradicting Rutherford's model. In 1912, a Danish physicist, Niels Bohr came up with a theory which said that the electrons do not spiral into the nucleus. He came up with two rules that agreed with experiment:
- Electrons in an atom can orbit only at certain allowed distances from the nucleus.
- Atoms radiate energy when an electron jumps from a higher-energy orbit to a lowerenergy orbit. Also, an atom absorbs energy when an electron gets boosted from a low-energy orbit to a high-energy orbit
- On this footpath, quantum mechanics, including the concept of anti-particles and the interpretation of the wave function as probability amplitude for its location, was developed by W. Heisenberg, P. M. A. Dirac and many others.
- In the 1940's and 50's, consistent relativistic quantum theory of charged particles was developed by R. Feynman, J. Schwinger and S. Tomonaga (Quantum ElectroDynamics (QED)).
- The nucleus contains most of the atom's mass as well as the positive charge. The protons supposedly accounted for this mass. However, a nucleus with twice the charge of another should have twice the number of protons and twice the mass. But this did not prove to be correct.

Rutherford speculated in 1920 that there existed electrically neutral particles that make up the missing mass but no one accepted his idea at the time. Not until 1932, when the English physicist James Chadwick finally discovered the neutron. He found it to be slightly heavier than the proton with a mass of 1840 electrons and with no charge. The proton and neutron together, received the name, "nucleon".

- In 1935, a Japanese physicist, Hideki Yukawa suggested that exchange forces might describe the strong force between nucleons which explains the stable nuclei in spite of the positive charge of proton. Yukawa used Heisenberg's uncertainty principle to explain that a virtual particle could exist for only a short time. He calculated that these particles must be about 250 times heavier than an electron. Later, in 1947, the physicist Cecil F. Powell detected this particle and called it the "pion".
- In the 1950 's and 60 's, new powerful particle accelerators were built and physicists discovered many more new particles. The various types of particles needed a new theory to explain their strange properties. In 1960, Murray Gell-Mann and Yuval Ne'emann independently proposed a method for classifying all the particles known at that time. The method became known as the Eightfold Way. What the periodic table did for the elements, the Eightfold Way did for the particles. In 1964, Gell-Mann went further and proposed the existence of a new level of elementary particles and called them quarks ${ }^{3}$. Well-established particles like protons, neutrons or pions were no longer seen as elementary. They are representatives of a family of particles called hadrons ${ }^{4}$. Hadrons are composite systems made of quarks. This

[^1]family of particles can be subdivided into two groups: mesons ${ }^{5}$ and baryons ${ }^{6}$. Mesons are made of a quark-antiquark pair, while baryons have a three-quark substructure.

Within this ordering scheme, the existence and the properties of the $\Omega^{-}$baryon was predicted, which later was found providing evidence for the quark model.

- Similarly to QED, a theory can be established to describe the interaction of quarks with each other. This theory is called Quantum ChromoDynamics (QCD).
- The Standard Model of subatomic particles (SM) combines all the findings described above to provide a consistent picture of the structure of matter.


### 1.2. The Standard Model

The Standard Model of particle physics is a unified theory of the electromagnetic, weak and strong nuclear interactions which mediate the dynamics of the known subatomic particles. Developed throughout the early and middle 20th century, the current formulation was finalized in the mid1970's upon experimental confirmation of the existence of quarks. Since then, discoveries of the bottom quark [ $\mathrm{H}^{+} 77$ ], the top quark $\left[\mathrm{A}^{+} 95\right]$ and the tau neutrino $\left[\mathrm{K}^{+} 01\right]$ have given credence to the Standard Model.

### 1.2.1. Forces of the Standard Model

## 1. Electroweak force

In particle physics, the electroweak interaction is the unified description of two of the four fundamental interactions of nature: electromagnetism and the weak interaction. Although these two forces appear very different at low energies, the theory models them as two different aspects of the same force. Above the unification energy, of the order of 100 GeV , they would merge into a single electroweak force. Thus if the universe is hot enough (approximately $10^{15} \mathrm{~K}$, a temperature reached shortly after the Big Bang) then the electromagnetic force and weak force will merge into a combined electroweak force.
For contributions to the unification of the weak and electromagnetic interaction between elementary particles, A. Salam, S. Glashow and S. Weinberg were awarded the Nobel Prize in Physics in 1979. The existence of the electroweak interactions was experimentally established in two stages: the first being the discovery of neutral currents in neutrino scattering by the Gargamelle collaboration in 1973 [ $\mathrm{HFK}^{+} 73$ ], and the second in 1983 by the UA1 and the UA2 collaborations that involved the discovery of the $\mathrm{W}^{ \pm}$and $\mathrm{Z}^{0}$ gauge bosons in protonantiproton collisions at the Super Proton Synchrotron (SPS) [A $\left.{ }^{+} 81, A^{+} 83 a, A^{+} 83 b\right]$.

## - Electromagnetic Force

One of the four fundamental forces, the electromagnetic force manifests itself through the forces between electromagnetic charges (Coulomb's law) and the magnetic force, both of which are summarized in the Lorentz force law. Fundamentally, both magnetic and electric forces are manifestations of an exchange force involving the exchange of photons. The quantum approach to the electromagnetic force is called QED. The electromagnetic force is a force of infinite range which obeys the inverse square law.

[^2]The electromagnetic force holds atoms and molecules together. On atomic scale the forces of electric attraction and repulsion of electric charges are so dominant over the other three fundamental forces that they can be considered to be negligible as determiners of atomic and molecular structure.

## - Weak Force

One of the four fundamental forces, the weak interaction involves the exchange of the intermediate vector bosons, the $\mathrm{W}^{ \pm}$and the $\mathrm{Z}^{0}$. Since the mass of these particles is on the order of 80 GeV , the uncertainty principle dictates a range of about $10^{-18}$ meters which is about $0.1 \%$ of the diameter of a proton. The weak interaction is able to change one flavor of quark into another ${ }^{7}$. The weak interaction is the only process in which a quark can change to another quark, or a lepton to another lepton - the so-called "flavor changes". The weak interaction acts between both quarks and leptons, whereas the strong force does not act between leptons.
The discovery of the $\mathrm{W}^{ \pm}$and $\mathrm{Z}^{0}$ particles in 1983 was hailed as a confirmation of the theories connecting the weak force to the electromagnetic force in electroweak unification.

## 2. Strong Force

The force that can hold a nucleus together against the enormous forces of the electromagnetic repulsion of the protons is strong indeed. However, it is not an inverse square force like the electromagnetic force and it has a very short range. Yukawa modeled the strong force as an effective exchange force in which the exchange particles are pions and other heavier particles. The range of a particle exchange force is limited by the uncertainty principle. It is the strongest of the four fundamental forces on the sub-atomic level.

Protons and neutrons, which make up the nucleus, are considered to be made up of quarks, and the quarks are considered to be held together by the strong interaction. The force between nucleons may be considered to be a residual strong color force. In the Standard Model, therefore, the basic exchange particle is the gluon which mediates the forces between quarks. Since the individual gluons and quarks are contained within the proton or neutron, the masses attributed to them cannot be used to predict the range of the force. When something is viewed as emerging from a proton or neutron, then it must be at least a quark-antiquark pair, so it is then plausible that the pion as the lightest meson should serve as a predictor of the maximum range of the strong force between nucleons.

### 1.2.2. Particle Zoo of the Standard Model

According to the SM, in nature 61 elementary particles exist (see Table 1.1) and all the observed universe is constructed by them ${ }^{8}$. These are the 12 exchange bosons ( 8 gluons, $\mathrm{W}^{ \pm}, \mathrm{Z}^{0}$ and the photon), the Higgs boson ${ }^{9}$ and 6 leptons and 6 quarks (with corresponding anti-particles). In addition the quarks carry color charge. This leads to a total of: 12 exchange bosons + Higgs boson $+6 * 2$ leptons $+6 * 3 * 2$ quarks $=61$ particles.

[^3]| Particle | spin b | l | I | $\mathrm{I}_{Z}$ | S | C | B | charge $(e)$ | $m_{0}(\mathrm{MeV})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | ---: | ---: |
| u | $1 / 21 / 3$ | 0 | $1 / 2$ | $1 / 2$ | 0 | 0 | 0 | $+2 / 3$ | 5 |
| d | $1 / 2$ | $1 / 3$ | 0 | $1 / 2$ | $-1 / 2$ | 0 | 0 | 0 | $-1 / 3$ |
| s | $1 / 21 / 3$ | 0 | 0 | 0 | -1 | 0 | 0 | $-1 / 3$ | 9 |
| c | $1 / 2$ | $1 / 3$ | 0 | 0 | 0 | 0 | 1 | 0 | $+2 / 3$ |
| b | $1 / 2$ | $1 / 3$ | 0 | 0 | 0 | 0 | 0 | -1 | $-1 / 3$ |
| t | $1 / 2$ | $1 / 3$ | 0 | 0 | 0 | 0 | 0 | 0 | $+2 / 3$ |
| $\mathrm{e}^{-}$ | $1 / 2$ | 0 | 1 | 0 | 0 | 0 | 0 | 0 | -1 |
| $\mu^{-}$ | $1 / 2$ | 0 | 1 | 0 | 0 | 0 | 0 | 0 | -1 |
| $\tau^{-}$ | $1 / 2$ | 0 | 1 | 0 | 0 | 0 | 0 | 0 | -1 |
| $\nu_{\mathrm{e}}$ | $1 / 2$ | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 173000 |
| $\nu_{\mu}$ | $1 / 2$ | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\nu_{\tau}$ | $1 / 2$ | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\gamma$ | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| gluon | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\mathrm{~W}^{+}$ | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Z | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 1.1.: An overview of particles and antiparticles. Here, $b$ is the baryon number and $l$ the lepton number. There are three different lepton numbers, one for $e, \mu$ and $\tau$, which are separately conserved. $I$ is the isospin, with $I_{Z}$ the projection of the isospin on the third axis, $S$ the strangeness, $C$ the charmness and $B$ the bottomness. The antiparticles have an opposite charge. The existence of all elementary particles, but the Higgs-boson, has been demonstrated experimentally.

### 1.3. Hadrons

Strongly interacting particles which are made of quarks and/or anti-quarks are called hadrons. Up to now, only colorless ("white") particles are observed in nature. In analogy to the color theory, color neutral particles can be obtained either by quark - anti-quark $(q \bar{q})$ states where one quark carries one type of color and the other one carries the corresponding anti-color, or by $q q q$ (and $\overline{q q q})$ where all the quarks have different colors. The $q \bar{q}$ states are called mesons, the $q q q$ states are the baryons.

There are other possibilities to produce colorless particles. Exotic baryons have more than just the three quarks like in ordinary baryons and exotic mesons do not have one quark and one antiquark structure like ordinary mesons but also gluons contributing directly to the quantum number of the system. Exotic baryons like the pentaquark (like the $\Theta^{+}(1540)$ which was seen in some experiment while others experiments gave null-result) [Hic05] or the tetraquark (like the $X(3872)$ which was seen in the BELLE and BABAR experiments [ $\mathrm{C}^{+} 03$, AHA10]) are under debate. The existence of exotic mesons like glueballs ${ }^{10}$ (for example the $f_{0}(1540)$ which was seen by the LEAR collaboration with the Crystal Barrel detector) or hybrids ${ }^{11}$ are neither widely accepted.
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### 1.3.1. Mesons

The mesons are strongly interacting particles made of a pair of a quark and anti-quark $(q \bar{q})$. The large number of observed hadronic states required the classification of those states. M. Gell-Mann (and independently Y. Ne'eman) made classification of these particles according to their quantum numbers. Considering only the 3 lightest quarks $u, d, s$ the mesonic states can be described within a $3 \otimes 3$ symmetry.


Figure 1.1.: The lightest pseudoscalar (a) and vector mesons (b) are listed, classified according to their isospin $I_{3}$, strangeness $S$ and electric charge.

First, it is assumed that quarks in the mesons have no relative orbital momentum ( $L=0$ ). Because quarks and anti-quarks have opposite intrinsic parity, the constructed mesons have parity $-1^{L+1}=$ -1 (see Appendix A). The spin of the quarks determine the spin of the meson. They add up and result in $S=1$ or they can be opposite and result in $S=0$. The $J^{P}=0^{-}$states are called pseudoscalar mesons and the $J^{P}=1^{-}$states are called vector mesons (see Figure 1.1). Concentrating only on the three lightest quarks, 9 possible states can be formed. Using group theory, these 9 states can be split up into an octet and a singlet state $(3 \otimes 3=8 \oplus 1)$. Due to very similar masses $u \bar{u}, d \bar{d}$ and $s \bar{s}$ states can mix with each other. The $u$ and $d$ quarks have smaller mass than the $s$ quark, consequently the mixing of $s \bar{s}$ with $u \bar{u}$ or $d \bar{d}$ is smaller than the mixing of $u \bar{u}$ and $d \bar{d}$.

### 1.3.2. Baryons

Baryons, $q q q$ states, can be arranged in a similar way as the mesons (see Figure 1.2).
The increasing number of possible combinations of the three quarks, however, results in a richer spectrum of baryonic states. Again only the lightest three quarks will be considered where the orbital angular momentum of the quarks relative to each other is $L=0$. The total baryonic spin results from adding the individual quark spins and must be either $S=1 / 2$ or $S=3 / 2$ and the total angular momentum of the baryon is $(J)$ is the total spin of the three quarks.


Figure 1.2.: The lightest baryon octet (a) and decuplet (b) are listed, classified according to their isospin $I_{3}$, strangeness $S$ and electric charge.

Extending the number of the quarks from two (mesons) to three (baryons), the system can be described within a $3 \otimes 3 \otimes 3=10_{s} \oplus 8_{m} \oplus 8_{m} \otimes 1_{a}$ symmetry: one symmetric decuplet, 2 octets with mixed symmetry and an antisymmetric singlet, referring to the behavior of the baryons under exchange of two quarks.

### 1.4. Hadrons in a medium

The Lagrangian of QCD can be written as:

$$
\begin{equation*}
\mathcal{L}_{Q C D}=\overline{\psi_{q}}\left(i \gamma^{\nu}\left(D_{\nu}\right)-m\right) \psi_{q}-\frac{1}{4} G_{\alpha}^{\nu \mu} G_{\nu \mu}^{\alpha} \tag{1.1}
\end{equation*}
$$

where the field strength is

$$
\begin{equation*}
G_{\nu \mu}^{\alpha}=\partial_{\mu} \mathcal{A}_{\nu}^{\alpha}-\partial_{\nu} \mathcal{A}_{\mu}^{\alpha}-g f_{\alpha \beta \gamma} \mathcal{A}_{\mu}^{\beta} \mathcal{A}_{\mu}^{\gamma} \tag{1.2}
\end{equation*}
$$

the $\psi_{q}$ is the quark-field, $m=\operatorname{diag}\left(m_{u}, m_{d}, m_{s}\right)$ is the quark mass matrix, $\gamma_{\mu}(\mu=0 \ldots 3)$ are the Dirac matrices and $D_{\mu}$ is the covariant derivative dealing with the coupling between the quark and the gluon fields, $f_{\alpha \beta \gamma}$ is the structure constant of the color gauge group $\mathrm{SU}(3)_{\mathrm{C}}, \mathcal{A}$ is the gluon field and $g(\kappa)$ is the running coupling constant. The third term of field strength describes the interaction of the gluons with each others, because the gluons carry color charge themselves. This is a fundamental difference between QCD and QED. In QED the photons do not carry electric charge, and thus they do not interact directly with other photons.

If the quark masses are fixed, the only parameter in the Lagrangian is the running coupling constant, which is a function of the scale at which it is measured (for example energy or distance, see

Figure 1.3). At low energies (large distances), the coupling constant is large but with increasing energies (small distances) this constant will decrease. This phenomenon is called asymptotic freedom. A scale parameter $\Lambda_{q c d} \simeq 200 \mathrm{MeV} / \mathrm{c}\left(\simeq 1 \mathrm{fm}^{-1}\right)$ is introduced to describe the scale where the theory becomes non-perturbative.


Figure 1.3.: Experimentally measured values of the running coupling constant confirm the theoretically expected behavior $\left[\mathrm{N}^{+} 10\right]$.

### 1.4.1. Chirality

The chirality ${ }^{12}$ is a fundamental symmetry of QCD at the limit of vanishing quark masses. It describes the orientation of the spin of the particle relative to the direction of its motion:

$$
\begin{equation*}
\chi=\frac{\vec{s} \cdot \vec{p}}{|\vec{s}| \cdot|\vec{p}|} \tag{1.3}
\end{equation*}
$$

Fermions can be right handed (spin and momentum is pointing to the same direction) or left handed (spin and momentum is pointing to the opposite direction). Gluons do not distinguish between left- and right handed particles, thus they do not change helicity. If the particles are massless, their chirality cannot be changed, it is conserved.
However even the light quarks ( $u, d, s$ ) have non-zero masses. At small particle masses, the chiral symmetry is an approximate symmetry. This means that as long as the masses are small compared to the relevant scale of the theory (the energy scale of the QCD, which is $\Lambda_{Q C D} \cong 200 \mathrm{MeV}$ ) the prediction under the assumption of the symmetry should be reasonably close to the actual results. The masses of the lightest three quarks fulfill these requirements:

$$
\begin{equation*}
\frac{m_{u}}{\Lambda_{Q C D}} \approx 1.5 \cdot 10^{-2}, \frac{m_{d}}{\Lambda_{Q C D}} \approx 2.5 \cdot 10^{-2}, \frac{m_{s}}{\Lambda_{Q C D}} \approx 5 \cdot 10^{-1} \tag{1.4}
\end{equation*}
$$

[^5]If the same symmetry was to hold in the hadronic sector in this case the chiral partners should be degenerate in mass: $m_{J^{+}}=m_{J^{-}}$(or - due to the approximate behavior - the masses should have small difference). This is not observed in nature (see Figure 1.4).


Figure 1.4.: Masses of some hadrons and their chiral partners. The mass-split between the chiral partners are comparable with the mass of the hadrons.

The mass differences between chiral partners in the hadronic sector are not negligible, but even of the same order as the mass of the hadrons. This directly shows that the chiral symmetry is spontaneously broken in the hadronic sector. A symmetry is spontaneously broken if the symmetry of the Hamiltonian is not realized in the ground state. In this case, the system is not invariant under any transformation. This feature is illustrated in Figure 1.5:

(a)

(b)

Figure 1.5.: In Figure (a) (restored symmetry), the minimum of the potential is right in the center, therefore the ground state is invariant under rotations (no spontaneous breaking of the symmetry), while in Figure (b) (spontaneously broken symmetry) the ground state is located at a finite distance from the center where actually the potential has a local maximum.
The red lines represent the radial excitation, the cyan line the rotational excitation. (For more details, see text.)

For this type of a potential, the symmetry is spontaneously broken by choosing a certain direction to realize the ground state. However, an effect of the symmetry is still present. Moving around the valley costs no energy (rotational excitation), whereas radial motion does costs energy. An important consequence of the spontaneously broken symmetry is the existence of a massless mode (rotational excitation), the so-called Goldstone boson of the broken symmetry. In QCD - if only
the two lightest quarks $(\mathrm{u}, \mathrm{d})$ are considered - the pion-triplet $\left(\pi^{+}, \pi^{-}, \pi^{0}\right)$ is identified as Goldstone bosons. Assume that the QCD-Hamiltonian at zero temperature has a similar form as in Figure 1.5 b where the $r$ and $\phi$ coordinates are replaced by $\sigma$ (massive) and $\pi$ (massless) fields. However, the mass of the pions are not zero. The non-zero masses of the quark can lead to nonzero mass of the pions by breaking the chiral symmetry explicitly.
In contrast to the spontaneous symmetry breaking where the Lagrangian is symmetric, in the case of explicit symmetry breaking the Lagrangian is not symmetric. It means that the Lagrangian of QCD looses its symmetry if a quark mass term is included $\left(\delta \mathcal{L}=-m \overline{\phi_{q}} \phi_{q}\right)$. Using the example above (see Figure 1.5), the extra mass term tilts the potential. This is visualized by the cross section of the "Mexican hat" potential (see Figure 1.6). In this configuration, the rotational excitations (pion field) also cost energy, hence the Goldstone bosons are massive. As long as the potential is tilted only slightly, rotational excitations are considerably smaller than the radial ones, which is also reflected in the small $\pi$ masses.


Figure 1.6.: Explicit breaking of the chiral symmetry. The thin gray line represents the symmetric Lagrangian. The thin cyan line shows the explicit symmetry breaking term $\left(-m \overline{\phi_{q}} \phi_{q}\right)$, the black line is the full Lagrangian.

In terms of quark degrees of freedom, one order parameter to measure the violation of symmetry is the chiral condensate that has a value of $\langle q \bar{q}\rangle \approx(-250 \mathrm{MeV})^{3} \pm 10 \%$ in vacuum. An other order parameter is the decay constant of the pion which has a value of $f_{\pi^{0}} \sim 94 \mathrm{MeV}$ in vacuum. The link between the two quantities is built by the Gell-Mann-Oaks-Renner (GOR) expression:

$$
\begin{equation*}
m_{\pi^{0}}^{2}=\frac{1}{f_{\pi}^{2}} \underbrace{\frac{m_{u}+m_{d}}{2}}_{\text {explicit symmetry breaking }} \overbrace{(\langle\bar{u} u\rangle+\langle\bar{d} d\rangle)}^{\text {sponteneous symmetry breaking }}+\mathcal{O}\left(m_{u, d}^{2}\right) \tag{1.5}
\end{equation*}
$$

where $f_{\pi}$ is the pion decay constant of, and $m_{u, d}$ are the quark masses. The right part of the GOR expression carries information on both explicit symmetry breaking through the quark masses and spontaneous breaking of the symmetry through the expression of the chiral condensate $<\bar{q} q>$. The order parameters for the symmetry breaking show dependence on temperature and density. A prediction of this dependence is shown in the Figure 1.7.
As can be seen in Figure 1.7, at sufficiently high temperatures ( $\mathrm{T}>300 \mathrm{MeV}$ ) or at sufficiently high densities ( $\rho \geq 5 \rho_{0}$ ) the chiral condensate drops significantly, and consequently the chiral symmetry is at least partially restored. This effect is not unique in physics. The phase transition of ferromagnets at the Curie point to paramagnetic material is the same kind of transition. But


Figure 1.7.: Dependence of the chiral condensate on density and temperature.
contrary to the magnetism (the order parameter of the transition), the chiral condensate and the decay constant of the pion are not observables. The connection between the order parameter (quark condensate) and hadronic observable (excitation function) is given by the QCD Sum Rules which will be described later. While a general consensus exists concerning how the chiral condensate behaves in a thermal bath or in a dense medium, the effect of the the chiral restoration on the observables of hadrons is much less clear.

### 1.4.2. Hadron properties in the nuclear medium

There are many models predicting medium modifications of the properties of mesons in the nuclear medium. Some models and their predictions will be mentioned here.


Figure 1.8.: Prediction of the NJL model for meson masses as a function of the density. The decay width $a_{1} \rightarrow \bar{q} q$ is also shown. Beyond a critical density the chiral partners $(\pi, \sigma)$ and ( $\rho, a_{1}$ ) are degenerate in mass. [BM88]

The constituent quark mass $m_{q}$ originates mainly from the spontaneous breaking of chiral symmetry as proposed by Nambu and Jona-Lasinio (NJL)[NJL61]. If one assumes that the vector meson mass is just given by the additive rule, then it will be of the order of $2 \mathrm{~m}_{q}$. As chiral symmetry is
restored, the constituent mass drops, therefore one expects a drop in the mass of the vector meson. More elaborate models using the NJL approach at finite temperatures and density were proposed in the late 1980's [BM88] (see Figure 1.8). It is interesting to note that the masses of the pion and the vector mesons are not changing with density. The spectral degeneracy between the $\sigma$ and the $\pi$ meson, the $\rho$ and the $a_{1}$ meson occurs in dense matter where chiral symmetry is restored ( $\rho \sim 5 \rho_{0}$ ) .

The $Q C D$ sum rule method can relate the QCD condensate to the hadronic spectral functions. QCD sum rules in the medium provide useful constraints evaluating the weighted average of the


Figure 1.9.: (a) Prediction of the QCD Sum Rule method for the $\rho-\omega$ mass as a function of the $\rho / \rho_{0}$.
(b) The same figure for the $\phi$ meson with two typical values of $y$ (strangeness content of the meson). Dotted lines indicates the $K^{0} K^{0}$ and the $K^{+} K^{-}$thresholds which are the main decay modes of the $\psi$. [HL92]
spectral functions. Hatsuda and Lee [HL92] have predicted that the mass of the vector mesons drops linearly (see Figure 1.9) with the density:

$$
\begin{equation*}
\frac{m_{V}^{*}}{m_{V}}=\left(1-\alpha \frac{\rho}{\rho_{0}}\right) \tag{1.6}
\end{equation*}
$$

where $\rho_{0}$ is the normal nuclear density $\left(0.171 / \mathrm{fm}^{3}\right)$ and $\alpha \simeq 0.18 \pm 0.06$ for $V=\rho, \omega$ and $\alpha \simeq 0.15 y$ for $V=\phi(\mathrm{y}$ is the nucleon strangeness content $)$

The Brown-Rho scaling [BR91] assumes that the masses of light vector mesons ( $\rho, \omega$ ) scale universally as a function of density and/or temperature:

$$
\begin{equation*}
\frac{m^{*}}{m} \sim \frac{f_{\pi^{0}}^{*}}{f_{\pi^{0}}} \sim 0.8\left(\rho \sim \rho_{0}\right) \tag{1.7}
\end{equation*}
$$

Theoretical foundations for such a scaling were shown using an effective chiral Lagrangian with scaling properties of QCD leading to an approximate in-medium scaling law.

The Quark-Meson Coupling model (QMC) is a phenomenological theory in which quarks and gluons are confined in a "bag" inside non-perturbative QCD vacuum. In the medium, baryons composed of three valence quarks feel both scalar and vector potentials with opposite sign, while
the mesons composed of quark and anti-quark only feel the scalar potential and obey a universal scaling law (Figure 1.10). It is interesting to note that at normal nuclear density ( $\rho_{0}$ ), the $\rho$ and $\omega$-masses drop by $\sim 15 \%$ the nucleon-mass drops by $\sim 20 \%$ and the D -meson mass drops by $\sim$ $3 \%$.


Figure 1.10.: Prediction of the QMC model for the meson masses as a function of the density. [STT07]

Hadronic models use a purely hadronic description of the mesons in the medium. The in-medium self-energy of the meson receives contributions from low-energy particle-hole (p-h) excitations and high energy nucleon-anti nucleon excitations (see Figure 1.11).



Figure 1.11.: Prediction of the hadronic models for the imaginary part of the $\rho$ - and $\omega$ mesons spectral functions in nuclear matter at densities $q=0 . q=q_{0}$ and $q=2 q_{0}$. [LWF02]

As it propagates in nuclear matter, the vector meson feels not only the nucleon excitation but also resonance excitations such as $\Delta$ and $N^{*}$. These models provide much "richer" information about the in-medium properties of the mesons. The spectral functions are modified in non-trivial
manners such as spectral shifts, spectral broadening and new spectral peaks. Figure 1.11 shows the predictions of different hadronic models for the $\rho$ and $\omega$ mesons [LWF02].

All these models provide measurable predictions even at normal nuclear densities (mass shift, change in interaction, broadening, extra peaks, etc. ). For now, these effective theories are the best available models until Lattice QCD calculations produce reliable results at finite density and temperature.

### 1.4.3. Former experiments

## Charged mesons in nuclear medium

Pionic atoms and deeply bound states As it was shown in the previous section the chiral condensate in nuclear is predicted to drop by $\sim 30-40 \%$. The GOR relation (Equation 1.5) links the quark condensate to the mass of the pion and its decay constant. Since the pion is a Goldstone boson, its mass is not expected to change dramatically with increasing nuclear density therefore a drop in the condensate results in a drop of the decay constant.


Figure 1.12.: (a), [Upper two panels] Composition of the local pion-nucleus potential for $P b$ with Coulomb potential $\left(V_{c}\right)$ and the real and imaginary s-wave potential ( $V$ and $W$, respectively). [Lowermost panels] Pionic density distribution for $1 s$ and $2 p$ states in Pb. $\left[\mathrm{IOH}^{+} 00\right]$
(b), Calculated level scheme of pionic $P b$. Level shifts and widths are indicated by the vertical arrows and the shaded areas. The forbidden transitions are labeled with crossed red arrows.

A possible way to look for this reduction is to study the in-medium pion properties through the precision spectroscopy of deeply bound pionic atoms. The superposition of a large repulsive swave $\pi^{-}$-nucleus interaction at low pion momenta and an attractive Coulomb interaction leads to
a potential "pocket" at the surface of the nucleus which gives rise to pion-nucleon bound states with halo-like distribution of the pions around the nucleus [Yam90].

The first experiment of this sort was performed by high-precision X-ray spectroscopy of captured $\pi^{-}$in atomic orbits. The effect of the nuclear medium can be expected on the lowest orbits (1s, 2p). However, in Pb this is not possible since the last observed transition is the $4 \mathrm{f} \rightarrow 3 \mathrm{~d}\left[\text { DLTD }^{+85}\right]^{13}$ (see Figure 1.12). The solution was proposed by Yamazaki and Toki by depositing the pion directly into a deep orbit by a nuclear reaction via recoil-free meson production (see Section 3.5.1). Using missing-mass spectroscopy the binding energy of the deeply bound state ${ }^{14}$ was measured.

Kaonic atoms and deeply bound states Studies of kaonic atoms show that the $\mathrm{K}^{-}$-nucleus potential is attractive. In a more extreme case the potential can be even -600 MeV deep at the center of the nucleus [ $\left.\mathrm{MYSH}^{+} 10\right]$. If $\mathrm{K}^{-}$is inserted inside the nucleus then, in this picture, it would lead to a shrinkage of the nucleus, generating a new very compact object with a high central density, which can be 10 times larger than the normal density. This state should be a long-lived state while the strong decay channels of a $\mathrm{K}^{-}$in this deep potential are highly suppressed.
Signatures of such states were reported in several experiments:

- A first claim was made by KEK [SBF $\left.{ }^{+} 04\right]$ (see figure 1.13 ). This result was retracted after a more careful analysis.
- The FINUDA experiment has reported peaks on the $m_{\Lambda, \text { proton }}$ and on the $m_{\Lambda, \text { deuterium }}$ invariant mass spectra following the absorption of the stopped $\mathrm{K}^{-}$(see figure 1.13b). These were interpreted in terms of deeply bound $K^{-} p p$ and $K^{-} p p n$ clusters $\left[\mathrm{A}^{+} 05, \mathrm{~A}^{+} 07\right]$.
- Similar results were reported from the OBELIX@CERN experiment from $\bar{p}$ annihilation of ${ }^{4} \mathrm{He}\left[\mathrm{BFL}^{+} 07\right]$.
- A recent experiment from the DISTO collaboration also reported a signature of bound kaonic states $\left[\mathrm{Y}^{+} 08\right]$.

However, it should be mentioned that the experimental results are not always in agreement with each other and theoretical works can explain these results with conventional mechanisms (like for example final state interactions).

## Neutral mesons in nuclear medium

It is of interest to study such meson-nucleus bound systems, where the meson does not carry electric charge and governed by purely strong interaction in contrast to the mesonic atom-states where the potential is created by the interplay of the strong and the electric interactions.

Bound $\eta$-mesic states Sokol et al. searched for the existence of $\eta$ mesic ${ }^{11} \mathrm{~B}$ in the reaction $\gamma+{ }^{12} \mathrm{C} \rightarrow p+{ }_{\eta}^{11} \mathrm{~B} \rightarrow \pi^{+}+n+X$ proceeding via an intermediate $\mathrm{S}^{11}(1535)$ resonance which decays into $\pi^{+}+n$ [SP01]. The correlated energies and the opening angle between the final state particles were used as a signature for the identification of the decay channel. A peak observed in the kinetic energy distribution below the threshold of the elementary $\pi n \rightarrow \eta n$ reaction was taken as evidence for the formation and decay of a bound $\eta$-nucleus system.
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Figure 1.13.: (a), Invariant mass of the back-to-back registered proton- $\Lambda$ system without acceptance correction (big figure) and with acceptance correction (inlay). The invariant mass, assuming that the process was simply a two-nucleon absorption process, is labeled with red lines.
(b), Missing mass spectrum of the semi-inclusive proton events with the proton momentum scale. Possible decay modes are also shown at the corresponding mass thresholds $\left[\mathrm{A}^{+} 05, \mathrm{~A}^{+} 07\right]$.

(a)

(b)

Figure 1.14.: A resonant structure in the 2D energy correlation histogram (a) suggest the presence of a bound $\eta$-mesic state. The total energy distribution of the decay products $\left(E_{\text {total }}=E_{\pi^{+}}+E_{n}\right)$ has a width of about 150 MeV and its position is about $\Delta \mathrm{E}=90 \mathrm{MeV}$ below the position of the $\mathrm{S}_{11}(1535)$ [SP01] (b).

Coherent photoproduction of $\eta$ mesons near threshold on ${ }^{3} \mathrm{He}$ was used to form $\eta$-mesic states at MAMI in Mainz. The non-vanishing cross sections of the coherent $\eta$ production at threshold was interpreted as sign of a bound mesic state $\left[\mathrm{PAA}^{+} 04\right]$ (see Figure 1.15).
The angular distribution of the produced $\eta$ s close to threshold confirmed this assumption since the


Figure 1.15.: Coherent cross section ( $\eta \rightarrow 2 \gamma$ in red, $\eta \rightarrow 3 \pi^{0}$ in blue) compared to Pfeiffer et al. (black). The coherent and quasi-free thresholds are also shown. [KPM10]


Figure 1.16.: Coherent $\eta \rightarrow 2 \gamma$ differential cross section in the $\left(\gamma,{ }^{4} \mathrm{He}\right)$ center of mass frame and two different beam energies. The black line corresponds to the expected angular distribution from proton data where ${ }^{3} \mathrm{He}$ form factor has been taken into account the.
At an energy $\mathrm{E}_{\gamma}=644.4 \mathrm{MeV}$ the measured data shows a forward peaking behavior which is in agreement with the expected distribution for coherent $\eta$-production. At lower energies $\mathrm{E}_{\gamma}=602.0 \mathrm{MeV}$ the measured distribution is flat, which is not in agreement with the expected forward peaking distribution. This behavior suggests two different types of reaction mechanisms [Phe10]
angular distribution of the $\eta$ s close to threshold is also isotropic in the nucleus- $\gamma$ center-of-mass system in contrast to the expected forward rise for coherent production which was observed at higher incident energies (see Figure 1.16).
Pfeiffer et al. studied the decay channel that was studied also by Sokol et al. (but instead of focusing on the $\pi^{+}+n$ final state they studied correlated $\pi^{0}+p$ events) [PAA ${ }^{+} 04$, KPM10]. Because of the limited phase-space the $S^{11}$ resonance will have low momentum and will therefore
decay into $\pi^{0}+p$ where the opening angle between the ejectiles will be almost $180^{\circ}$ in the $\gamma$ nucleus center-of-mass frame.
Experiments of similar kind with proton beam has been performed at COSY in Jülich [MS10].

### 1.5. Bound $\omega$-mesic states and the Crystal-ELSA/TAPS experiment

### 1.5.1. Bound $\omega$-mesic states

Saito and his collaborators made calculations to predict the potential between different light mesons and different nuclei [STT07] (see Figure 1.17). They found that the potential between an $\omega$ meson and the nucleus is attractive and approximately 100 MeV deep at the center of the nucleus for a wide range of nuclei (see Figure 1.17). As a consequence, an $\omega$ meson with less than $450 \mathrm{MeV} / \mathrm{c}$ momentum can be bound in this potential well.


Figure 1.17.: Prediction of the $\eta$-nucleus and $\omega$-nucleus potential within the QMC framework for Mg and Pb [STT07]. The blue lines correspond to the density distribution of the nucleus. The black line shows the potential as a function of the radius for $\omega$ and $\eta$ meson. In the right figure two types of QMC predictions are compared.
$\omega$ mesic states were predicted by several groups (for example Marco and Weise [MW01], Saito [TLTS98] and Nagahiro [NJH05]).
The calculation of Marco and Weise was performed using an effective Lagrangian based on chiral $\operatorname{SU}(3)$ symmetry and vector meson dominance to construct the $\omega$-nucleus potential. A downward mass shift of $15 \%$ and in-medium width of 40 MeV at normal nuclear density was assumed in the calculation. The calculation was performed for the case when the $\omega$ is produced at rest in the nucleus. The energy of the beam is $\mathrm{E}_{\gamma}=2.75 \mathrm{GeV}$ and the knocked-out proton is going into the $\Theta_{\text {proton }}=0^{\circ}$ direction. The missing energy spectra,

$$
\begin{equation*}
E_{\gamma}+m_{p}-E_{p}-m_{\omega}=E_{\omega}-m_{\omega}+\left|B_{p}\right| \tag{1.8}
\end{equation*}
$$

for carbon and calcium target is shown in Figure 1.18.
For the carbon target a pronounced peak can be seen at $\sim-30 \mathrm{MeV}$ while for the calcium target an access at negative energies without pronounced structure can be seen.


Figure 1.18.: Missing energy spectra at $\mathrm{E}_{\gamma}=2.75 \mathrm{GeV}$ for the ${ }^{12} \mathbf{C}(\gamma, p) \omega^{11} \mathbf{B}$ (a) and for ${ }^{40} \mathrm{Ca}(\gamma, \mathrm{p}) \omega^{39} \mathrm{~K}$ (b) reactions. $\left|B_{p}\right|$ is the binding energy of the bound initial proton [MW01].


Figure 1.19.: Missing energy spectra of the ${ }^{12} \mathrm{C}(\gamma, \mathrm{p}) \omega^{11} \mathrm{~B}$ reaction for an attractive (left figure) and a repulsive (right figure) potential [NJH05].

In Nagahiro's work the sensitivity for the chosen potential was studied [NJH05]. Figure 1.19 shows the prediction of the missing energy spectrum using two different potentials:

- an attractive one:

$$
\begin{equation*}
V_{\omega}(r)=-(156+29 i) \frac{\rho}{\rho_{0}} \tag{1.9}
\end{equation*}
$$

- and a repulsive one:

$$
\begin{equation*}
V_{\omega}(r)=-(-42.8+19.5 i) \frac{\rho}{\rho_{0}} \tag{1.10}
\end{equation*}
$$

If the potential is attractive a pronounced structure appears at negative energies, while this structure disappears if the the potential is repulsive. The calculations provide a clear and independent statement whether the $\omega$-nucleus potential is attractive or repulsive.


Figure 1.20.: Missing energy spectra of the ${ }^{12} \mathrm{C}(\gamma, \mathrm{p}) \omega^{11} \mathrm{~B}$ reaction at different beam energies and for different directions of the knocked-out proton. The results are convoluted with different experimental resolutions [KNHO07].

Kaskulov et al. demonstrated the sensitivity of the obtained spectrum for different photon energies, different experimental resolutions and different directions of the knocked-out proton [KNHO07] (see Figure 1.20).

In the same publication Kaskulov et al. pointed out that the main background source are events with four-photons in the final state where one of the photons is not detected. This kind of background produces a peak-like structure close to the predicted peak (see Figure 1.21).

### 1.5.2. Searching for bound $\omega$-mesic states at the ELSA

Two possible signatures were considered (see Figure 1.23):

- Following the reasoning of Marco and Weise, a non-zero yield should be found on the missing energy spectrum. In the calculation it was assumed that the energy of the forward going proton can be measured precisely (as at the pionic atom case the ejectile was measured), and the missing energy can be reconstructed from the energy of the proton $\left(E_{\omega}-m_{\omega}+\left|\mathrm{B}_{p}\right|=E_{\gamma}+m_{p}-E_{p}-m_{\omega}\right)$.
In the quasi-free reaction the forward going proton has a large momentum and becomes minimum ionizing (see Chapter 3.5.1). Since the $\mathrm{BaF}_{2}$ crystals of 25 cm length, like in the MiniTAPS detector, stops protons only up to 400 MeV kinetic energy, it is impossible to measure the momentum of the forward going proton.
Because the most forward angles, up to $1^{\circ}$, are not covered by the detectors (see Figure 2.12), protons which are going to this direction cannot be detected at all. As a con-


Figure 1.21.: The differential cross section of the reaction $\gamma+p \rightarrow \pi^{0} \gamma+p$ as a function of the $E_{\pi^{0} \gamma}-m_{\omega}$ where $E_{\pi^{0} \gamma}=E_{\pi^{0}}+E_{\gamma}$. The spectrum (black, solid line) is obtained using the reconstructed $\pi^{0} \gamma$ events from the exclusive $\gamma+p \rightarrow \pi^{0} \gamma+p$ reaction (red, dashed curve) plus an inclusive $\pi^{0} \gamma$ background which was obtained from events with 4 photons in the final state $\left(\pi^{0} \pi^{0} \rightarrow 4 \gamma\right.$ and $\left.\pi^{0} \eta \rightarrow 4 \gamma\right)$ when one photon is not detected (blue dashed-dotted line). The following cuts were used on the simulated data: $1.5 \mathrm{GeV}<E_{\gamma}<2.6 \mathrm{GeV}, 7^{\circ}<\Theta_{p}<14^{\circ},\left|\vec{p}_{\pi^{0}}+\vec{p}_{\gamma}\right|<400 \mathrm{MeV} / \mathrm{c}$, $\left|\vec{p}_{\gamma, 3}\right|>200 \mathrm{MeV} / \mathrm{c}$ and $T_{\pi^{0}}>150 \mathrm{MeV} / \mathrm{c}$. The exclusive $\omega \rightarrow \pi^{0} \gamma$ signal has been convoluted with the experimental resolution of $\mathrm{FWHM}=50 \mathrm{MeV}$ [KNHO07].
sequence of the problems above, the originally suggested method has to be modified.
If the detector setup can measure the decay products of the $\omega$ meson, the original meson can be reconstructed (see Chapter 3.2.5) and the "missing energy" ${ }^{15}\left(E_{\pi^{0} \gamma}-m_{\omega}^{\mathrm{PDG}}\right)$ can be calculated directly from the reconstructed $\omega$ instead of using the beam energy and the energy of the knocked-out proton as it was suggested in the paper of Marco and Weise.
This method presumes that the bound omega will decay within the nucleus, and the decay products are detected. The Crystal Barrel together with the Forward Plug and the MiniTAPS detectors are suited to detect photons with high accuracy; this is one reason why the neutral decay mode of the $\omega$ meson was chosen $\left(\omega \rightarrow \pi^{0} \gamma\right)$ to study $\omega$-mesic states.

While the final-state photon can leave the nucleus without distortion, the $\pi^{0}$ may interact with a nucleon via the strong interaction and thus it rescatters inside the nucleus. This distortion effect leads to an inaccurate reconstruction of the meson.
This final state interaction was investigated using BUU transport code [ $\left.\mathrm{MSC}^{+} 01\right]$.
Pions which rescatter in the nuclear medium shift the invariant mass of the $\pi^{0} \gamma$ to lower values (see Figure 1.22). Only small amounts of distorted events can be seen close to the

[^7]

Figure 1.22.: Kinetic energy of the $\pi^{0}$ as a function of the $\pi^{0} \gamma$ invariant mass. The distorted events via final state interaction are relatively well separated in the $\mathrm{T}_{\pi^{0}}<150 \mathrm{MeV}$ region $\left[\mathrm{MSC}^{+} 01\right]$.


Figure 1.23.: The $\pi^{0} \gamma$ invariant mass spectrum before- (left figure) and after (right figure) the mentioned cut on the kinetic energy of the $\pi^{0}$.
a, fraction of $\omega$ mesons decaying outside the nuclear medium,
b , fraction of $\omega$ mesons decaying inside the nuclear medium into $\pi^{0}$ s and are not distorted by final state interactions,
c, fraction of $\omega$ mesons decaying inside the nuclear medium into $\pi^{0}$ s which are distorted by final state interactions.
[MSC ${ }^{+} 01$ ]
mass of the $\omega$ meson. With a cut on the kinetic energy of the $\pi^{0}$ s these events can be further suppressed (see Figure 1.23).

- The other way to study whether a bound state of an $\omega$ meson was produced is similar to the one that was described by Pfeiffer et al. [PAA ${ }^{+} 04$, Phe10]. In this method events have to be found with large relative angles between the decay products of the produced intermediate resonance.
The goal is to produce slow mesons (in the reference frame of the nucleus) which can be absorbed by a nucleon, producing an intermediate baryonic resonance which decays to a
meson (either $\pi^{0}$ or $\eta$ ) and a proton.
Pfeiffer et al. used coherent meson production ${ }^{16}$ close to threshold to reach this goal. In the present thesis a quasi-free reaction ${ }^{17}$ is used to produce slow $\omega$ mesons.


Figure 1.24.: The $\omega$ meson, which was produced via recoil-free photoproduction can be bound inside the nucleus. The bound state can be registered either via the decay of the bound $\omega$ meson into $\pi^{0} \gamma$ final state (three photons and one proton are in the final state, brown dashed line) or if a nucleon absorbs the $\omega$ meson producing a baryonic excitation which decays into a meson-proton final state where the meson can be either $\pi^{0}$ or $\eta$ (two photons and two charged hits in the final state, dark blue dasheddot line).

[^8]
## 2. Experimental setup
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Chapter summary

The experiment was performed at the accelerator ELSA operating in Bonn at the Rheinische Friedrich-Wilhelms-Universität Bonn. The data presented in this thesis were collected in March of 2007 within the CBELSA/TAPS collaboration. The name of the collaboration is derived from the three major components of the experiment, namely, the Elektronen-Stretcher-Anlage (ELSA) accelerator, the Crystal Barrel (CB) detector (together with the ForWard Plug (FWPlug) calorimeter) and the Two Arm Photo-Spectrometer (MiniTAPS) as a forward wall (see Figure 2.1). For running of the experiment the following major components are of central importance:

- Accelerator, for the production of a mono-energetic quasi-continuous electron beam,
- Radiator that generates a photon beam via bremsstrahlung of the electrons and the Tagging system to determine the energy of these photons,
- Target on which short-lived mesonic states will be produced,
- Detector system built around the target to register the final products of the reaction generated by photons,
- Gamma Intensity Monitor to measure the number of photons impinging on the target.

These components will be explained in this chapter as well as the readout system and the trigger.

### 2.1. The accelerator and the beamline

The first accelerator in Bonn, the ancestor of ELSA, started to operate in 1958 as an alternating gradient synchrotron that provided 500 MeV electron bunches. After several years of operation and a major upgrade (a new synchrotron was installed) in 1967, it continued to provide particle bunches with much higher energies (up to 2.5 GeV ). In 1982, the operation of the accelerator was paused in order to install a storage ring in addition to the existing accelerator facility and got the name ELektronen-Stretcher-Anlage (ELSA). The goal was to provide a quasi-continuous beam with much higher duty factor ${ }^{1}$.

### 2.1.1. The electron beam

The electrons are produced by an electron-gun (with small initial energy) and injected into LINear ACcelerators (LINACs). At ELSA there are two LINACs. One of them, the so-called LINAC 1, is used to provide unpolarized electrons, the other one (LINAC 2) is used to provide linearly polarized electrons. As there was no need to use a polarized beam, in the March 2007 run only the LINAC 1 was used.

In the LINACs the electrons are pre-accelerated up to 20 MeV or 26 MeV , respectively. The preaccelerated electron-beam is sent into the booster synchrotron, accelerating the electrons to 0.5 1.6 GeV and sends the electron-bunches to the stretcher ring. The Synchrotron has a circumference of $\sim 70 \mathrm{~m}$, and while the electron energy is increasing, the magnetic field of the bending magnets has to be increased synchronously. The acceleration mechanism leads to a pulsed beam with a duty factor of 5 to $10 \%$
Depending on the chosen operation mode, the Stretcher ring can provide electrons from 0.5 GeV up to 1.6 GeV (Stretcher mode - the provided energy is exactly the extraction energy of the synchrotron ${ }^{2}$ ) or up to 3.5 GeV (Post-accelerator mode). The result of both operation modes is a quasi-continuous beam with a macroscopic duty factor of up to $95-98 \%$ with maximum 20 nA external beam-current (Post-accelerator mode) [Cre].
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Figure 2.1.: Floor-plan of ELSA

### 2.1.2. $\gamma$-beam

The photon beam is produced by bremsstrahlung of electrons colliding with atomic nuclei in a copper foil. The electrons interact via Coulomb interaction with the nuclei of the foil and emit photons according to the $e(\mathbf{C u}) \rightarrow e^{\prime}(\mathrm{Cu}) \gamma$ process.

## Bremsstrahlung process

The maximum energy of the photons produced in this way is

$$
\begin{equation*}
E_{\gamma \max }=E_{0}-m_{e} c^{2} \tag{2.1}
\end{equation*}
$$

and the energy distribution can be described reasonably well with the expression

$$
\begin{equation*}
N_{E_{\gamma}} \sim \frac{1}{E_{\gamma}} \tag{2.2}
\end{equation*}
$$

in the region between

$$
\begin{equation*}
0<E_{\gamma}<\approx 0.8 \frac{h \nu}{E_{\gamma \max }} \tag{2.3}
\end{equation*}
$$

[OB66] (see Figure 2.2). The average half-angle of the emitted photon can be written as

$$
\begin{equation*}
\sqrt{\left\langle\Theta^{2}\right\rangle} \approx \frac{1}{\gamma}=\frac{m_{e} c^{2}}{E} \tag{2.4}
\end{equation*}
$$

This half angle is less than 0.5 mrad at typical ELSA energies. Consequently the generated photon beam points into the direction of the electron beam and is quite well collimated.


Figure 2.2.: Energy coverage of the tagger. The shaded energy regions are not tagged.

### 2.1.3. The tagging system

In case of

- the original energy of the electron beam is known,
- the momentum transfer to the nucleus in the foil is small,
- the multiple scattering does not occur in the radiator,
the following equation holds for the energy-momentum conservation for each event:

$$
\begin{equation*}
E_{\mathrm{e}^{-}}^{\text {before }}=E_{\gamma}+E_{\mathrm{e}^{-}}^{\text {after }} \text {. } \tag{2.5}
\end{equation*}
$$

The energy of the electrons is known with high precision ( $\frac{\Delta E}{E}=0.09 \%$ at 3.5 GeV ) [Hil06]. Earlier it was shown that the energy transfer to the nuclei is negligible [Kru95] and multiple scattering can be significantly reduced by decreasing the width of the radiator foil. By the choice of a thin radiator foil, the gamma intensity, however, is also reduced. This is the reason why foil thicknesses of $50 \mu \mathrm{~m}$ and $150 \mu \mathrm{~m}$ were chosen: here the intensity remains high enough (tagger rate of $\sim 6 \mathrm{MHz}$ ) and most of the the multiple scattering is eliminated.
Equation (2.5) expresses that the energy of the bremsstrahlung-photon equals the energy loss of the electron. The remaining energy of electron can be measured with a magnetic electronspectrometer (tagger, see Figure 2.3).


Figure 2.3.: Tagger magnet (red block) and the 96 partly overlapping scintillator taggerbars.
The electrons arrive from the upper corner on the right and deflect toward the scintillator bars

In the relativistic case, the energy of the electron is roughly equal to the momentum of the electron

$$
\begin{equation*}
E_{e^{\prime}}=p c=B r c q_{e^{-}} . \tag{2.6}
\end{equation*}
$$

Knowing the magnetic field $(\vec{B})$ and the gyro-radius of the electrons $(r)$ the energy of the deflected electron can be extracted. If the the initial energy of the electrons is also known, the energy of the generated photon can also be calculated

$$
\begin{equation*}
E_{\gamma} \approx E_{\mathrm{e}^{-}}^{\text {accelerator }}-E_{\mathrm{e}^{-}}^{\text {measured }} \tag{2.7}
\end{equation*}
$$

The deflected electrons are detected by the tagger system consisting of 96 plastic scintillator bars which are read out by PhotoMultiplier Tubes (PMT). The bars overlap each other to reduce the noise and cover the energy between $18 \%$ and $96 \%$ of the electron-beam energy (see Figure 2.2).

### 2.1.4. Beam dump

The largest fraction of the electrons, however, passes through the radiator foil without any interaction. In addition, the photon beam also points in the direction of the electron beam, therefore the separation of the photons and electrons is essential. The electrons passing through the radiator foil without interaction will be bent towards the beam dump. The beam dump consists of a beam catcher of a 470 kg heavy iron block that is surrounded by 70 t of steel (see Figure 2.4).


Figure 2.4.: CAD drawing of the beam dump

### 2.1.5. The target

To place the carbon target in the beam pipe, an aluminum extension was attached to the beam-pipe. The target - a carbon disk with a diameter of 3 cm and a thickness of 2 cm - was held in the center of the CB via a Rohacell frame and was placed inside a carbon-fiber tube. This tube was attached to the aluminum extension.

### 2.1.6. $\gamma$ intensity monitor

The Gamma Intensity Monitor (GIM) is situated behind the MiniTAPS detector. It was designed to detect photons that did not producing hadronic reactions in the target. The measurement of the photon flux provides an essential information for cross section measurements.

The detector consists of a $4 \times 4 \mathrm{PbF}_{2}$ crystal block (see Figure 2.5). The incident particles generate electromagnetic showers ${ }^{3}$ and the shower particles generate Cherenkov light. This light is read out by PMTs.


Figure 2.5.: CAD drawing of the $\gamma$ Intensity Monitor.

### 2.2. The CB-MiniTAPS experiment

The CB, the FWPlug and the MiniTAPS are electromagnetic calorimeters built around the target in order to detect decay products of short-lived hadronic states. These detectors provide spatial and energy information of these decay products. Except for the CB , also time information is provided by these detectors which is used to find coincidences between related hits in the calorimeters and the tagger. It can also be used to measure the Time-of-Flight (TOF) of certain particles at forward angles where the distance is sufficiently large to resolve the TOF information. The spatial information, i.e. where a particle hits the detector, together with the energy information can give the four-vectors of the particles.
Particles which have a long enough life time to reach the detectors can interact with the detector material in different ways:

- Hadrons $\left(p, n, \pi^{ \pm}\right)$:

The charged hadrons lose energy primarily via elastic and inelastic collisions which is described by the Bethe-Bloch formula. The energetic hadrons ( $\beta \gamma \approx 3$ ), however, become minimum ionizing and the energy deposition in the detector will be independent of the kinetic energy of the hadron.
The neutral hadrons (neutron) interact with the detector material purely by nuclear interactions, thus the deposited energy reflects the emission of the energy from these nuclear

[^10]reactions and not the kinetic energy of the neutron itself. Charged hadrons also can generate nuclear reactions.

- Electromagnetic particles $\left(e^{ \pm}, \gamma\right)$ :

These particles lose energy via generation of electromagnetic showers.
From the measured four-vectors of the decay products, that are typically photons, the decaying particle can be reconstructed by means of an invariant mass analysis. If a decaying particle with mass $M$ and momentum $P$ decays into decay products with mass $m_{0 \ldots N}$ and momenta $p_{0 \ldots N}$ then

$$
\begin{equation*}
\left(M c^{2}\right)^{2}=\left(\sum_{i=0}^{N} E_{i}\right)^{2}-\left(\sum_{i=0}^{N} \vec{p}_{i} c\right)^{2} \tag{2.8}
\end{equation*}
$$

For example, in case of a two-body decay:

$$
\begin{equation*}
M=\sqrt{\left(m_{1}^{2}+m_{2}^{2}+2 \cdot\left(E_{1} \cdot E_{2}-\vec{p}_{1} \cdot \vec{p}_{2}\right)\right)} \tag{2.9}
\end{equation*}
$$

If the final state particles are photons $\left(m_{1,2}=0\right.$ and thus $\left.p=E\right)$ the expression is simplified to

$$
\begin{equation*}
M=\sqrt{\left(2\left|p_{1}\right| \cdot\left|p_{2}\right|(1-\cos \alpha)\right)} \tag{2.10}
\end{equation*}
$$

where $\alpha$ is the angle between the two decay products.

### 2.2.1. The Crystal Barrel detector

The Crystal Barrel experiment ran at the Low Energy Antiproton Ring (LEAR) at the Conseil Européen pour la Recherche Nucléaire, European Organization for Nuclear Research (CERN), from 1989 until the end of 1996 and studied antiproton-proton and antiproton-deuterium annihilations at rest and in flight. The detector is a nearly $4 \pi$, high resolution system for charged particles and photons. One of the main goals of the experiment at CERN was to search for gluonic excitations in the meson spectrum. This includes glueballs and hybrid mesons. From 2001 the CB was installed at ELSA and has been primarily used to investigate baryon resonances.

The Crystal Barrel detector was built to detect photons and charged particles with high efficiency, good energy- and spatial resolution over a wide energy range from 20 MeV to 2 GeV . The spatial resolution of the detector is better than $1.5^{\circ}$ and the energy resolution is given by

$$
\begin{equation*}
\frac{\Delta E}{E}=\frac{2.5 \%}{\sqrt[4]{E}} \tag{2.11}
\end{equation*}
$$

[Wen09]. The CB covers polar angles from $30^{\circ}$ to $156^{\circ}$ and full $360^{\circ}$ in azimuthal angles (see Figure 2.6). It consists of 1230 CsI crystals with Tl doping in order to improve the light output. Each crystal has a length of 30 cm which corresponds to about 16 radiation lengths (see Figure 2.7). The crystals are arranged in 20 rings of 60 crystals per ring and one ring of 30 crystals at the most backward angle. Thallium impurities act as wave length shifter for the emitted scintillation light and due to this effect the light output is "increased" because the reabsorption of the wavelengthshifted light in the crystal is suppressed [Hor05].
Each crystal is mounted in a titanium case for mechanical stability and wrapped in capton foil for electric insulation. The crystals are read out with photodiodes. To match the wavelength of the scintillation light of the crystals to the sensitive area of the photodiode, a wavelength-shifting
plastic of 3 mm is placed between each crystal and the photodiode. Due to the long rise time of the signal ( $\sim 2 \mu \mathrm{~s}$ ), time information from the CB detector is not used. For ensuring the stability of the gain each crystal is irradiated with a xenon-flashlight based light-pulser system which runs several times per day at dedicated runs.
In order to allow access to the target and the Inner Detector, the Crystal Barrel is divided into two independent halves.


Figure 2.6.: CAD drawing of the Crystal Barrel detector

1. Titanium case, 2. Wavelength shifter, 3. Photodiode, 4. Preamplifier, 5. optical fiber, 6. case cover


Figure 2.7.: The construction of one module of the Crystal Barrel

### 2.2.2. The Inner Detector

The Crystal Barrel detector is not suited to distinguish between charged and neutral particles. To make it possible, the Inner Detector is installed inside the CB.
The Inner Detector consists of 513 scintillator fibers with a diameter of 2 mm , which are arranged cylindrically in three layers around an aluminum frame (see Figure 2.9). Two layers of the fibers run with $+25.7^{\circ}$ and $-24.5^{\circ}$ declination to the beam direction, while the third one runs parallel to the beam.


Figure 2.8.: The Inner detector


Figure 2.9.: Arrangement of the layers of the Inner Detector

The fibers are read out with 16 channel multi-anode photomultiplier tubes. This detector provides time and - if more than one fiber fires - position information. Energy is not read out.
The detector absorbs the low energetic electromagnetic background and protons with moderate kinetic energy up to 35 MeV [Els07]. In addition protons with smaller kinetic energy than 90 MeV
cannot reach the crystals because they are absorbed in the Inner detector and in the holding frame of the Crystal Barrel.
The detector is 40 cm long and covers the whole $2 \pi$ azimuth and the polar angles between $16^{\circ}$ and $164^{\circ}$ [Gru06] (see Figure 2.8).

### 2.2.3. Forward Plug

In the former beamtimes between 2001 and 2003 the forward region is covered by the MiniTAPS detector. In the setup from 2007 only the central $\pm 10^{\circ}$ (in polar angles) is covered by MiniTAPS. The acceptance hole between $10^{\circ}$ and $30^{\circ}$ polar angle is covered by the FWPlug detector.


Figure 2.10.: CAD drawing of the FWPlug detector

The detector consists of 90 Tl -doped CsI crystals in 3 rings, covers the $12^{\circ}-30^{\circ}$ polar angles and $0^{\circ}-360^{\circ}$ azimuthal angles (see Figure 2.10). In front of the crystals scintillator-plates are installed, in order to enable the discrimination between charged and neutral particles. The scintillationlight is read out with PMTs coupled to the crystals by plastic light-guides. The detector provides spatial-, energy- and time information.

### 2.2.4. The MiniTAPS detector

The MiniTAPS detector was designed and developed in 1987 by a collaboration of seven institutes. The name originally meant Two Arm PhotoSpectrometer referring to the arrangement of the detector-elements at GSI (Gesellschaft für SchwerIonenforschung mbH) in Darmstadt. Since 2006 the available 528 crystals are split into two parts. 216 crystals form the MiniTAPS forward wall in Bonn, the rest of the crystals are used to build a similar kind of forward wall in Mainz.

## The MiniTAPS in Bonn

The MiniTAPS detector covers the most forward angles from $1^{\circ}$ to $10^{\circ}-12^{\circ}$ degrees ${ }^{4}$. The detector was originally designed to reach two goals:

- It should be able to detect photons (the decay products of neutral mesons) with great efficiency and good energy- and time-resolution. It also has to detect charged particles.

[^11]- MiniTAPS was designed to be easily transportable to make the operation possible at different sites.

To fulfill the first requirement MiniTAPS is built of $\mathrm{BaF}_{2}$ crystals with a plastic scintillator in the front. The $\mathrm{BaF}_{2}$ has a good energy resolution of

$$
\begin{equation*}
\frac{\sigma}{E_{\gamma}}=\frac{0.59 \%}{\sqrt{E_{\gamma}}}+1.9 \% \tag{2.12}
\end{equation*}
$$

[ $\mathrm{G}^{+} 94$ ] with a time-resolution of Full Width of Half Maximum (FWHM) $\Delta t=170 \mathrm{ps}$ [Nov92]. $\mathrm{BaF}_{2}$ has two different scintillation components, a fast one and a slow [See table 2.1].

| scintillation component | decay constant [ns] | wavelength [nm] | light output |
| :---: | :---: | :---: | :---: |
| slow | 620 | 320 | $20 \%$ |
| fast | 0.6 | 220 | $4 \%$ |

Table 2.1.: Properties of the slow- and fast component of the $\mathrm{BaF}_{2}$ scintillation light The light output is compared to the light output of $\mathrm{NaI}(\mathrm{Tl})$


Figure 2.11.: The TAPS module consists of a $\mathrm{BAF}_{2}$ crystal and a plastic veto.
Because the scintillation light depends on the ionization density and since different particle types populate the luminescence centers with different probability, this behavior allows the use of $\mathrm{BaF}_{2}$ for particle identification. At ELSA in Bonn the MiniTAPS detector consist of 216 detector modules. Each module are made up of a $\mathrm{BaF}_{2}$ crystal and a plastic veto. The crystals have two parts:
a cylindrical part with a length of 25 cm and a diameter of 54 mm for the connection to the PMT and the hexagonal part where most of the light-generation happens. The hexagonal part is 225 mm long. The total lengths is 25 mm , which corresponds to 12 radiation lengths ${ }^{5}$, and its diameter measures 59 mm (see Figure 2.11).
To decrease the loss of photons, all the crystals are wrapped in several layers of Teflon foil (Tetratex PTFE 1.5 mil ) and one layer of aluminum foil. In order to have a better optical connection between the crystals and the PMTs, optical grease (Baysilone 300000) is used. The crystals and the PMTs are mechanically tied together by heat-shrinking tubes. Altogether there is about 1 mm dead material between the crystals. The PMT is covered with Mu-metal to shield the magnetic fields that can affect the electron collection mechanism of the PMTs.


Figure 2.12.: Arrangement of the crystals in the MiniTAPS Wall. One crystal is removed for the center of the setup. Through this hole photons which did not generate hadronic reactions will leave the setup.

The Veto detectors are arranged in a separate wall in front of the crystals and aligned carefully. Each plastic veto consists of a 0.5 cm plastic scintillator (NE 102A) which is read out with 16 channel PMTs. To match the scintillation light to the sensitive range of the PMT, wavelengthshifting fibers (Bichron BFC92) are used to transfer the light of the plastic scintillator to the PMTs. The very forward region has to cope with a very high rate of electromagnetic particles, the middle part of the veto wall is read out with special PMTs designed for standing high particle rates (so called "Booster-base" PMTs).
The 216 detectors are arranged in one big hexagon-shaped wall configuration where the crystals are parallel to each other and to the photon beam (see Figure 2.12). The MiniTAPS detector

[^12]located 233 cm far behind the target.

### 2.3. The aerogel Cherenkov detector

Because of the forward boost, a large fraction of the particles will be ejected into the forward direction in the lab-system. These ejectiles are electron-positron pairs from the conversion process ( $\gamma \rightarrow e^{+}+e^{-}$), energetic knocked-out electrons ( $\delta$-electrons) and charged pions. These particles have to be suppressed to make the detection of the forward-going protons more reliable. To distinguish between fast protons and other fast forward-going charged particles, a silica aerogel based Cherenkov detector was inserted between the MiniTAPS detector and the CB (see Figure 2.13).

The used aerogel, which has a density of $0.18 \mathrm{~g} / \mathrm{cm}^{3}$, and an index of refraction of 1.05 , was produced in Japan by the Matsushita Electric Work. 88 aerogel sheets were arranged in 4 layers in a box with dimensions of $60 \times 60 \times 27 \mathrm{~cm}^{3}$. The inside surface of the box was coated with diffuse reflective paint (Spectraflect) and the generated light was read out with 12 photomultipliers [Kus07, Mat07] (see Figure 2.14).


Figure 2.13.: Aerogel Cherenkov detector installed in Bonn
If a charged particle has a velocity larger than $\beta=1 / n \sim 0.95$, it generates light in the detector material. Only a very small portion of the protons can reach this velocity at ELSA energies, while $\pi^{ \pm} \mathrm{s}$ and electrons/positrons even with relatively low momenta fire the detector, so those particles can be discarded (see Figure 3.16). The efficiency of the detector, based on two independent measurements, was larger than $99 \%$ [Mat07, Fri07].

### 2.4. Electronics and data acquisition system

### 2.4.1. The tagger

All the scintillator bars are connected to Constant Fraction Discriminators (CFDs) which are located close to the tagger. The resulting digital signal, after passing through a delay line and a


Figure 2.14.: The Aerogel Cherenkov detector. The aerogel tiles and some of the PMTs can be seen.
passive splitter, enters a multi-hit Time-to-Digital Converter (TDC) ( $64 \mathrm{ps} /$ channel) and a scaler. The TDC is used in common stop mode. This means that the TDC gate is opened whenever the trigger is enabled and stopped if a trigger signal is generated. If there is no signal within 300 ns an overflow signal is set.

### 2.4.2. The Crystal Barrel

The signals coming from the photodiodes pass pre-amplifiers, which are placed at the back of the crystals, and are sent to a Charge-to-Digital Converter (QDC). The total charge is split into two energy ranges. $80 \%$ of the signals go to the low-range input covering the energy up to 200 MeV , $10 \%$ of it into the high-range input, which covers the energy up to 2 GeV . The rest of the signal is used for internal pedestal correction. The QCDs are read out by a VMIC computer running Linux, on a VME compatible board. Two modules are used: one of them is responsible for the upstream, the other for the downstream half of the Crystal Barrel. Both VMIC computers built their sub-events and sent them via Transmission Control Protocol/Internet Protocol (TCP/IP) to a central event builder.
A detailed description of the system can be found in [Sch04].

### 2.4.3. The Inner Detector

The signals from the Inner Detector are read out using multi-cathode photomultipliers. The PMTs are connected to the trigger electronics being able to determine how many of the layers detected a hit. The signals of every fiber connect to the TDC provided only time, but no energy, information.

### 2.4.4. The MiniTAPS

The electronics of the MiniTAPS is based on a VME-compatible mother board (CAEN-V874) and on a - so called - piggy-back board which is mounted on top of the mother board. All electronic components for the readout - discriminators (2 Leading Edge Discriminators (LEDs) and one CFD), 4 Charge-to-Analog Converters (QACs), Analog-to-Digital Converter (ADC), Gate Generator and Time-to-Analog Converter (TAC) - are mounted on the piggy board [D ${ }^{+} 03$ ].
The signal coming from the photomultipliers is distributed to the discriminators and four integration circuits. All discriminator signals are connected to the logic unit of the board (PLD).
The PLD generates a bit-pattern to label the event in the data stream and an integration gate. It handles as well the slow control of the discriminator settings, the width and the timing of the signal, the reset functions for the fast clear and the busy signal.


Figure 2.15.: Readout of the MiniTAPS detector

The signal of the CFD initiates the readout. It generates an integration window of $2 \mu \mathrm{~s}$ for the digitization of the $\mathrm{BaF}_{2}$ pulse. Simultaneously, an output signal for the Multi Coincidence Unit (MCU) is generated. If this trigger signal is in coincidence with the first level trigger of the experiment, then a COM signal has to arrive 250 ns later within a 500 ns time window. In case of a positive trigger decision, the detector information of all channels gets digitized and stored. The described read out mode is called common stop mode. If a COM signal does not arrive within the time window of $250 \mathrm{~ns}-750 \mathrm{~ns}$, a fast clear will be executed. The fast clear takes $1.8 \mu \mathrm{~s}$. If the readout is triggered by a not physical event then the QACs will integrate no charge. This generates the pedestal.
One board can handle 4 channels. One VME-crate reads out one sector of the MiniTAPS consisting of 54 channels as it is shown in the Figure 2.12. In one crate there are one VME computer, one synchronization module, and 14 readout boards ( 2 channels of the electronics are reserved as spare). For more details see [ $\left.\mathrm{D}^{+} 03\right]$.

### 2.5. Trigger

Since the data acquisition system is not fast enough to record all events registered by the detector, and because many events come from background processes like photon conversion, $\delta$-electrons, etc., a dedicated trigger system has to decide on-line whether an event is worth storing on disk. Incorrect definitions cannot be revoked and therefore can cause a drastic reduction of statistics and large acceptance holes.

The main trigger used in the experiment consists of two levels:

First-level trigger: This is the first, fast part of the decision making. Whether the digitization of all values starts, depends on this decision.

Second-level trigger: During the digitization, more time is available for the second-level trigger to decide whether or not to read out the event. The longer time span ensures that the second-level trigger can be more complex.

The reason, why the first-level trigger needs to be fast, is, that a logic decision has to be made before the analog signal reaches the readout electronic passing through a delay line of some hundred ns. The first level trigger is made by the Tagger in coincidence with the FWPlug and/or the MiniTAPS. The CB cannot contribute to the first level trigger because of the slow signal rise-time of the photodiodes. The digitization process needs a certain time of the order of 1 ms and thus more time is available for making the decision. As a consequence, the CB can supply a signal to the second level trigger.

### 2.5.1. First-level trigger

The FWPlug, the MiniTAPS and the Tagger are the detectors that contribute to the formation of the first level trigger. The FWPlug provides two signals:

FWPlug1: at least one particle hit was registered in the FWPlug
FWPlug2: at least two particle hits were registered in the FWPlug

The MiniTAPS provides three signals:

TAPS1: at least one particle hit was registered in MiniTAPS with an energy higher than the LED_high threshold

TAPS2: at least two particles hits were registered in MiniTAPS with an energy higher than the LED_low threshold

TAPS3: pedestal pulser fired

The first level trigger is generated by the combination of these signals in coincidence with the Tagger.

### 2.5.2. Second-level trigger

Due to the long rise time of the signal of the photodiode, CB cannot be used in the first level trigger. However, the second level trigger needs more decision time, consequently the information from the CB can also be used for triggering purpose.
The number of the registered hits in the CB is determined by the FAst Cluster Encoder (FACE). The FACE algorithm needs $\sim 10 \mu s$, therefore it is fast enough to contribute to the second level trigger, but too slow for pre-triggering purpose.
Two different types of triggers were applied. The carbon_omega_prime was triggering if at least 3 particles hit the setup, while in case of more than 3 hits carbon_omega is generating a trigger. The detailed trigger condition can be found in Table C.1.

### 2.5.3. Stand-alone trigger

Before the beamtimes, a special trigger condition was used to collect cosmic $\mu$ data for calibration purposes. If the read-out energy reached the $L E D \_l o w$ trigger-threshold in any of the MiniTAPS crystals or the pedestal pulser was firing, then a trigger was generated. This trigger did not involve any other detectors.

### 2.6. Parameters during the experiment

The experiment took place between $4^{\text {th }}$ and $26^{\text {th }}$ of March 2007. The beam current was about 0.3 nA , the collimator had a diameter of 7 mm and the target was made of carbon with a thickness of 2 cm and a radius of 1.5 cm . The LED_low threshold was set to 80 MeV , LED_high threshold was set to 120 MeV except for crystals in the innermost ring where no detectors contributed to the trigger. The main parameters of the experiment are summarized in Appendix C.

## 3. Data analysis
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## Chapter summary

If a particle interacts with the detector material energy, time, and spatial information can be obtained from the detector, which are to be explained:

- The major part of the setup is an electromagnetic calorimeter based on scintillating materials. Most of the scintillators behave in a nearly linear fashion with respect to the deposited energy.

The Tagger measures energy as well, however, that is supplied by a position information.

- The position of a hit can be determined exploiting the segmentation of the detectors. If a particle is generated at a more or less well defined center-point, the position of the hit can be transformed into the direction of the particle (in spherical coordinate-system: $\theta$ and $\phi$ ). The achievable resolution in general depends on the size of the detector elements. However, if the particle generates an electromagnetic shower which extends to several adjacent detector elements then a "subpixel" resolution can be reached.
- The timing is always measured relative to a start time-signal, which is given by the trigger. However, the trigger has limitations as a time reference. Making time-differences between the different detector elements, the time uncertainities, given by the trigger, can be eliminated.
- The information of the LED modules is important for the hardware trigger. The precise calibration and the setting of the thresholds of the LED modules are essential for the accurate setting of the trigger conditions.
- Using CB, FWPlug and MiniTAPS in combination with plastic scintillators placed in front of them, allows for the discrimination of charged and neutral particles.

In order to obtain the required information, the raw data of the detector have to be transformed into useful physical units by means of calibrating the detector signal. Combining the calibrated information from different detector elements, short lived particles can also be identified via their decay products.

### 3.1. Calibration

The purpose of the calibration is to convert raw, digital information delivered by the detectors into physical units (energy, time, etc.). In this chapter it will be described how this conversion routine is carried out by means of time and energy calibration.

### 3.1.1. Time calibration

The purpose of the time calibration is to convert the digital signal from the TDC into physical time units. In a second step, the time information of the individual detectors have to be aligned in order to ensure that everything happening at the same time is measured at the same time.
To achieve this goal the following parameters have to be determined:

- The conversion factor between the output of the TDC module and the time unit (ns). This factor is defined by the electronics, however higher accuracy can be reached using a finetuning of this factor [Har08].
- The calibration offset that compensates the different signal times due to different cable lengths.
- If the TDC information depends on the signal shape and amplitude a time-walk correction has to be applied to compensate it.


## Time calibration of the detectors

As a first step of the time-calibration, an appropriate time relation to a global time-reference has to be found. Using the trigger as time-reference is insufficient, because different trigger conditions need different decision times ${ }^{1}$.
To eliminate the uncertainty in the time measurement caused by the trigger, a reference detector is used and all detector channels have to be aligned to this detector:

$$
\begin{equation*}
\left(t_{\text {detector }_{1}}-t_{\text {Trigger }}\right)-\left(t_{\text {detector }_{\text {Ref }}}-t_{\text {Trigger }}\right)=\left(t_{\text {detector }_{1}}-t_{\text {detector }_{\text {Ref }}}\right) \tag{3.1}
\end{equation*}
$$



Figure 3.1.: Time calibration of different detector part before the first iteration of the calibration and after the last iteration.

This detector can be considered an ideal one if it has only one channel and no time-walk (see Section 3.1.1). For this purpose a plastic scintillator was used which was mounted in front of the aerogel detector and was connected to a spare channel of the MiniTAPS electronics.
In course of the elimination of the trigger, at first, all the tagger channels were aligned to the

[^13]plastic scintillator. The time difference between the scintillator and every single detector channel, including the tagger, is set to 0 by varying the offset of the given detector channel (see Figure 3.1). The time resolution of this plastic scintillator is, however, limited because of its relatively large size. To obtain a better time resolution, finally every detector channel is calibrated to the 96 scintillator bars of the tagger. Plotting the time difference between all the channels of the well calibrated tagger and the channels of the detector, the offsets can be determined. This calibration step is carried out for every single detector channel.

## Time-Walk correction of FWPlug, $\gamma$ Intensity Monitor and MiniTAPS-Veto

For certain detectors, for example Forward Plug or the veto detector of the MiniTAPS, the time information depends on the energy of the registered particle.


Figure 3.2.: Illustration of the time-walk effect. The red line shows the response signal of a lowenergetic event crossing the threshold later than the high energetic blue signal.

This is a typical feature of the LED readout, which can be explained by the energy-dependent rise time of the signals (see Figure 3.2).
To correct for the distortion of the time information, the energy of well-selected ${ }^{2}$ particles are plotted versus their Time-of-Flight ( $\Delta t_{\text {detector-tagger }}$ ). The selection of fast particles ensures that the real time-of-flight of these particles are about the same. If an energy dependent time shift is observed this is due to the time-walk.
Fitting the projection of every energy slice with the sum of a constant and Gaussian function, the most probable time difference values can be plotted. This data is stored, and in course of the analysis the time-walk is calculated using a spline interpolation between the data points (see Figure 3.3 and Table 3.1). The achieved time resolution of the different detectors are summarized in the table 3.2

### 3.1.2. Energy calibration of the tagger

The calibration of the tagger is based on the energy measurement of recoiling electrons passing the well mapped magnetic field of the tagger magnet, and bent by the Lorentz force:

$$
\begin{equation*}
E_{e^{-}}^{\text {meas }}=p c=q B R c, \quad \text { for } \quad p_{e^{-}} \gg m_{e^{-}} \tag{3.2}
\end{equation*}
$$

[^14]

Figure 3.3.: $\Delta \mathrm{t}_{\text {FWPlug-Tagger }}$ before and after applying a time-walk correction for $\gamma \mathrm{s}$ from $\pi^{0}$

| Energy Range $[\mathrm{MeV}]$ | size of the energy-bin $[\mathrm{MeV}]$ |
| :---: | :---: |
| $20-700$ | 1 |
| $705-1475$ | 10 |
| $1475-1925$ | 50 |

Table 3.1.: Three energy ranges with the corresponding width of the energy bins for the time-walk correction.
where $q$ is the charge of the electron, $B$ stands for the magnetic field and $R$ denotes the gyroradius. Knowing the magnetic field and the gyro-radius (related to the position of impact of the electron) the energy of the electron can be determined. Combining this result with the known energy of the extracted electrons from ELSA, the energy of the generated photons is given by

$$
\begin{equation*}
E_{\gamma}=E_{\mathrm{e}^{-}}^{\mathrm{ELSA}}-E_{\mathrm{e}^{-}}^{\text {meas }} . \tag{3.3}
\end{equation*}
$$

For the calibration of the tagger, a low-intensity electron beam from ELSA was sent directly to the tagger hodoscope with fixed energies of $600 \mathrm{MeV}, 650 \mathrm{MeV}, 800 \mathrm{MeV}, 1270 \mathrm{MeV}, 1800 \mathrm{MeV}$

| Detector | $\Delta t_{\text {detector-tagger }}$ FWHM [ns] |
| :---: | :---: |
| Tagger | 1.1 |
| Aerogel | 7.6 |
| Forward Plug | without time-walk correction |
|  | with time-walk correction |
| Forward Plug veto | 3 |
| Inner Detector | 4.9 |
| MiniTAPS | 2.8 |
| MiniTAPS veto | 1.4 |

Table 3.2.: Achieved time resolutions for the different detector parts.
and 2400 MeV . Varying the magnetic field, the electron beam hits different tagger bars. The tagger bar number is plotted against the energy of the photons and was fitted by a polynomial function. This expression was used to determine the energy of the photons via determining the energy of the scattered electrons (see Figure 3.4)[FP09].


Figure 3.4.: The energy calibration of the tagger. The various data points correspond to the measurements with different beam energies.

### 3.1.3. Energy calibration of CB and MiniTAPS

Electromagnetic calorimeters measure the amount of scintillation or Cherenkov light which is proportional to the deposited energy and finally coded in digital signal. During the calibration, the uncalibrated digital values are transformed into calibrated physical energy units ( MeV ).

The calibration consists of four steps:

1. Pedestal determination for measuring the response of the electronics to a 0 MeV signal;
2. Calibration with cosmic muons/preliminary alignment, to provide a rough calibration in course of the data taking, and setting the dynamic range of all channels to approximately the same value.
3. $\pi^{0}$ calibration to have a more accurate (linear) correlation between the QDC channel number and the energy.
4. $\eta$ calibration or correction function, to compensate energy losses.

## Pedestal determination at MiniTAPS

To find the channel number that corresponds to the 0 MeV energy, the so-called pedestal, the detector modules have to be read-out regardless of any real physical event. In this case there is no light generation and the response of the electronics to the 0 MeV energy event can be found (see Section 2.4.4). In order to find events without light generation in the crystals, a trigger was generated periodically by a digital pulser, independently of the detector status. As a consequence, the read out energy most probably was 0 MeV in the majority of the modules. Whenever this artificial trigger happened, a flag was set in the data stream to label this event.

A clear correlation between temperature of the experimental hall and pedestal position was observed as it is shown in Figure 3.5. To be able to measure the pedestal position during the run, the pulser was set to a low frequency $(\approx 1 \mathrm{~Hz})$. The low frequency ensures that these pedestal events will not interfere with events generated by physical reactions.

After every run, the pedestal position is determined for all the crystals and the result is used for off-line correction.


Figure 3.5.: The position of the pedestal peak and the temperature of the hall in a 16-day-period. Both the temperature and the pedestal position show a 24 -hours period. The red dots shows the position of the pedestal, the green dashed line corresponds to the temperature.

## Cosmic calibration of the MiniTAPS

In the initial raw form, the energy response of the detector modules are unrelated, and they can give very different responses for the same stimulus. The goal of the alignment is to set the detector elements in a way that they respond similarly to the same stimuli. As a result of this procedure, the same dynamic range ${ }^{3}$ will be set for every detector module and the alignment will serve as a good starting point for a high-precision calibration.
Cosmic muons were used to align the detector modules of the MiniTAPS. Since all crystals of the MiniTAPS are oriented horizontally, the high energy $\mu^{ \pm}$s deposit most probably the same amount of energy ${ }^{4}(37.7 \mathrm{MeV})$ in every crystal [Rob91]. If a dynamic range between 0 MeV and $X \mathrm{MeV}$ is needed the cosmic peak has to be set with the help of the expression:

$$
\begin{equation*}
\frac{C h_{\text {cosmic peak }}-C h_{\text {pedestal }}}{4096-C h_{\text {pedestal }}}=\frac{37.7}{X} \tag{3.4}
\end{equation*}
$$

where $C h_{\text {cosmic peak }}$ means the channel number at the maximum of the cosmic peak while $C h_{\text {pedestal }}$ stands for the position of the pedestal peak expressed by the channel numbers. The linear relation between the deposited energy and the measured QDC channel number allows the conversion of each QDC channel number into energy expressed by the relation:

$$
\begin{equation*}
Y=\left(C h_{\mathrm{Y}}-C h_{\text {pedestal }}\right) \frac{37.7}{C h_{\text {cosmic peak }}-C h_{\text {pedestal }}} \tag{3.5}
\end{equation*}
$$

where $C h_{Y}$ is the channel number at the unknown energy. The cosmic calibration has to be applied before every beamtime to check the gains of every crystal and, if it is necessary, to adjust them.


Figure 3.6.: Typical cosmic spectrum from MiniTAPS. The pedestal peak ( 0 MeV -energy peak), the CFD threshold and the minimum ionizing of cosmic muons are clearly recognizable.

[^15]The gain, which is set by the cosmic calibration, is not very accurate for the following reasons:

- The position of the peak is determined by fitting the data with the sum of an exponential background and a Gaussian peak-function. This parameterization is not precise enough to use the resulting gain in a high-precision data analysis (see Figure 3.6).
- The described procedure is based on the energy deposition of the minimum ionizing cosmic muons, but the resulting gain has be used for photons that are not minimum ionizing particles.
- The linear dependence of the energy on the QDC channels was proven up to 790 MeV photon energy $\left[\mathrm{G}^{+} 94\right]$. At ELSA, photons with much higher energies can be measured. The use of only two low energetic data points (pedestal at 0 MeV and cosmic peak at 37.7 MeV ) is not sufficient to cover the whole dynamic range up to 1.8 GeV per crystal.
- Shower losses due to a finite detector volume and non-zero thresholds lead to systematic errors in the measurement of the energy. While shower leakage affects the measurement of high energetic photons, the finite CFD threshold has a larger impact when the deposited energy is smaller. These effects also have to be compensated during the calibration.


## $\pi^{0}$-calibration

The $\pi^{0}$-calibration uses the precisely known invariant mass of the $\pi^{0}$ meson. By measuring the $\pi^{0}$ invariant mass, the energy of the participant photons can be corrected. The choice of $\pi^{0}$ for this purpose is obvious: it has a large production yield and a high branching ratio for the decay into two photons.

Assuming that the real energy of the photons is linearly depending on the measured energy: $E_{\text {real }}=C \cdot E_{\text {meas }}$. According to the calculation in Appendix D.1, the calibration constant can be determined as:

$$
\begin{equation*}
C=\left(\frac{m_{\pi^{0}}^{\mathrm{PDG}}}{m_{\pi^{0}}^{\text {measured }}}\right)^{2} . \tag{3.6}
\end{equation*}
$$

In the case of the CB , events are selected with arbitrary multiplicity and the invariant mass is calculated for every pair of photons where both of them are registered in the CB. The same procedure is followed throughout the calibration of MiniTAPS, but here only events with neutral multiplicity from 2 to 4 are processed (see Table 3.3) and the invariant mass is calculated only for photon pairs where exactly one of the photons is registered in the MiniTAPS.

These values are filled into histograms corresponding to the central crystal of the produced cluster. If one specific module is calibrated the other photon can be detected in any other crystal in the setup. Therefore the effect of this second module cancels out on average.
The invariant mass spectra are fitted in order to determine the position of the $\pi^{0}$ peak. The background of this distribution is fitted by a Chebychev polynomial of the first kind up to the $5^{\text {th }}$ order $^{5}$. Due to the incomplete registration of the shower (finite thresholds, energy leakage, etc.), the peak can be described as a Gaussian with a stronger tail on the low-energy side (see Figure 3.7). This asymmetric peak is fitted by the Novosibirsk function that is usually defined by:

[^16]\[

$$
\begin{equation*}
f(m)=A \exp \left(\tau^{2}-0.5 \cdot \ln ^{2}\left[1+\Lambda \tau \cdot\left(m-m_{0}\right)\right] / \tau^{2}\right) \tag{3.7}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
\Lambda=\frac{\sinh (\tau \sqrt{\ln 4})}{\sigma \tau \sqrt{\ln 4}} . \tag{3.8}
\end{equation*}
$$



Figure 3.7.: (a) Two-photon invariant mass as function of the crystal index in TAPS. 56 channels belong to one sector, but only 54 are read out. This is the reason why the last two channels of the sectors do not hold any information.
(b) Full projection and fit of the histogram in the Figure 3.7a to the invariant mass axis. The peak appears at $134.5 \mathrm{MeV} / \mathrm{c}^{2}$ and its FWHM is $22.7 \mathrm{MeV} / \mathrm{c}^{2}$.

In the equation $3.7 m_{0}$ is the position of the peak, the width is denoted by $\sigma$, and $\tau$ is the tail parameter [Str98, $\left.\mathrm{A}^{+} 04\right]$. This calibration step has to be applied iteratively (see Figure 3.8) for each crystal until the mass of the $\pi^{0}$ will appear in the required range between $0.99 \cdot m_{\pi^{0}}^{P D G} \leq$ $m_{\gamma \gamma} \leq 1.01 \cdot m_{\pi^{0}}^{P D G}$.
Because of the geometrical arrangement of CB and MiniTAPS, the FWPlug partly covers the outermost crystals belonging to the MiniTAPS (see for example the crystals 46 and 54 in the sectors A and C in Figure 2.12). These crystals cannot be hit by photons directly. In the innermost ring the Signal-to-Noise ratio is very bad because of the high rate of the forward boosted electromagnetic particles. These crystals from the innermost and outermost ring could not be calibrated like the others, only an average gain was set which was deduced from the gain of the calibrated detectors.

## $\eta$ - or polynomial calibration/correction function

Since the $\omega$ meson has a larger mass than the $\pi^{0}$ or even the $\eta$ mesons, it has to be confirmed whether the calibration is correct for photons from the decay of mesons with higher masses.
After the proper $\pi^{0}$-calibration (see the previous section), a shift of the $\eta$ mass can be observed (see Figure 3.9). To compensate this mass shift, a correction to the $\pi^{0}$ calibration should be applied. This can be the extension of the linear energy dependence to a second-order polynomial or a correction function can be applied.

| Detectors | CB/FWPlug | TAPS |
| :---: | :---: | :---: |
| Participating detectors | $\begin{aligned} & \hline \text { (CB or FWPlug) - (CB or } \\ & \text { FWPlug) } \end{aligned}$ | (TAPS) - (CB or FWPlug) |
| number of photons per event | $\geq 2$ | 2-4 |
| Special requirement for the selected photon-pairs | both photons are in CB or in FWPlug | one photon in MiniTAPS the other one is not in MiniTAPS |
| number of charged hits per event | no limitation | no limitation |
| other requirements | neutral hits with multiplicity $=1$ are discarded | neutral hits with multiplicity $=1$ are discarded $^{a}$ |
|  | - | particle hits from $\Theta>130^{\circ}$ are discarded $^{b}$ |
|  |  | particles going to MiniTAPS were filtered by the Aerogel Cherenkov detector $^{c}$ |

${ }^{a}$ Potentially misidentified charged particles (identified as neutrals) were discarded.
${ }^{b}$ For the calibration of MiniTAPS, particle hits from the very backward angles in CB were rejected to suppress the electromagnetic background from the beampipe.
${ }^{c}$ Events in which a particle fired the Aerogel Cherenkov detector were ignored to reduce unwanted charged hits in MiniTAPS.

Table 3.3.: Differences between selection criteria for the energy calibration of CB/FWPlug and MiniTAPS


Figure 3.8.: Position of the $\pi^{0}$ peak in the Crystal Barrel after repeated iterations [Jun05]
$\eta$ - or polynomial calibration The polynomial calibration extends the approximation of the linear energy-dependence to a second order polynomial:

$$
\begin{equation*}
E_{\text {real }}=C_{1} \cdot E_{\text {meas }}+C_{2} \cdot E_{\text {meas }}^{2} . \tag{3.9}
\end{equation*}
$$

Using the precisely known mass of the $\pi^{0}$ and $\eta$ mesons, the parameters of the polynomial can be extracted. In case of the calibration of MiniTAPS the calibration constants are (see the Appendix D.2.2)

$$
\begin{array}{rlr}
C_{2} & =\frac{R_{\eta}^{2}-R_{\pi^{0}}^{2}}{E_{\eta_{1}}-E_{\pi_{1}^{0}}} \\
C_{1} & = & \frac{R_{\pi^{0}}^{2} E_{\eta_{1}}-R_{\eta^{0}}^{2} E_{\pi_{1}^{0}}}{E_{\eta_{1}}-E_{\pi_{1}^{0}}} \\
R_{\pi^{0}} & = & \frac{m_{\pi_{\mathrm{PDG}}^{0}}^{0}}{m_{\pi_{\text {meas }}^{0}}^{0}} \\
R_{\eta} & = & \frac{m_{\eta_{\text {PDG }}}}{m_{\eta_{\text {meas }}}}
\end{array}
$$

$C_{1}$ is close to unity and $C_{2}$ is of the order of $10^{-5}-10^{-4}$.
If both photons are measured by the CB, the expressions are slightly different (see Appendix D.2.2). This correction was also used iteratively for each crystal until the invariant mass peaks of both $\pi^{0}$ and $\eta$ were in the right position (see Figure 3.9).


Figure 3.9.: The position of the $\pi^{0}$ (left) and $\eta$ (right) before (green line ) and after (red line) polynomial calibration. The position of the pion is unchanged, while the position of the $\eta$ is shifted down roughly by 10 MeV to the nominal mass of the $\eta$ mesons.

The polynomial calibration can be applied globally (one correction for the whole setup), ring-wise (each ring ${ }^{6}$ is calibrated separately) or crystal-wise (each crystal is calibrated separately).

[^17]Correction function Another way of compensating the shower losses is to simulate the energy loss with GEANT (see Section 3.5.2) in order to build a look-up table where the correction factor is expressed as a function of $\Theta, \phi$ and $E_{\text {measured }}$ :

$$
E_{\text {real }}=E_{\text {measured }} \cdot f\left(\Theta, \phi, E_{\text {measured }}\right) .
$$

This formula is used for every photon hitting the detectors to calculate the real deposited energy from the measured one [Mul07, Dah08].


Figure 3.10.: Energy calibration check for each crystal.
The red lines show the position of the nominal masses.
(a) CB + FWPlug: Less than $1 \%$ of all crystals are outside the $\pm 1 \%$ mass-range. The index range between 1 and 180 refers to the Forward Plug, (b) MiniTAPS: Roughly $10 \%$ of all crystals are outside the $\pm 1 \%$ mass-range. For them the calibration was not possible (see Paragraph 3.1.3).

To calibrate the CB a correction function was used after the $\pi^{0}$ calibration. The MiniTAPS was calibrated using a polynomial calibration after over a calibration via a correction function.

## Final check of the energy calibration

The accurate energy calibration is essential because imprecisely determined energies result in inaccurate invariant masses (see Figure 3.10).
The invariant mass of two photons as a function of the momentum of the two-photon pair is plotted in Figure 3.11. The peak positions of the $\pi^{0}$ and $\eta$ was determined for $100 \mathrm{MeV} / \mathrm{c}$-wide momentum slices projected on the invariant mass axis. The positions of the mesons masses are within $\pm 2 \%$ around the nominal values $\left[\mathrm{N}^{+} 10\right]$, for momenta between $100 \mathrm{MeV} / \mathrm{c}$ and $1700 \mathrm{MeV} / \mathrm{c}$. The error of the position determination is below $0.1 \%$ (see Figure 3.11).


Figure 3.11.: Invariant mass of $\pi^{0} \mathrm{~S}$ and $\eta \mathrm{s}$ as a function of their momenta. The error bars show not the fitting error but the $\sigma$ of the fitted peak.
The invariant masses are stable within $\pm 2 \%$ in the momentum range of $100 \mathrm{MeV} / \mathrm{c} \leq$ $p_{\gamma \gamma} \leq 1700 \mathrm{MeV} / \mathrm{c}$.

### 3.1.4. LED calibration

In the MiniTAPS electronics LEDs are applied to discriminate events below a certain energy threshold. Events with energy above the LED threshold generate a first level trigger (see Section 2.5).

The LEDs are usually calibrated before taking the data. At least three cosmic ray measurements were taken at different voltage settings on the LED modules ${ }^{7}$. The threshold can be determined

[^18]by dividing the energy spectrum where LED conditions were taken into account with the same quantity with disregarded LED condition. The threshold was set where the ratio spectrum reaches $90 \%$ (see Figure 3.12). A linear dependence has to be found between the set voltages (in mV ) and the threshold values (in MeV ) for every channel. With the help of this dependence the required threshold can be set.


Figure 3.12.: Calibration of the LED threshold. On the left side the solid line illustrates the energy distribution with a very low LED thresholds, the pink area shows the energy distribution with a higher threshold. On the right side the ratio of the two spectra is shown.

### 3.2. Reconstruction of primary particles, mesons and reactions

After the calibration, the proper energy and/or time information is available for every detector component. The next step is the reconstruction of the four-vectors of the measured particles.
The life-time of neutral mesons ( $\pi^{0}, \eta, \omega, \eta^{\prime}, \ldots$ ) is so short that they decay before reaching the detector. However, the decay products of these particles will be registered and short-lived mesons can be reconstructed through their decay products. Both the MiniTAPS and the CB (together with the FWPlug) are suitable for measuring photons. This is one of the reasons why the neutral decay channel of the $\omega$ meson ( $\omega \rightarrow \pi^{0} \gamma$ ) was chosen to study the properties of the $\omega$ meson in this thesis.
To reconstruct the mesons from the decay photons, the deposited energy and the direction of these photons have to be measured with the greatest possible accuracy.

### 3.2.1. Reconstruction of the energy of primary particles

When a particle traverses the detector material, it deposits energy in the crystals and thus will give rise to a local maximum in the detector. This group of responding crystals which measures the deposited energy of one single particle is called a Particle Energy Deposit (PED).
In a more general case, several particles can hit the detector close to each other and create a
continuous group of responding crystals. This is a cluster. If one cluster is produced by the energy deposit of one single particle, then the names PED and cluster are interchangeable.
To sum up the energy in a cluster, one element of the cluster has to be found and consecutively all its neighboring elements have to be added to the cluster. Finally, if time information is available then all hits in the cluster should belong together not only in space, but also in time.

## Correction for multi-PED clusters

If more than one PEDs are registered in one cluster, then the energy content of the crystals (first of all the crystals being located between two maxima) has to be recalculated because in these detector elements the energy deposition originates from two or more PEDs.

In order to separate them the lateral distribution of the electromagnetic shower is approximated by an exponential function which depends on the energy of the primary particle and the detector material (via its Moliére radius $\mathrm{R}_{\mathrm{M}}{ }^{8}$ ). In this case the deposited energy in the cluster can be determined by varying the positions and the total deposited energies of the contributing PEDs [Sei09] (see figure 3.13).

This method can only be applied if the shower development is symmetric because this is the


Figure 3.13.: Separation of two PEDs in a multi-PED cluster by using exponential functions to describe the lateral shower distributions [Sei09].
only case when the shape of the shower can be described with only one free parameter (namely the energy of the particle). In the MiniTAPS detector this symmetry requirement is not fulfilled because of the arrangement of the crystals (see Figure 2.12). Consequently this method cannot be used there. Fortunately, in the MiniTAPS only an extremely low number of multi-PED cluster is registered [Sei10], so those events can be safely discarded.

[^19]
### 3.2.2. Reconstruction of primary particles

## Reconstruction of the impact position for primary particles

After having the correct energy content of the PEDs, the reconstruction of the impact point of the particle is possible.

Photons, electrons and positrons Energetic photons, electrons and positrons generate electromagnetic showers and produce signals in several adjacent crystals. Using the energy distribution in the shower, the impact point of photons can be reconstructed more precisely than the granularity of the detector would allow for. In order to determine the Cartesian coordinates of the impact point, the coordinates of the given crystals in the PED have to be weighted with the energy deposition within that very crystal:

$$
x=\frac{\sum_{i=1}^{N} W_{i} x_{i}}{\sum_{i=1}^{N} W_{i}} \quad \text { and } \quad y=\frac{\sum_{i=1}^{N} W_{i} y_{i}}{\sum_{i=1}^{N} W_{i}}
$$

where $W_{i}=E_{i}$ and $N$ is the number of the crystals in one PED.
However it turned out that detectors with low energy are weighted too strongly by this method. Therefore the weighting factor is not the energy but the logarithm of the energy [ $\left.\mathrm{A}^{+} 92, \mathrm{Mol} 92\right]$ :

$$
\begin{equation*}
W_{i}=\max \left\{0,\left[K+\log \left(\frac{E_{i}}{\sum_{i=1}^{N} E_{i}}\right)\right]\right\} \tag{3.10}
\end{equation*}
$$

The constant $K$ was determined by using a GEANT simulation [Cas06] and it is found to be 4 for $\mathrm{BaF}_{2}$ and 4.25 for CsI .

This method presumes that the particle arrives perpendicularly to the surface of the detector and produces a symmetric cluster. This approximation gives a false result for clusters in the MiniTAPS, because the crystals are arranged parallel to the beamline thus the incident particles from the target strike the detector askew (see Section 2.2). As a result of this arrangement of the detector elements the developing a shower is tilted compared to the crystals and the reconstructed position reflects the location where the shower deposited the largest amount of energy and not the point of impact. To correct this inconsistency the impact depth ${ }^{9}$ of the shower has to be known:

$$
\begin{equation*}
Z=X_{0}\left(\ln \frac{E}{E_{C}}+b\right) \tag{3.11}
\end{equation*}
$$

[^20]where $E$ is the energy of the photon in $\mathrm{MeV}, E_{C}$ is the critical energy ${ }^{10}, X_{0}$ denotes the radiation length in the detector material and $b=1.2$ for photons [Fer87].
The corrections $d X$ and $d Y$ can be determined by the following approximation:
\[

$$
\begin{equation*}
\frac{X}{X+d X}=\frac{Y}{Y+d Y}=\left(\frac{R}{R+Z * \cos (\alpha)}\right), \tag{3.12}
\end{equation*}
$$

\]

where $R$ is the distance between the target and the detector (see Figure 3.14).


Figure 3.14.: Schematic drawing of the MiniTAPS forward wall located at a distance $R$ behind the target. A systematic error is introduced in the position determination (dashed line) if a photon arrives askew and, due to the tilted shower development, the position appears at $X+d X$ from the beam axis while the real distance is $X$. The reconstruction routine corrects this effect by approximating the shower maximum in $Z$ which depends on the energy of the photon.

If this method is used alone to reconstruct the impact point of particles in the MiniTAPS, there is a deviation of $\approx \pm 0.2^{\circ}$ between the original and the reconstructed direction of the photons according to GEANT simulations. This deviation depends on the energy and the impact point of the particle.
In order to make a correct a GEANT simulation was used. After generating and reconstructing photons with different energies and angles (pointing toward the MiniTAPS) a correction function can be constructed. The parameters of this function depend on the the azimuthal angle, the spherical angle and the energy of the photon. The function will show how large correction $\left(\Delta \theta\left(E_{\gamma}, \theta_{\gamma}, \phi_{\gamma}\right)\right.$ and $\left.\Delta \phi\left(E_{\gamma}, \theta_{\gamma}, \phi_{\gamma}\right)\right)$ has to be applied to adjust the direction of the registered photon to the real one. Using this procedure an average deviation between the generated and reconstructed directions is reduced below $0.05^{\circ}$ for $95 \%$ of the crystals was reached (see Figure 3.15).

[^21]

Figure 3.15.: The reconstructed hit position before and after using the correction function in MiniTAPS. The $X$ and $Y$ axes are expressed in radian $(x \approx X * R$, where R is set to 210 cm ) and the color code marks the difference between the generated and reconstructed angles (for more details [Sei09]).

Protons and charged pions In most cases, these particles do not develop extended showers which spread over many detector elements. Often only one detector element contains all the deposited energy. In this case the best possible resolution is limited by the granularity of the detector, and the impact point of the particles will be placed in the center of the crystals.
If a charged particle hits the CB, it necessarily passes through the Inner Detector which is designed to detect charged particles efficiently. The fibers of the Inner Detector are arranged in three layers (See Section 2.2.2). If at least two fibers in two different layers respond, the crossing point of the fibers determines the point which corresponds to the particle track.
Each of the FWPlug crystals covers $6^{\circ}$ in $\Theta$ and $12^{\circ}$ in $\phi$. This would mean that the granularity of the FWPlug detector is two times worse than the granularity of the CB detector. However, two layers of shifted plastic scintillators with angular coverage of $6^{\circ} \times 6^{\circ}$ in front of the FWPlug crystals allow to reach a spatial resolution of $6^{\circ}$ in both $\Theta$ and $\phi$ for charged particles ${ }^{11}$.

## Particle classification

The CB, the FWPlug and the MiniTAPS are able to distinguish between charged and neutral particles via separated detector components, so-called charged particle veto detectors. These detector elements generate signals when charged particles are passing through them, while for neutral particles they do not respond (see Section 2.2). Particles are marked as charged, if a time and/or a

[^22]spatial correlation is found between the signal of the charged veto detectors and the crystals behind them.

Charged particles in the MiniTAPS In the MiniTAPS plastic scintillators are placed in front of the crystals. A simultaneous signal with a well-defined coincidence requirement between the crystal and the plastic-veto is used for the neutral-charged discrimination. Because of the skewed particle tracks, the spatial correlation has a polar angle dependence.
In the final analysis not every charged particle will be processed, only the protons. The MiniTAPS detector combined with the Aerogel Cherenkov detector has an exclusive capability to distinguish between different charged particles in this setup. The Aerogel Cherenkov detector was placed between the MiniTAPS and the target in such a way that all particles arriving from the target into MiniTAPS, necessarily cross the Cherenkov detector (See Section 2.3). Wherever a charged particle traverses the detector material with a velocity $\beta(=v / c)$ larger than $1 / n=0.95(n=1.05$ is the index of refraction of the detector material) Cherenkov light is generated in the detector material (see Figure 3.16).


Figure 3.16.: Relativistic $\beta=v / c$ for different particles as a function of the kinetic energy. In the shaded area particles generate signal in the Cherenkov detector.

Protons reach this velocity, if they have a kinetic energy larger than $\mathrm{T}_{\mathrm{proton}} \approx 2.1 \mathrm{GeV}$ ( $\mathrm{p}_{\text {proton }} \approx$ $2.8 \mathrm{GeV} / \mathrm{c}$ ). Charged pions fire the detector if their kinetic energy is larger than $\mathrm{T}_{\pi^{ \pm}} \approx 297 \mathrm{MeV}$ $\left(\mathrm{p}_{\pi^{ \pm}} \approx 400 \mathrm{MeV}\right)$ and electrons/positron with more than 1 MeV kinetic energy will also generate light in the Cherenkov detector. All electrons/positrons and high energy $\pi^{ \pm}$can be filtered out if only those events are accepted, when the Aerogel detector is not firing in coincidence with the MiniTAPS detector ${ }^{12}$. Particles also can be distinguished by measuring their time of flight.
The time resolution of the MiniTAPS detector allows to measure the $\mathrm{TOF}^{13}$ of particles. Plotting the ToF as a function of the deposited energy of the given charged particle three regions that can be distinguished (see Figure 3.17). Around $\mathrm{E}_{\text {deposited }}=200 \mathrm{MeV}$ and $\mathrm{ToF}=0 \mathrm{~ns}$ a strong peak can be seen. This is the minimum ionizing peak. Energetic charged particles $(\beta \gamma>3)$ are accumulated here,

[^23]because the flight time of these particles is unresolvable and the deposited energy is independent of the original energy. The second region can be found between $\approx 1 \mathrm{~ns}$ and $\approx 3 \mathrm{~ns}$ in time and between $\approx 200 \mathrm{MeV}$ and $\approx 400 \mathrm{MeV}$ in energy. In this region protons are energetic enough to pass through the detector and they will not deposit all their energy in the detector material. The higher the kinetic energy (smaller flight time) the less energy will be deposited. In the third region the pattern created by protons appears as a "banana"-shaped area reflecting the correlation between the flight time and the kinetic energy which is fully deposited in the detector.


Figure 3.17.: Time-of-Flight of the charged particles is plotted as a function of their deposited energy in the MiniTAPS. The particles, which entered into this plot did not fire the Aerogel Cherenkov detector to ensure that the registered particle is a proton.
The three labeled regions are discussed in the text. The fast particles with small energy deposit ( $\mathrm{E}_{\mathrm{MiniTAPS}}<100 \mathrm{MeV}$ and $\mathrm{ToF} \approx 0 \mathrm{~ns}$ ) are misidentified electrons/positrons or photons.

Using this method together with the Aerogel Cherenkov detector, electrons, positrons and charged pions can be suppressed efficiently and protons can be positively identified (See Section 2.3 and Figure 3.18).

Charged Particles in the FWPlug and Crystal Barrel As it was discussed before, if a charged particle fires at least two fibers in two different layers in the Inner Detector, the polarand azimuthal angles of the particle can be determined. If the same particle reaches the Crystal Barrel, these angles also can be reconstructed using information provided only by the CB detector. If the differences between these azimuthal- and polar angles are within $\pm 7^{\circ}$ in $\phi$ and $\pm 15^{\circ}$ in $\theta$, the particle is marked as charged. If there is no correlation found or less than 2 layers are fired the particle is marked as neutral.

In the Forward Plug also plastic scintillators are used to identify charged particles. In case of a time and position correlation between the hits in the FWPlug crystals and the plastic scintillator the particle is marked as charged.


Figure 3.18.: Time-of-Flight versus deposited energy in the MiniTAPS for charged particles with different conditions.

### 3.2.3. Suppressing random time coincidences

To reconstruct a full reaction, not only the four-vectors of the decay-products are needed to determine with the highest possible accuracy, but also the energy of the photon that induced the reaction. In the tagger, on average, there are more than eight hits belonging to one event (see Figure 3.19). To identify the photon which generated the registered hadronic event is not possible.

One way to reduce the random coincidences between a tagger hit and the reaction is the chance coincidence subtraction technique. This method assumes that the random coincidences are roughly homogeneously distributed over the whole time-difference range between the tagger and the given detector and the chance coincidences under the coincidence peak can be estimated from a sample of background events outside of the coincidence region (see Figure 3.20).
The whole analysis has to be carried out with the events in the coincidence peak only (region " $A$ " + " B " in figure 3.20), to reduce random coincidences. However, cutting strictly around the


Figure 3.19.: Multiplicity of the Tagger before (red) and after (black) the coincidence timecuts on the detectors.
coincidence peak will not reduce the number of the background events (region "B") under the real coincidence peak (region "A"). In order to subtract the random coincidences from the true coincidence peak, regions are defined in the $\Delta \mathrm{t}_{\text {detector,tagger }}$ histogram where no real coinciding events can be found (region "C" and "D" in Figure 3.20). The whole analysis is performed on the data in the coincidence peak only and on the data in the random coincidence region only.


Figure 3.20.: The time difference spectrum between a detector and the tagger spectrum. The blue shaded area shows the random coincidences, the red the real ones.


Figure 3.21.: Flow chart of the random subtraction technique.

Taking the different widths of the time windows into account the true signal is given by:

$$
\begin{equation*}
\text { Signal }=(\text { Signal }+ \text { Background })-\frac{\Delta \mathrm{B}}{\Delta(\mathrm{C}+\mathrm{D})}(\text { Background }) \tag{3.13}
\end{equation*}
$$

"Signal + Background" and "Background" refer to the histograms filled with the events in coin-
cidence with the $A+B$ and $C+D$ regions, respectively. The " $\Delta \mathrm{B}$ " and the " $\Delta(\mathrm{C}+\mathrm{D})$ " are the integral of the " $B$ " and the " $C+D$ " regions. The weighted difference of the "Signal + Background" and "Background" histograms results in the "Signal" histogram which contains only true coinciding events (region $A$ in Figure 3.20) ${ }^{14}$. (See the flow-chart on the Figure 3.21)

Because the tagger is in the trigger (see Table C.2) another possibility is also given to suppress the effect of the random coincidence hits.

|  |  |  | number of hits with time information |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 1 | 2 | 3 | 4 |  |
|  |  | cut range [ns] | $\frac{\text { Bckg }}{\text { Signal+Bckg }}[\%]$ |  |  |  | average [\%] |
| $\begin{aligned} & 0 \\ & \tilde{0} \\ & 0.0 \\ & 0 \\ & 0 \end{aligned}$ | CB | [-5;5] | 6.41 | 9.55 | 6.16 | 4.0 | 6.98 |
|  | FWPlug [charged] | [-3;8] | 13.4 | 9.23 | 5.34 | 3.81 | 7.17 |
|  | FWPlug [neutral] | [-3;3] | $-{ }^{\text {c }}$ | 6.44 | 3.58 | 2.24 | 4.42 |
|  | MiniTAPS [charged] ${ }^{b}$ | [-1.5;16] | 13.9 | 11.41 | 6.11 | 4.11 | 8.34 |
|  | MiniTAPS [neutral] | [-1;1] | $-^{c}$ | 1.25 | 0.69 | 0.5 | 0.87 |
| total amount of this type of events [\%] |  |  | 8.8 | 37.3 | 32.6 | 21.3 |  |

${ }^{a}$ There are different cut ranges defined for charged particles and neutral ones.
${ }^{b}$ The cut is wide enough to include the slow protons.
${ }^{c}$ The studied event classs is 3 neutral and 1 charged hit. The charged particles always have time information, so if there is only 1 particle with time information in the hit this particle must be charged.

Table 3.4.: $\frac{\text { Bckg }}{\text { Signall } 1 \text { Bckg }}$ ratio (following the convention the Figure 3.20: $\frac{\mathrm{B}}{\mathrm{A}+\mathrm{B}}$ ) in percentage for different $d t_{\text {detector-tagger }}$ histograms. There is no cut applied on the prompt peak of the tagger (worst case scenario).

Cutting on the $\Delta t_{\text {tagger,trigger }}$ time-difference spectrum (similarly to the cut made in the previous case) the observed tagger multiplicity is reduced systematically. However, under the coincidence peak of tagger and other detectors ( $\Delta t_{\text {detector,tagger }}$ ) accidentals can remain which have to be removed. To minimize the number of accidentals, cuts are made on the time-difference spectra between detectors and tagger strictly around the coincidence peak. This cut is different for the different detectors. Even within the same detector the response for protons and photons can be different, which influences the cut settings. The applied cuts are summarized in Table 3.4

### 3.2.4. PEDs and preselection

In one event the number of PEDs should be equal to the number of the final-state particles that can reach the detectors. Consequently, the PED multiplicity can indicate what kind of reaction happened. Unfortunately there are some processes which will lead to differences between the registered number of PEDs and the number of the particles in the final state. The most important effects are:

- particle losses (see Figure 3.22a):
- explicit particle loss:

If the particles are going to an acceptance hole they cannot be detected. In this case

[^24]the particle and its energy also will be lost, so the energy/momentum balance will not be fulfilled.

- merged particles:

Whenever two or more particles hit the detector so close to each other that the two PEDs cannot be resolved, the resulting cluster will be detected as one PED. In this case the energy/momentum balance will be (approximately) fulfilled.

- Split-offs/electromagnetic fluctuations (see Figure 3.22b):

Split-offs are arising from statistical fluctuation during the development of electromagnetic showers and show up as a separated (usually low energetic) PEDs. In case of split-offs usually - the energy/momentum balance can be approximately fulfilled.


Figure 3.22.: GEANT simulation of quasi-free $\omega$ production shows the presence of merged photons (3.22a) and split-offs (3.22b).
3.22a: In the analyzed events-class only 2 neutral and one charged hits were registered. The invariant mass of the two photons shows a peak around the $\omega$-mass. (The black line is the data, the green one is the contribution of the real two-gamma events, the blue one is the difference of the two histograms).
3.22b: In the analyzed events 4 neutral and one charged hits were registered. The invariant mass of four photons shows a peak around the $\omega$-mass.
Roughly $5 \%$ of the generated $\omega$ events are affected by merged photons, and roughly the same amount of $\omega$ events are affected by split-offs (with the threshold values listed in the Table 3.5).

The number of the final-state particles is known in the studied reaction. Because of lost particles, merged events or the presence of split-offs, some of the events will not fall into the category defined by the number of the final-state particles.

The presence of split-offs can be reduced by setting a higher energy threshold on the cluster and also on that crystal in the cluster which detected the largest fraction of the deposited energy (central crystal). If these thresholds are not reached the hit will be discarded (see Table 3.5).
A special case of the split-offs occurs when particles are going to the edge of the FWPlug close to the MiniTAPS. In this case, part of the shower will be detected by the MiniTAPS. However, merging a cluster that spreads over the FWPlug and the MiniTAPS is presently not possible and consequently two hits will be detected. One way to get rid off these split-offs is to discard the

|  | TAPS | Forward Plug | Crystal Barrel |
| :---: | :---: | :---: | :---: |
| Minimum Energy per Crystal [MeV] | 13,17 | 1 | 0 |
| Minimum Energy per Cluster [MeV] | 25 | 20 | 20 |
| Minimum Energy in the center of the <br> PED [MeV] | 20 | 20 | 20 |
| Maximum allowed time-difference <br> crystals within the same cluster [ns] | 3 | 10 | - |

Table 3.5.: The thresholds in the different detectors. The software-threshold on crystals of the innermost two rings of the MiniTAPS was set to 17 MeV , for the rest of the crystals it was set to 13 MeV . The hardware thresholds are slightly below these values.
particles from the analysis that are registered close to the edge of the FWPlug.
The effect of neither the split-offs nor the particle losses can be avoided totally. As a result the PED number of the effected events will not necessarily reflect the number of the final-state particles of the studied reaction. Of course, not only the studied reactions are affected by particle losses and split-offs and reactions with originally higher or lower multiplicities can appear in the studied channel. These kind of events are the background sources of the studied reactions.

To reconstruct events properly (clustering, determining the energy and the impact point of particles, combining the information between different detector parts) needs lots of processing power, and during the off-line analysis this part of the data processing takes the longest time. In order to reduce the processing time, a preselection can be applied on the data. The preselection tries to store all events which have to be further processed, and tries to reduce the events where the occurrence of the studied reaction has a low probability ${ }^{15}$.

While both of the studied reaction channels have 4 particles in the final state (see Section 1.5.2 and Section 3.2.5), an event class with minimum 3 PEDs and maximum 9 PEDs was chosen during the preselection.

### 3.2.5. Identification of the reaction

At this point the deposited energy and the directions ( $\theta$ and $\phi$ ) of the photons and protons, are known. Finally, only those events will be processed where the required number of neutral hits (assumed to be photons) and the required number of charged hits (assumed to be protons ${ }^{16}$ ) are registered simultaneously.

## Reconstruction of the $\omega$ meson via the $\pi^{0} \gamma$ decay channel

In the processed event exactly 3 neutral hits an one charged hit had to be registered. The $\omega$ is reconstructed via the three final state photons and identified by its invariant mass. According to the relation for the total energy

[^25]\[

$$
\begin{equation*}
E^{2}=\left(m c^{2}\right)^{2}+(p c)^{2} \tag{3.14}
\end{equation*}
$$

\]

the invariant mass is given by

$$
\begin{equation*}
\left(m c^{2}\right)^{2}=\left(\sum_{i} E_{i}\right)^{2}-\left(c \sum_{i} p_{i}\right)^{2} \tag{3.15}
\end{equation*}
$$

In case of $\omega$ meson the invariant mass is expressed by

$$
\begin{equation*}
\left(m c^{2}\right)^{2}=\left(\sum_{i=\gamma_{1}, \gamma_{2}, \gamma_{3}} E_{i}\right)^{2}-\left(\sum_{i=\gamma_{1}, \gamma_{2}, \gamma_{3}} p_{i} c\right)^{2} \tag{3.16}
\end{equation*}
$$

Since the $\omega$ decays sequentially into three photons ( $\omega \rightarrow \pi^{0} \gamma \rightarrow 3 \gamma$ ), the reconstructed particle can only be an $\omega$ if two photons out of the three form a $\pi^{0}$.


Figure 3.23.: There are 3 possible combinations of two photons out of three. On the X -axis the number of $2 \gamma$ combination is shown which falls into the $110 \mathrm{MeV}<\mathrm{m}_{\gamma \gamma}<160 \mathrm{MeV}$ mass range. The number of $\pi^{0} \gamma$ events and $\omega$ s as a function of the $\pi^{0}$ multiplicity are also shown.

One can visualize this by plotting the invariant mass of three photons versus the invariant mass of all combinations of two photons. The $\omega$ mesons will appear in this plane around the $\pi^{0}$ mass on the axis where the two photon invariant mass is plot and around the $\omega$ mass on the axis which belongs to the invariant mass of three photons (see for example Figure G.6a).

There are three different possibilities to combine three photons. In an optimal case only one combination will fulfill the above mentioned mass-constraint for the $\pi^{0}$ and the other two combinations can be discarded. However, in some cases more than one combination will fall into the required mass-range (see Figure 3.23). To handle every combinations, all events will be filled into histograms with a weight of $1 / N_{\pi^{0}}$, where $N_{\pi^{0}}$ corresponds to the number of $\pi^{0}$ in the requested mass-range (this is typically $110 \mathrm{MeV} / \mathrm{c}^{2}<m_{\gamma \gamma}<160 \mathrm{MeV} / \mathrm{c}^{217}$ ). In this case there will

[^26]be no difference in the $\pi^{0} \gamma$ invariant mass-spectra compared to any other method (for example the "best-pion" ${ }^{18}$ ), but all possible $\pi^{0}$ s will be used. This is important because it is not known which $\pi^{0}$ comes from the decay of the $\omega$ and which is only an artifact (See Appendix F).

## Reconstruction of the bound omega mesic state with conversion

In the final state of this reaction one forward going, high energetic proton is registered in coincidence with two photons which forms a $\pi^{0}$ meson and one other proton. Therefore events were selected with exactly two neutral and two charged hits. The energetic knocked-out proton directly comes from the quasi-free production of the $\omega$ meson, and it will be registered in the MiniTAPS (See Figures 3.18).
The reaction channel, in which conversion happens, has two steps. In the first step an $\omega$ meson will be produced via quasi-free photoproduction. If the produced meson has a small momentum, then in the second step it can be absorbed by a nucleon and they will form a resonance which will decay to $\pi$-nucleon or $\eta$-nucleon pairs (in this analysis only protons are considered to participate in the conversion process):

$$
\begin{array}{lr}
\text { Production } \rightarrow & \gamma+{ }^{12} \mathrm{C} \rightarrow \omega+p_{1}+{ }^{11} \mathrm{~B} \\
\text { Conversion } \rightarrow & \omega+p_{2} \rightarrow \mathrm{~N}^{*} \rightarrow p_{3}+\left(\pi^{0} / \eta\right) \tag{3.17}
\end{array}
$$

(see also Figure 1.24). Assuming that the produced omega meson had a low momentum (prerequisite for the production of the bound omega) the momentum of the resonance ( $\mathrm{N}^{*}$ or $\Delta$ ) will be also low ${ }^{19}$. Thus the momenta of the decay products (proton and $\pi^{0}$ or $\eta$ ) should be roughly equal and they have to go roughly back-to-back in the laboratory frame (see Chapter 3.5.6).
Three kinematical constraints can be considered:

- the correlation between the two momenta,
- the correlation between the ejection angles,
- the expected mass of the resonance (invariant mass of the proton-pion pair) and the expected momentum of this resonance.

The measured quantity in a calorimeter is the kinetic energy of the particle ${ }^{20}$. To derive the momentum from the measured quantity, the mass of the registered particle also has to be used:

$$
p=E_{\mathrm{kin}} \cdot \sqrt{1+\frac{2 m}{E_{\mathrm{kin}}}}
$$

While - in a general case - only the charge state and the deposited energy is measured, the mass of the measured particle is not known. Consequently different kinetic energies can give the same momentum depending on the presumption about the type (mass) of the particles (see Section 3.5.6).

[^27]An other uncertainty in this analysis is the mass of the produced resonance. The only known kinematical quantity of this intermediate resonance is the mass that should be in the order of the sum of the masses of the nucleon and the $\omega$ meson. A recent publication [ $\mathrm{K}^{+} 08 \mathrm{a}$ ] claims that the most dominant contribution to the $\omega$ photoproduction is originated from the $\mathrm{P}_{13}(1720)$ resonance. This resonance has a large width of $115-275 \mathrm{MeV}\left[\mathrm{N}^{+} 10\right]$.
Using the two quantities and assuming that the mass of the bound $\omega$ meson is decreased by the binding energy, the mass constraints for the intermediate resonance is set to $1.4 \mathrm{GeV} / \mathrm{c}^{2} \leq \mathrm{m}_{N^{*}} \leq$ $1.8 \mathrm{GeV} / \mathrm{c}^{2}$.

### 3.3. Offline analysis chain

At this point the calibrated and preselected data ( $3 \leq$ Number of PEDs per events $\leq 9$ ) is sorted into containers as four-vectors ${ }^{21}$. Every container holds particles from only one detector. The final goal is to have one container for the charged hits (proton candidates), one for the final-state meson candidates ( $\pi^{0} \gamma \mathrm{~s}$ or $\gamma \gamma$ depending on the type of the analysis) and a third one for the beam. To reach this goal the following analysis chain was used (see Figure 3.25):

1. The first step is to find the hits which are in time-coincidence with respect to each-other. To suppress the time-accidentals, strict coincidence cuts were applied in all detectors (see Section 3.2.3)
2. It was observed earlier that continuous electromagnetic noise (electron-positron pairs) was registered at the very backward region of the CB. To avoid the influence of these particle showers, all hits in the very backward region of the Crystal Barrel were rejected (see Figure 3.24).
3. In this analysis the protons which are registered in the MiniTAPS detector have a more significant role (see Figure 3.31). To reduce the effect of the background of charged particles (typically charged pions, electrons and positrons) in the forward direction, an aerogel Cherenkov detector was used (see Section 2.3). If the Cherenkov detector fired in coincidence with the MiniTAPS detector, the whole event was rejected (see Figure 3.16).
4. After arranging the hits according to their charge state, only events were selected in which exactly the required number of charged and neutral hits are registered. The neutral hits are treated as photons and the charged hits as protons.

Those events which fulfill all the listed conditions are stored, and the final analysis was performed only on this event-sample. The advantage of this gradual event-selection is that the final analysis runs only on a very small subset of the data, so it is quick ${ }^{22}$.

### 3.3.1. Kinematical cuts on the neutral decay channel of the $\omega$ meson

The filtered dataset contains 3 neutral hits and one charged hit. In order to reduce the background the following cuts were used:
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Figure 3.24.: Registered number of particles (both charged and neutral) as a function of the polar angle in the lab system. The increased yield to forward angles (small $\Theta$ corresponds to the beam direction) is due to the Lorentz boost. At backward angles electromagnetic noise can be seen from the beampipe. All signals from the most backward angles were discarded.


Figure 3.25.: The data are processed sequentially:
First the reconstruction and the preselection are made. After "filtering" the preselected data, only a specialized event class is stored which will be processed further. The final analysis runs more than 50 times faster if only the filtered event class is processed, compared to the processing time of the raw data.

- Cut on the two-gamma invariant mass around the mass of the $\pi^{0}$ is necessary for reconstructing an $\omega$ meson (see Chapter 3.2.5).
- The incident beam energy is restricted to $1250 \mathrm{MeV}<\mathrm{E}_{\gamma}$.

The limit is defined by the tagger: the scalers below this energy were not working reliably, so a cross section measurement would not be impossible.

- The energy of the photon in the final state which did not belong to the $\pi^{0}$ had to be larger than 200 MeV . This cut strongly reduces the background, primarily in the low $\pi^{0} \gamma$ invariant mass region.
- The kinetic energy of the $\pi^{0}$ in the $\pi^{0} \gamma$ final state had to be larger than 150 MeV . This cut suppresses the influence of distorted events due to a final state interaction of the $\pi^{0}$ (see Figure 1.23).
- In quasi-free photoproduction of the $\omega$ meson the knocked-out proton can have such a high energy that it will be minimum ionizing and its energy-momentum vector cannot be fully reconstructed. However, assuming that the target nucleon was in rest, the four-vector of the knocked out particle can be calculated. This calculated particle is called missing particle and its mass is the missing mass.

In the reaction $\gamma^{12} C \rightarrow \omega p^{11} B$, the knocked-out particle is the proton, so the missing mass have to be the mass of the proton.
A cut on the missing mass around the proton mass ( $m_{\text {proton }} \pm 150 \mathrm{MeV} / \mathrm{c}^{2}$ ) was applied to reduce the influence of the events with 4- $\gamma$ final state (see Figure 3.26).


Figure 3.26.: Missing mass as a function of invariant mass of the $\pi^{0} \gamma$ for simulated $\omega$ events (a) and for measured data (b). A strong contribution of the background events can be seen at larger missing masses than the $\mathrm{m}_{\text {proton }}$ and at smaller invariant masses than $\mathrm{m}_{\omega}^{P D G}$.

- Events were accepted if the charged hit was registered in the MiniTAPS.

In this setup the MiniTAPS detector is the most suited to identify protons TOF measurement (see Figure 3.17 and Figure 3.18c). The MiniTAPS covers the most forward angles, and if protons go to very forward angles the possibility to produce slow omegas in coincidence is large (see Figure 3.31).

- In order to ensure that the registered charged hit in the MiniTAPS was a proton, a cut around the proton-band was applied (as it is described in the Figure 3.17).

The effect of these cuts on the invariant mass spectrum is summarized on the Figure 3.27.


Figure 3.27.: The invariant mass spectrum of the 3-photon events of the measured data after every used cuts.

### 3.4. Simultaneous fit of the $\mathbf{m}_{\pi^{0} \gamma}$ and the $\mathbf{E}_{\pi^{0} \gamma}-\mathbf{m}_{\omega}^{P D G}$ distributions

The signature of a bound mesic state is a non-vanishing yield on the negative side of the kinetic energy ( $E_{\text {meson }}-m_{\text {meson }}^{P D G}$ ) histogram (see Figure 1.18). In the same time the attractive potential that binds the $\omega$ meson in the nucleus will shift the mass of the meson downward. This modification of the mass of the $\omega$ could be visible in the invariant mass spectrum. Plotting the above mentioned quantities against each other we got a two dimensional representation of the data (see Figure 3.28).
A fit can be used which handles both distributions simultaneously using the fitting functions:

$$
\begin{align*}
& \mathrm{f}_{\mathrm{X}}=\mathrm{A}_{\mathrm{X}} \cdot \operatorname{Bckg}_{\mathrm{X}}+\mathrm{B}_{\mathrm{X}} \cdot \operatorname{Novo}\left(\mathrm{~m}_{0}, \sigma, \text { tail }\right)  \tag{3.18}\\
& \mathrm{f}_{\mathrm{Y}}=\mathrm{A}_{\mathrm{Y}} \cdot \operatorname{Bckg}_{\mathrm{Y}}+\mathrm{B}_{\mathrm{Y}} \cdot \operatorname{Omega}, \tag{3.19}
\end{align*}
$$

where $f_{\mathrm{X}}$ is the fitting function of $m_{\pi^{0} \gamma}$ invariant mass distribution (the projection onto the "invariant mass" axis) and $f_{\mathrm{Y}}$ is the fitting function of the $E_{\pi^{0} \gamma}-m_{\omega}^{D P G}$ kinetic energy distribution (projection onto the "kinetic energy" axis).

The background content of the fit $\left(\mathrm{Bckg}_{\mathrm{X}, \mathrm{Y}}\right)$ was derived from events with four registered photons. All the 3-photon combinations were filtered according to section 3.3.1, and finally the invariant mass and the kinetic energy of the reconstructed $\pi^{0} \gamma$ systems were filled to histograms and normalized to unity. On the invariant mass spectrum the yield of the quasi-free $\omega \mathrm{s}$ (Novo ( $\mathrm{m}_{0}, \sigma$, tail ) ) was determined by a Novosibirsk function fit (see Equation 3.7). The kinetic energy distribution in the given momentum bin was simulated by GEANT. This simulated distribution was fitted to the data (Omega). Since both the background and the signal should give the same yield in the two projections (and all the Bckg ${ }_{X, Y}$, Novo, Omega are normalized) the following equalities should be fulfilled:


Figure 3.28.: (a): A visualization of the 2D representation of the data. The background yields in the projections are equal. (The signal yields are equal, too.)
(b): The 2 D representation of the data after the mentioned cuts. Finally cuts were made on the momentum of the reconstructed data. The cuts are also shown on the plot.

$$
\begin{align*}
& \mathrm{A}_{\mathrm{X}}=\mathrm{A}_{\mathrm{Y}}=\mathrm{A}  \tag{3.20}\\
& \mathrm{~B}_{\mathrm{X}}=\mathrm{B}_{\mathrm{Y}}=\mathrm{B} \tag{3.21}
\end{align*}
$$

The $\chi^{2}$ functions are:

$$
\begin{align*}
\chi_{\mathrm{X}}^{2} & =\sum_{x_{i}}\left(\frac{\operatorname{Data}\left(x_{i}\right)-f_{\mathrm{X}}\left(x_{i}, A, B, m_{0}, \sigma, \text { tail }\right)}{\sigma_{x_{i}}}\right)^{2}  \tag{3.22}\\
\chi_{\mathrm{Y}}^{2} & =\sum_{y_{i}}\left(\frac{\operatorname{Data}\left(y_{i}\right)-f_{\mathrm{Y}}\left(y_{i}, A, B\right)}{\sigma_{y_{i}}}\right)^{2} \tag{3.23}
\end{align*}
$$

where the errors $\left(\sigma_{x, y}\right)$ contain the statistical fluctuation of the Data, the Bckg and the Omega distributions. Finally a new $\chi^{2}$ function has to be constructed which will be minimized:

$$
\begin{equation*}
\chi^{2}=\chi_{\mathrm{X}}^{2}+\chi_{\mathrm{Y}}^{2} \tag{3.24}
\end{equation*}
$$

### 3.5. Simulation

An important part of the analysis is to reconstruct events that are generated by only one type of reaction (in contrast to reality, where other reactions also contribute, as it was discussed earlier
(Section 3.2.4))
Using Monte Carlo (MC) simulations is a common method in the middle and high energy physics to model reaction kinematics (event generators) and track the generated particles through the detector (particle tracking). While the type of the event generators can be different, depending on the type of the studied physics, energy range and so on, the GEANT ${ }^{23}$ software package became 'de facto' standard in the medium and high energy physics for particle tracking.

Two different types of MC simulation were used to study the bound mesic states. In the first step only a rough simulation was performed with certain simplifications (see Section 3.5.1). This is called kinematic simulation here.
A dedicated code, the RelKineCal (see the Appendix E) ${ }^{24}$, was developed to solve the two-body kinematics problem. The production of $\omega$ meson in quasi-free reaction was studied with this code. To generate phase-space decays the GENBOD [Jam68] and its descendant the TGenPhaseSpace routines were applied. The RelKineCal together with the TGenPhaseSpace gives possibility to simulate complicated reaction chains quickly.
The other type of MC simulations - so called full simulation - includes not only the kinematics but the full particle propagation in the detector material (see Chapter 3.5.2).

### 3.5.1. Simulation of the kinematics

First, the results of the simulations will be shown where only the kinematical equations are solved for the "2-body kinematics" problem (see Appendix E) and no particle tracking is applied. This type of simulation is much faster than the GEANT simulation, but introduces a set of simplifications:

- the beam energy is equally distributed between 800 and 3000 MeV ,
- the cross section of the photoproduction of the $\omega$ does not depend on its direction,
- every generated particle can be reconstructed with $100 \%$ efficiency,
- the detectors have infinitely good energy resolution.

Originally Toki and Yamazaki suggested to use recoilless meson-production to find bound mesic states [TY88]. The recoilless kinematics is a special case of the quasi-free kinematics. If the knocked-out particle (on which the meson was produced) takes the full momentum of the beamparticle, the meson will be produced at rest in the laboratory system (see Figure 3.29). The full momentum of the beam-particle will be transferred to the nucleon at one given beam-energy which depends on the mass of the created meson, the beam-particle and the knocked-out particle. In this case, when the full momentum is transferred to the knocked-out proton, it must propagate into the direction of the beam $\left(\Theta_{\text {proton }}=0^{\circ}\right)$. The importance of the recoil-free dynamics was demonstrated by the discovery of the deeply bound pionic states in heavy nuclei in $\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ reaction $\left[\mathrm{SFG}^{+} 04\right]$. The momentum-transfer to the produced mesons is shown as a function of the photon-beam energy in Figure 3.29. In this calculation the target nucleon is assumed to be at rest. This approximation is not correct for nuclear targets like ${ }^{12} \mathrm{C}$ where all nucleons carry Fermi momentum. In a realistic simulation this effect has to be taken into account. For nuclei heavier than deuterium, the Fermi momentum distribution of the nucleons can practically be described with the same function
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Figure 3.29.: Recoilless photoproduction of mesons on ${ }^{12} C$.
Calculation of the momentum transfer as a function of the photon beam energy is shown for the $\eta$ and $\omega$ mesons. Different ejection angles of the proton in $\omega$ meson production is also taken into account.
[Lug07] (the used momentum distribution is illustrated in Figure 3.33a). As a consequence of the smearing effect by the Fermi momentum of the nucleons, the momentum of the produced meson will not have a sharp minimum at 2.75 GeV anymore, but slow $\omega$ s can be produced by almost the whole used energy range of the beam. This is demonstrated by Figure 3.30.

With the present setup, protons can not be registered for $\Theta_{\text {proton }}<1^{\circ}$, because in this direction a hole is left in the MiniTAPS detector where the photons leave the setup that did not generate reactions (see Figure 2.12). If a proton goes into this direction it will not be registered, thus the reaction cannot be identified. If a proton is registered, this implies that not the full momentum of the beam was transferred to the knocked-out proton, but some momentum was transferred to the produced meson, too. This would imply that the average momentum of the produced mesons is somewhat higher compared to the mesons which were produced in coincidence with a proton going in beam direction $\left(\Theta_{\text {proton }}=0^{\circ}\right)$. Due to the smearing effect of the Fermi momenta this does not affect the momentum distribution of the $\omega \mathrm{s}$ (Figure 3.30, 3.31d).

The energy of the knocked-out proton will correspondingly larger with smaller $\omega$ momenta in laboratory system. Larger energy corresponds to a smaller TOF. The energy of protons cannot be measured properly in a calorimeter, because they become a minimum ionizing particle in case they have large enough energy. However, due to the relatively large distance between the target and the MiniTAPS detector, the TOF can be measured. This is illustrated on the Figure 3.32.


Figure 3.30.: The effect of the Fermi momentum on the $\mathrm{p}_{\omega}-\mathrm{E}_{\mathrm{beam}}$ correlation.
The pink plot shows the result of the calculation without Fermi-smearing. The proton is knocked out to the $\Theta_{p}<1^{\circ}$ direction.
The red distribution shows the result also without Fermi smearing but the proton goes into the $1^{\circ}<\Theta_{p}<10^{\circ}$ direction (this is the $\Theta$-range covered by the MiniTAPS) The gray plot shows the same situation as the pink one, but the target nucleon carries Fermi momentum.
The black plot shows a calculation with Fermi-distribution and the proton going into the $1^{\circ}<\Theta_{p}<10^{\circ}$ direction.
The plot shows two different branches of the produced mesons with a separation around $\mathrm{p}_{\omega}=500 \mathrm{MeV} / \mathrm{c}$. The two branches correspond to the mesons which are going "forward" (into the direction of the beam) and "backward" (opposite to the beam direction) in the Center of Mass (CM)-system.

### 3.5.2. Particle tracking with GEANT

In the real measurement the earlier mentioned constraints do not hold because

- beam energy has a $N \sim E^{-1}$ dependence (see Chapter 2.1.2 ),
- the cross section of the $\omega$ photoproduction does depend on the direction of the ejected $\omega$ (see Figure 3.33b),
- the detector setup has finite acceptance and detection efficiency (see Chapter 3.6),
- the detectors have finite energy resolution (see Equations 2.11 and 2.12),

The full simulation with GEANT takes these effects into account. In GEANT the correct geometry of the experimental setup is implemented with dimensions, relative locations and detector materials identical to the real setup. The GEANT code calculates the interactions between the


Figure 3.31.: The correlation between the momentum of the $\omega$ and the $\Theta$ angle of the knocked-out proton for given beam energy ranges.
The upper two figures show kinematical simulations. The light-colored part of the plot shows the solution of the equations when the proton is going forward in the CM system.
The detector resolution plays only a minor role.
generated particles and the detector materials (including "dead materials ${ }^{25}$ ") It is also possible to simulate the read-out chain (digitization, read-out noise, etc.). Finally the output is stored in the same format (list-mode data) as the measured data and they can be processed by the same analysis code, but in the simulated one it is exactly known which reactions were contributing.
The most general use of the GEANT is to determine the acceptance of the setup and the detection efficiency (see Section 3.6) of the given reaction for cross-section measurement, but it is also used to tune reconstruction algorithms (see for example chapters 3.2 .1 or 3.2.2), and can be used to determine better kinematical cuts.

[^30]

Figure 3.32.: The Time of Flight of the forward going proton as a function of the momentum of the produced $\omega$ meson. The simulation shows that the majority of the produced $\omega$ mesons are in coincidence with a fast proton with small ToF (large kinetic energy).

### 3.5.3. Event generators

The N -body phase-space integral is defined by

$$
\begin{equation*}
R_{n}=\int^{4 n} \delta^{4}\left(P-\sum_{j=1}^{n} p_{j}\right) \prod_{i=1}^{n} \delta\left(p_{i}^{2}-m_{i}^{2}\right) d p_{i}^{4} \tag{3.25}
\end{equation*}
$$

where $P$ denotes the total four-vector of the n-body system, $p_{i}$ are the four-vectors of the individual particles and $m_{i}$ are the masses of the particles [ $\left.\mathrm{N}^{+} 10\right]$. The spectrum of any kinematic parameter is given by

$$
\begin{equation*}
f(\alpha)=\frac{d}{d \alpha}\left(|\mathcal{M}|^{2} R_{n}\right) \tag{3.26}
\end{equation*}
$$

where $\mathcal{M}$ is the matrix element describing the reaction between the particles. If there is no interaction between the outgoing particles then $|\mathcal{M}|^{2}=1$, and all the spectra are given by the phase-space alone [Jam68]. In GEANT only one event generator is available, where $|\mathcal{M}|^{2}=1$. This type of event generator is called Phase-Space generator.
A phase-space generator is not sufficient to reproduce the photoproduction of $\omega$ mesons on a nuclear target, because it does not include the

- angular distribution of $\omega$ mesons in the quasi-free photo production and
- Fermi motion of the target nucleons (the Fermi momentum distribution is taken from [RL95]).

The angular distribution of the produced $\omega$ meson which was used in the simulation follows a $\Theta$-distribution derived from an analysis of the differential cross-section measured for deuterium [Hje09].


Figure 3.33.: The angular distribution of the $\omega$ (a) and the Fermi momentum distribution of the target-proton (b) which was used in the simulation

In the calculation of the reaction kinematics it is assumed that the production of the meson takes place on one of the nucleons (this nucleon is called participant nucleon), whereas the others are treated as spectators and stay intact during the interaction (impulse approximation [PZ02]). The participant nucleon (labeled by " n ") carries Fermi momentum, so its energy is

$$
\begin{equation*}
E_{n}=\sqrt{\left(m_{n}\right)^{2}+\left(p_{f}\right)^{2}} \tag{3.27}
\end{equation*}
$$

and the available energy in the center-of-momentum frame (CM) can be calculated:

$$
\begin{equation*}
\sqrt{s}=\sqrt{\left(P_{\gamma}+P_{n}\right)^{2}}=\sqrt{\left(E_{\gamma}+E_{n}\right)^{2}-\left(E_{\gamma} * \hat{\mathbf{e}_{\mathbf{z}}}+\overrightarrow{\left.p_{f}\right)^{2}}\right.} \tag{3.28}
\end{equation*}
$$

where, $P_{\gamma}$ and $P_{n}$ are the four-vectors of the incoming photon and the participant nucleon, respectively. In the initial state the nucleus is in rest, so its energy is given by its mass, $m_{12} C$. The participant nucleus carries momentum $\overrightarrow{p_{f}}$ and the spectators carries negative momentum $-\overrightarrow{p_{f}}$. Assuming the reaction takes place on a proton. In this case the energy-balance can be written as

$$
\begin{equation*}
m_{12} C=\sqrt{\left(m_{p}\right)^{2}+\left(\overrightarrow{p_{f}}\right)^{2}}+\sqrt{\left(m_{11 B}\right)^{2}+\left(\overrightarrow{p_{f}}\right)^{2}}, \tag{3.29}
\end{equation*}
$$

where $m_{p}$ is the mass of the proton and $m_{11_{B}}$ denotes the mass of the spectator, respectively. It can be seen that the balance is fulfilled with $\overrightarrow{p_{f}}=0$ only (the binding energy is ignored here). Energy can, however, be conserved via putting the mass of the proton off-shell [Bug75]. This consequently modifies the energy of the participant nucleon:

$$
\begin{equation*}
E_{n}^{\prime}=m_{12} C-\sqrt{\left(m_{11}\right)^{2}+\left(\overrightarrow{p_{f}}\right)^{2}} \tag{3.30}
\end{equation*}
$$

The available energy is also modified:

$$
\begin{equation*}
\sqrt{s^{\prime}}=\sqrt{\left(P_{\gamma}+P_{n}\right)^{2}}=\sqrt{\left(E_{\gamma}+E_{n}^{\prime}\right)^{2}-\left(E_{\gamma} * \hat{\mathbf{e}_{\mathbf{z}}}+\overrightarrow{p_{f}}\right)^{2}} . \tag{3.31}
\end{equation*}
$$

### 3.5.4. Background channels of the neutral decay channel of the $\omega$ meson

Three types of background are considered:

- Due to particle losses and merged events (see Section 3.2.4), events with originally higher particle multiplicities can appear in the studied channel (for example $\gamma A \rightarrow \pi^{0} \pi^{0} p(A-1$ ), $\gamma A \rightarrow \pi^{0} \eta p(A-1)$ ). Excited hadronic states can decay into $4 \gamma$ final states via $\pi^{0} \pi^{0}$ or $\pi^{0} \eta$ with high branching ratios. The largest fraction of the background of the studied reaction channels stems from this kind of sources.
- Due to split-offs (see Section 3.2.4), events with originally lower particle multiplicities can appear in the studied channel (for example $\gamma A \rightarrow \pi^{0} p(A-1), \gamma A \rightarrow \eta p(A-1)$ ). In these channels not only photons can generate split-offs (with low energy, which could be removed by a higher threshold setting), but a proton also can generate additional hits.
- If a neutron will be identified as a photon (it will not fire the veto detectors, but deposits energy in the crystals) and a $\pi^{+}$will be identified as a proton (will fire the veto detector and deposits energy in the crystals), in this case the final state of the $\gamma A \rightarrow \pi^{+} \pi^{0} n$ channel also can be misidentified as $\gamma \gamma \gamma+p$ in the final state.

These possible background channels were studied using GEANT simulations. To visualize the result, a two-dimensional representation of the invariant masses is shown, where on the $X$-axis the invariant mass of the three-photon combination, on the $Y$-axis all two-photon invariant masses ${ }^{26}$ are plotted, respectively.

|  | Fermi Motion | $\Theta_{\omega}$ distribution |
| :---: | :---: | :---: |
| Signal | $\mathbf{X}$ | $\mathbf{X}$ |
| Background | $\mathbf{X}$ | - |

Table 3.6.: The $\omega \rightarrow \pi^{0} \gamma$ channel was simulated with the Fermi motion of the target nucleon, the $\Theta$ dependence of the photo-production of the $\omega$ was taken into account.
In the case of the background channels only the Fermi momentum distribution of the target nucleons was modeled.

The projection onto the three-photon invariant mass axis is shown in the region where the twophoton invariant mass falls to the pion-mass range ( $110 \mathrm{MeV} / \mathrm{c}^{2} \leq m_{\gamma \gamma} \leq 160 \mathrm{MeV} / \mathrm{c}^{2}$ ). Without using any cuts all the background channels, except the $\gamma A \rightarrow \pi^{0} \eta p(A-1)$, channels show smooth distributions without structures (see the Figure 3.34.). These background contributions can be parameterized and be removed. The $\pi^{0} \eta$ channel behaves differently. If it was known which two photons come from the decay of the $\pi^{0}$ and which from the $\eta$ then the produced background distribution would be structureless (see Figure 3.35), smooth, which also can be fitted and removed. In reality this is not always the case.
The combinations where the two photons originate from different mesons can be identified as a real $\pi^{0}$ by their invariant mass (see Appendix F). This wrong combination leads to a structure in the "two-gamma versus three-gamma" plane (see Figure G.3a), and appears as a distinct peak in the projection on the 3-photon invariant mass axis if a cut is made around the $\pi^{0}$ mass on the two-gamma invariant mass axis (see Figure G.3c).
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Figure 3.34.: The plot illustrates the simulates background channels where 3 neutral hits were registered in the final state. The figures shown the invariant masses of the registered three neutral hits (treated as photons), where the invariant mass of two neutral hits gives the mass of the $\pi^{0}$ meson. (See the text for details.)

After the used analysis cuts (including the momentum cut $p_{\pi^{0} \gamma}<300 \mathrm{MeV} / \mathrm{c}$ ) the $\gamma A \rightarrow \pi^{0} \pi^{0} p(A-$ 1) and $\gamma A \rightarrow \pi^{0} \eta p(A-1)$ channels give broad distributions which reaches its maximum on the negative side of the kinetic energy distribution (see Figure H.3, H.4) where the signal of the bound $\omega$-mesic nucleus is expected (see Figure 1.21). During the fitting procedure, these distributions are derived from events with four photons (see Section 3.4).


Figure 3.35.: Kinematical simulation (no detector acceptance or detector resolution was taken into account) to illustrate the problem of the reconstruction of the $\pi^{0} \eta$ background channel. If the gammas which were identified as the decay products of the $\pi^{0}$ come from a "real" $\pi^{0}$, then the resulting background is smooth (blue line). If those gammas are not coming from a "real" $\pi^{0}$, then the resulting background is sharply peaking (red line). In reality we always observe the sum of the two distributions (black line). (For more details see the text and the Appendix F).


Figure 3.36.: Both the $\pi^{0} \eta \rightarrow 4 \gamma$ and the $\eta \rightarrow 2 \gamma$ channels show a band-like structure on the twogamma invariant mass vs. three-gamma invariant mass histogram. This structure appears as a peak on the three-gamma invariant mass spectrum.

The single $\pi^{0}$ production shows a smooth $m_{\pi^{0} \gamma}$ distribution on the Figure 3.34e. However, applying the earlier listed cuts (see Section 3.3.1) an increased yield appears at around $600 \mathrm{MeV} / \mathrm{c}^{2}$ which yield can interfere with the expected signal (see Figure 3.38a).
The single $\eta$ production does not shows a $\pi^{0}$ peak on the $\mathrm{m}_{\gamma \gamma}$ spectrum and the $\mathrm{m}_{\pi^{0} \gamma}$ projection also shows an increased yield at around $600 \mathrm{MeV} / \mathrm{c}^{2}$ (see Figure 3.38b).
The simulations above show only the shape of the different background channels which contribute to the $\pi^{0} \gamma$ invariant mass spectrum. The strength of the mentioned channels were studied using GiBUU simulations as an event generator and the generated particles were tracked by GEANT.


Figure 3.37.: Invariant mass distributions of the $\pi^{0} \gamma$ events coming from $\pi^{0} \pi^{0}$ (a) and $\pi^{0} \eta$ (b) events after loosing one photon. The filled gray distribution shows the distribution after applying all the analysis cuts (see Section 3.3.1) included the momentum cut $p_{\pi^{0} \gamma} \leq 300 \mathrm{MeV} /$ c. The color code is described in the Appendix H.


Figure 3.38.: Invariant mass distributions of the $\pi^{0} \gamma$ events coming from $\pi^{0}$ (a) and $\eta$ (b) events after a split-off. The filled gray distribution shows the distribution after applying all the analysis cuts (see Section 3.3.1) included the momentum cut $p_{\pi^{0} \gamma} \leq 300 \mathrm{MeV} / \mathrm{c}$. The color code is described in the Appendix H.

The GiBUU is an unified transport framework in the MeV and GeV energy regimes for

- elementary reactions like
- electron + A
- photon + A,
- neutrino +A ,
- hadron +A (especially pion +A and proton +A$)$
- and for heavy-ion collisions.

The time-propagation of particles is modeled within a Boltzmann-Uehling-Uhlenbeck (BUU) framework. Mesons and baryons propagate in mean fields and scatter according to cross sections which are tuned to the energy range of 10 MeV to more than 10 GeV . The omega signal
and the contribution of the discussed channels is shown in the Figure 3.39 In addition, the same structures can be seen in the analyzed data (see Figure G.7)


Figure 3.39.: $\mathrm{m}_{\pi^{0} \gamma}$ invariant mass spectra for different reaction after registering only 3 photons in the final state simulated with the GiBUU event generator and reconstructed by GEANT3 [Fri10, Nan10]

### 3.5.5. Background rejection techniques

As it was be discussed earlier (See Chapter 3.5.4), there are several background channels contributing to the studied reaction channel of $\omega \rightarrow \pi^{0} \gamma \rightarrow 3 \gamma$.

- The majority of the background events comes from reactions with 4 photons in the final state.
- A large fraction of this type of background originates from double neutral pion production where one photon is lost. This contribution is taken into account by the fitting method (See Chapter 3.4).
- The $\pi^{0} \eta$ channel is removed by using a sideband subtraction technique.
- Single meson production ( $\pi^{0}$ and $\eta$ ) can partly removed by using a sideband subtraction technique (the $\eta$ channel) or using additional kinematical cuts (primarily the $\pi^{0}$ channel).


## Sideband subtraction

If an $\eta$ meson is involved in the detected reaction (single $\eta$ production or $\pi^{0} \eta$ channels) it can occur that one additional neutral hit will be detected besides the photons from the decay of the $\eta$. This can happen in the $\pi^{0} \eta$ channel when one photon from the decay of the $\pi^{0}$ is paired to the $\eta$ and the other photon from the $\pi^{0}$ is not registered (See the Appendix F for details) or one of the final state photons or the proton splits off in case of single $\eta$ production. This type of artifacts show up as a continuous diagonal band (See Figure 3.36) on the two-photon invariant mass versus three-photon invariant mass plane. To reduce this structure and to suppress the combinatorial background, a
sideband subtraction technique was applied ${ }^{27}$.
This method based on the assumption that the background contribution under the Signal can be derived from the regions outside of the Signal using an interpolation between the side-bands. The procedure is the following:
A projection is made onto the $\mathrm{m}_{\gamma \gamma}$-axis in the range $500 \mathrm{MeV} / \mathrm{c}^{2}<\mathrm{m}_{\gamma \gamma \gamma}<700 \mathrm{MeV} / \mathrm{c}^{2}$. The Signaland the Sideband regions are set in this projection according to Figure 3.40. The region of the Signal is set on the $\pi^{0}$ mass $\left(110 \mathrm{MeV} / \mathrm{c}^{2}<\mathrm{m}_{\gamma \gamma}<110 \mathrm{MeV} / \mathrm{c}^{2}\right)$ and the Sideband regions is set close to the $\pi^{0}$ peak on both sides $\left(40 \mathrm{MeV} / \mathrm{c}^{2}<\mathrm{m}_{\gamma \gamma}<90 \mathrm{MeV} / \mathrm{c}^{2}\right.$ and $\left.170 \mathrm{MeV} / \mathrm{c}^{2}<\mathrm{m}_{\gamma \gamma}<220 \mathrm{MeV} / \mathrm{c}^{2}\right)$. The background contribution under the $\pi^{0}$ peak is estimated by fitting the whole spectrum with a Novosibirsk peak function (See Equation 3.7) and a $\exp \left(a+b x+c x^{2}\right)$ background function between $30 \mathrm{MeV} / \mathrm{c}^{2}$ and $250 \mathrm{MeV} / \mathrm{c}^{2}$.


Figure 3.40.: (a) In the two-photon invariant mass spectrum the $\pi^{0}$-peak $\left(110 \mathrm{MeV} / \mathrm{c}^{2}<\mathrm{m}_{\gamma \gamma}<\right.$ $110 \mathrm{MeV} / \mathrm{c}^{2}$, red shaded area) and the sideband $\left(40 \mathrm{MeV} / \mathrm{c}^{2}<\mathrm{m}_{\gamma \gamma}<90 \mathrm{MeV} / \mathrm{c}^{2}\right.$ and $170 \mathrm{MeV} / \mathrm{c}^{2}<\mathrm{m}_{\gamma \gamma}<220 \mathrm{MeV} / \mathrm{c}^{2}$, blue shaded area) is shown.
(b) The 3-gamma invariant mass spectra for the $\pi^{0}$-peak (red curve) and the sideband (blue curve) and the difference between them (black curve).
The sideband subtraction technique was used in the analysis of the neutral decay channel ((a), (b)) and also in the analysis of the conversion channel (c).

[^32]After filling the spectra under the condition that the invariant mass of the two photons falls into the Signal region and a different one when the invariant mass of the two photons falls into the Sideband region, the two spectra can be subtracted from each other following equation 3.13.
In the difference spectrum the structure due to the $\pi^{0} \eta$ channels cannot be seen, while the $\omega$ signal remains unaffected (see Figure 3.40b).

The invariant mass spectrum of the two gammas in the conversion channels also has background which have to be removed (See Figure 3.40c).
The procedure is similar to the previously detailed method:

- events are separated according to the invariant mass of the two photons,
- both groups (Sideband and Peak) of the events will go through the analysis chain,
- the final histograms are filled in coincidence with the Peak and the Sideband region respectively,
- the weighted histograms are subtracted.


## Kinematical cuts

Probably the most "dangerous" channel is the $\gamma+p \rightarrow \pi^{0}+p$ channel where the third neutral particle is produced as an artifact. This channel has a very low production threshold (far below the tagged energy range), it has large cross section (See Figure 3.41) and the $\pi^{0}$ decays into two-photon final state with a branching ratio of $98.798 \%\left[\mathrm{~N}^{+} 10\right]$. Because only those events are studied where three neutral hits and a charged hit was registered, only roughly $5 \%$ of the neutral pion-events will be processed further. The $\gamma+p \rightarrow \pi^{0}+p \rightarrow 2 \gamma+p$ reaction can satisfy this multiplicity constraint if one photon generates a split-off or the proton generates an additional neutral hit.


Figure 3.41.: Integrated cross section of the contributing background channels and the signal channel in photoproduction on the proton $(\gamma+p \rightarrow \mathrm{X}+p)$ [Tho10].

After the cuts which were applied during the data analysis (See Section 3.3.1) a pronounced structure appears which reaches its maximum slightly above $600 \mathrm{MeV} / \mathrm{c}^{2}$ (See Figure 3.38). This contribution can not be removed by using the sideband subtraction technique, because this artifact emerges from the decay of a pion so the mass constraint for the pion mass will always be fulfilled and in the sidebands no additional structures will appear.
First, a study was performed to find the origin of this structure around $600 \mathrm{MeV} / \mathrm{c}^{2}$. Plotting the energy of each photon as a function of the invariant mass of the three registered neutral hits (treated as photons) there are two structures visible (See Figure 3.42).
The events where one photon splits off and produces a low-energetic "hit" will lead to a vertical band around the invariant mass of the pion (the invariant mass of this structure is slightly higher than the mass of the $\pi^{0}\left(141 \mathrm{MeV} / \mathrm{c}^{2}\right)$ and also its width is slightly larger than the width of the $\pi^{0}$ in this detector ( $14 \mathrm{MeV} / \mathrm{c}^{2}$ ).
The other pronounced structure is a diagonal band which starts around the invariant mass of the earlier discussed structure and with increasing energy of the photon produces larger and larger invariant masses. If the lower part of this 2 dimensional distribution is removed (cut on the energy of the bachelor photon), the remaining part of this diagonal band will produce the enhanced yield at around $600 \mathrm{MeV} / \mathrm{c}^{2}$ (See Figure 3.42).


Figure 3.42.: The correlation between the invariant mass of three photons and the energy of each photons. A vertical structure is visible due to photon split-offs (see the text for details). A diagonal structure can also be seen. If the lower part of the distribution is removed, as indicated by the white line, a peak-like structure will be produced via the remaining part of the diagonal structure.

An effort was made to remove this structure via additional kinematical cuts. This is necessary, because the contribution of this channel is not removed neither by sideband subtraction (see the discussion above) nor by the fitting method (where background is derived from 4-photon final states).
To reject these events the following cuts were applied:

- A standard procedure to reduce the influence of photon generated split-offs is to increase the detection threshold. This was applied in this analysis, too: whenever a neutral particle (photon) deposited less than 50 MeV energy, the whole event was rejected.
- If a split-off of a gamma happens, the hit which was generated by the split-off, should be close to the place of the original energy deposit of the (real) particle. This can be measured by the "opening angle" ${ }^{28}$ between the hits. All events were rejected where the opening angle between two photons (neutral hits) was less than $20^{\circ}$ and one of these photons had smaller energy than 100 MeV (eee Figure 3.43).


Figure 3.43.: GEANT simulation shows the correlation between the relative angle between neutral hit-pairs and the energy of the contributing photons in $\gamma+p \rightarrow \pi^{0}+p$ (a) reaction when three neutral- and a charged hit were registered. As a comparison the same correlation is shown for $\gamma+p \rightarrow \omega+p$ (b).

- If a split-off happens (either split-off of a photon or a proton) the correlations between opening angle between pair of photons and and the opening angle between the "third photon" (which was not used to produced the photon-pair) and the charged hit will show a maximum where both of these angles are small. This is a characteristic difference between real $\omega$ decay and $\pi^{0}$ decay and this region should be removed (see Figure 3.44).
- Proton-generated split-offs frequently occur when the proton hits the Forward Plug and the neutral hit from this split-off is registered in the MiniTAPS. To avoid the influence of these artifacts, all events where a photon is registered at less than $20^{\circ}$ were rejected.
- In addition, the originally proposed cuts on the energy of the bachelor photon and on the kinetic energy of the $\pi^{0}$ (see Section 3.3.1) are not used in order not to produce an artificial structure at invariant mass of roughly $600 \mathrm{MeV} / \mathrm{c}^{2}$.


### 3.5.6. Simulation of the conversion channels

As it has been mentioned, this reaction consists of two steps. In the first step a slow $\omega$ meson will be produced in quasi-free photoproduction. In the second step this meson will form a resonance

[^33]

Figure 3.44.: GEANT simulation shows the correlation between the relative angle between neutral hit-pairs and the opening angle between the third neutral hit and the charged hit. Characteristic difference can be seen between these planes in case of $\gamma+p \rightarrow \pi^{0}+p$ (a) and $\gamma+p \rightarrow \omega+p$ (b) events. (The simulation of the $\omega$ meson production includes a realistic angular distribution.)


Figure 3.45.: Simulation shows the effect of the kinematical cuts on the $\pi^{0}$ spectrum where an additional neutral hit was registered. The black histogram is the $\mathrm{E}_{\gamma}$ vs. $\mathrm{m}_{\gamma \gamma \gamma}$ distribution without any cut applied. The red dots shows the remaining distribution after the kinematical cuts applied in the analysis (See Section 3.3.1). The cyan dots show the distribution of the events after using the additional cuts listed above.
The overall yield of this type of events did not change dramatically, but the bumplike structure around $600 \mathrm{MeV} / \mathrm{c}^{2}$ was removed.
For more comparison, see the Appendix H.
with a nucleon. Finally the produced resonance will decay to $\pi^{0}$-proton or $\eta$-proton pairs (see Figure 1.24).
This reaction chain was simulated with GEANT using the following constraints:

- If the produced $\omega$ meson has momentum less than $500 \mathrm{MeV} / \mathrm{c}$, then the conversion is simu-
lated, otherwise a new event is generated.
- All participating nucleons carry Fermi momentum.
- The mass of the produced resonance $\left(\mathrm{N}^{*}\right.$ or $\Delta$ ) is between $1.4 \mathrm{GeV} / \mathrm{c}^{2}$ and $1.8 \mathrm{GeV} / \mathrm{c}^{2}$ (see Section 3.2.5).
- The resonance is produced only if it is allowed (the invariant mass of the proton- $\omega$ system is larger than the minimum allowed mass of the resonance).
- If there is enough energy to produce the resonance then the mass of the produced resonance will be randomly chosen within the mentioned range (flat distribution).

If the mentioned constraints are fulfilled, the final state particles (two protons and two photons) will be tracked.

The main goal of this simulation is a detailed study to clarify:

- What are the kinematical constraints for the reaction? Which cuts can be used?
- What is the effect of the holding structure of the CB detector on the detection of the proton?
- What is the effect of the misidentified charged particles on the identification of the reaction?


## Kinematical constraints and cuts

As it was described in the Section 3.2.5 three kinematical constraints have to be fulfilled to accept an event:

- there are two assumptions for the produced resonance:
- its mass should be between 1.4 GeV and 1.8 GeV ,
- it was produced by the absorption of a slow $\omega$ meson ( $\mathrm{p}_{\omega}<500 \mathrm{MeV} / \mathrm{c}$ ) and a proton which carries Fermi momentum (see Figure 3.33a),
- the correlation between the ejection angles,
- the correlation between the momenta of the decay products of the resonance.

The later two constraints explicitly depend on the first assumptions: a larger mass of the resonance would imply that the opening angle between the meson and the proton is closer to $180^{\circ}$ (second constraint) and their momenta are larger (third constraint).
A simple kinematical simulation will not necessarily give enough information about the correlated momenta of the proton and the meson (see the Section 3.5.6), but the opening angle distribution between them can be calculated (see Figure 3.46).

(a)

(b)

Figure 3.46.: Simulation of the conversion channel. The figure (a) shows the opening angle distribution between the proton and the $\pi^{0}$ under the conditions listed at the beginning of this chapter. The red line shows the result of the kinematical simulation, the black one represents a full particle tracking with GEANT. The figure (b) shows the correlation of momenta between the proton and the neutral pion.
The scatter plot and the black line show the result of a full particle tracking using GEANT. In comparison, the red dashed line dashed line represents the contour of the correlated momenta using a kinematical simulation, where the effect of the holding structure cannot be seen.


Figure 3.47.: GEANT simulation to demonstrate the effect of the holding structure on the reconstruction of the momentum of the protons. The red scatter plot shows the correlation between the real kinetic energy and the measured one (this is the measured quantity). The black one shows the correlation between the real momentum of the proton and its reconstructed momentum. Protons with small energy ( $\lesssim 90 \mathrm{MeV}$ ) will be absorbed in the holding structure of the detector, and will not reach the crystals. A proton with high energy ( $\gtrsim 400 \mathrm{MeV}$ ) will become a minimum ionizing particle and will not deposit all its kinetic energy in the detector material.

## Effect of the holding structure of the CB on the proton detection

It is a known effect that the Inner detector and the holding structure of the CB detector absorb low energetic electromagnetic background and also protons (see Section 2.2.2). As a consequence, charged particles either can not reach the crystals or their measured energy will be less than the original energy. This effect can be studied only with a full GEANT simulation (see Figure 3.47).

Protons with low momentum ( $p_{\text {generated }}<400 \mathrm{MeV} / \mathrm{c}$ ) will be fully absorbed. With higher momenta ( $400 \mathrm{MeV} / \mathrm{c}<\mathrm{p}_{\text {generated }}<1000 \mathrm{MeV} / \mathrm{c}$ ) there is an approximately linear correlation between the generated and the measured momenta. With even higher momenta ( $p_{\text {generated }}>1000 \mathrm{MeV} / \mathrm{c}$ ) the protons become minimum ionizing and the measured momentum will be smaller and smaller with increasing momentum of the proton, finally the measured momentum will be independent from the real momentum. It is worth to mention that protons (and also pions) generate nuclear reaction and the energy deposition by this secondary reaction gives a background to the correlation picture which was described above.
One of the cuts for identifying the conversion channel is the correlation between the momenta of the meson ( $\pi^{0}$ or $\eta$ ) and the proton from the decay of the intermediate resonance. A GEANT simulation was performed to study the momentum distribution of the proton and the $\pi^{0}$ from the decay of a resonance which was produced by the absorption of a slow $\omega$ meson by a proton which carries Fermi momentum.


Figure 3.48.: The correlation between the generated (real) and reconstructed proton momenta when the proton is produced by a conversion of the $\omega$ meson to a $\pi^{0}$-proton pair via resonance excitation and decay (see Section 3.2.5).

The simulation shows that the momenta of the protons for both studied decay channels ( $\pi^{0}$-proton and $\eta$-proton) are quite low, they do not reach the $1 \mathrm{GeV} / \mathrm{c}$ momentum (see Figures 3.48 and 3.49). In this momentum range the real momentum of the proton can be determined from its measured value.
On the other hand the momentum distribution of the proton in the $\eta$-proton decay channel has too low values, so significant part of the protons will be absorbed in the holding structure, and the event can not be reconstructed (see Figure 3.49).
Therefore in the final analysis only those events will be used where the produced resonance decays into $\pi^{0}$ and proton.


Figure 3.49.: The simulation shows the effect of the holding structure of the CB. The real polar angles and momenta of all generated particles is shown by the black scattered plots. Th red scattered plot shows them if they are registered (energy was deposited by them in the detectors).
If the excited resonance decays into $\eta$ and proton, most of the produced protons will not reach the detector, they will not be registered (b). In case of the resonance decays to $\pi^{0}$ and proton, the proton will have a larger average momentum and most of the protons will be detected (a).

## Effect of the misidentification of the charged particles

The capability of the experiment is quite limited to distinguish between different type of charged particles. If a charged particle arrives in the MiniTAPS then the charged particle can be identified via the correlation of its flight-time and its energy. The rest of the detectors are too close to the target for a time-of-flight measurement. As a result, if a single charged particle hits the setup, in a general case it cannot be known what type of particle it was.
This behavior produces lots of unavoidable background to this reaction channel. In the final state it is assumed to measure two photons (form a $\pi^{0}$ ) and one proton (in addition one more proton which goes forward and can be precisely identified). Because the experimental setup cannot identify which kind of charged particle hits the setup, also $\pi^{ \pm} \mathrm{s}$ and $\mathrm{e}^{ \pm} \mathrm{s}$ will be selected as possible final state particles. Using the kinematical constraints - the correlation between the momenta of the registered $\pi^{0}$ and the charged particle - do not lead to a reliable identification of the charged particles either.
The measured quantity in a calorimeter is the kinetic energy: $E_{\text {kin }}=E-m$. The cuts are made on the momentum of the particles. To derive the momentum from the kinetic energy, the mass of the particle has to be explicitly known in the calculation: $p=E_{k i n} \sqrt{1+\frac{2 m}{E_{\text {kin }}}}$. This misidentification leads to "fake" momenta for charged particles with the incorrect masses (see Figures 3.50 and 3.51).

### 3.6. Detection efficiency

The detection efficiency describes the probability for reconstructing a certain reaction from the final state particles. The detection efficiency can be constructed out of three more basic efficien-


Figure 3.50.: Simulation to demonstrate the effect of a misidentified charged particle in the proton detection. In the figure (a) $\pi^{+} \mathrm{s}$ were simulated and reconstructed. It can be seen that depending on the assumed mass the measured momentum is changing (black line: the mass of the particle is its nominal mass, blue line: the momentum distribution of the $\pi^{+}$assuming that the particle is a proton). For more details, see text.
In the figure (b) electrons were simulated and reconstructed. The color code is the same as in the other plot. Electrons are not contributing to the minimum ionizing peak.


Figure 3.51.: (a) Momenta of different charged particles (black: proton, brown: $\pi^{+}$, light blue: electron) when they are reconstructed as a proton. (b) The measured distribution shows a minimum ionizing peak in case of the proton and the $\pi^{+}$. Electron do not contribute to the minimum ionizing peak, they produce a stronger yield at higher momenta. Besides the minimum ionizing peak scattered events can be seen due to nuclear reactions.
cies:

- Detector acceptance: This quantity can be deduced from the geometrical setup of the detector. The detector acceptance gives the probability for detecting of a particle with certain properties (momentum, direction, type of particle, ...) in a given detector setup. For ex-
ample an $\omega$ meson potentially can be detected even if it goes towards an acceptance hole ${ }^{29}$, because the emission angle of decay products of the meson (three photons) are independent of the direction of the meson ${ }^{30}$.
- Detector efficiency: There are some properties of the detector that influence the detection efficiency. For example the finite CFD and LED thresholds cut off hits with low energies. This implies that particles which decay into at least one low energy particle cannot be reconstructed.
- Analysis efficiency: During the analysis of the data, it is necessary to set certain cuts which not only reduce the background channels, but also reduce the signal. When these cuts are used they always have to be set in such a way that the cuts should reduce the largest amount of background events while keeping the signal untouched as much as possible.


### 3.6.1. Determining the detection efficiency



Figure 3.52.: Efficiency of the reconstruction of the $\gamma+p \rightarrow \omega+p$ reaction as a function of the momentum of the $\omega$ meson. Only the neutral decay channel of the $\omega$ meson is considered, where it decays into the $3 \gamma$ final state.

To determine the detector efficiency a GEANT simulation was used. Since the detector geometry, the properties of the detector materials and the physical processes are included in the simulation package, the same behavior is expected in the simulation as in the real data. The detection efficiency of the $\omega$ meson via 3 photons in coincidence with a proton $\left(\epsilon_{\omega, p}\right)$ is given by the ratio of the reconstructed events and the generated events (see Figure 3.52).

$$
\begin{equation*}
\epsilon_{\omega, \mathrm{p}}=\frac{N_{\omega, \mathrm{p}}^{\text {reconstructed }}}{N_{\omega, \mathrm{p}}^{\text {generated }}} \tag{3.32}
\end{equation*}
$$

[^34]The efficiency generally depends on some kinematical value (momentum of the meson, beam energy, ejection angles of the knocked-out proton, and so on).

## 4. Results and discussion
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## Chapter summary

In this chapter the obtained results are presented.
First, the momentum distribution of the $\omega$ mesons produced via quasi-free photoproduction will be discussed. This result confirms the assumption that a slow $\omega$ meson can be produced in coincidence with a forward going proton (see Section 3.5.1).

After that the study of $\omega$-mesic states will be presented. A simultaneous fit of the kinetic energy $\left(E_{\pi^{0} \gamma}-m_{\omega}^{\mathrm{PDG}}\right)$ and the invariant mass histograms in different momentum bins gives the opportunity to clarify whether there is any non-zero yield above the background in the region $E_{\pi^{0} \gamma}-m_{\omega}^{\mathrm{PDG}}<0 \mathrm{MeV}$, as it was predicted theoretically (for example see Figure 1.18).

Finally, the analysis of those events will be presented where the $\omega$ meson is absorbed by a nucleon and the produced excited nucleon decays into proton- $\pi^{0}$ final state with a large relative angle between them. This channel gives an alternative tool to study the $\omega$-mesic nuclear state.

### 4.1. Momentum distribution of the photo-produced $\omega$ mesons

Theoretical considerations predict a binding energy between $\omega$ and a ${ }^{11} \mathrm{~B}$ nucleus $\left({ }^{12} \mathrm{C}\right.$ with one proton removed) of about 80 MeV [STT07]. This implies that a slow $\omega$ meson with a momentum smaller than $\approx 360 \mathrm{MeV} / \mathrm{c}$ can be bound. The prerequisite for the production of a bound mesic nucleus is that the momentum difference between the produced meson and the nucleus is less than this value.

In order to determine the momentum distribution of the $\omega$ meson the invariant mass spectrum of the reconstructed $\pi^{0} \gamma$ system was plotted for different momentum bins, and fitted by a skewed Gaussian (Novosibirsk function, see equation 3.7) on an $\exp (p o l 4)$ background, where the "pol4" denotes an ordinary polynomial of the fourth degree. The uncertainty of the fits were decreased by fixing the width and the skewness parameters of the Novosibirsk function $\left(\sigma=29.5 \mathrm{MeV} / \mathrm{c}^{2}\right.$, skewness=-0.18). The same procedure was repeated in different cases where the charged particle was registered in different parts of the setup. Because the Crystal Barrel, the Forward Plug and the MiniTAPS cover different polar ranges, the momentum distribution of the produced $\omega$ mesons can be mapped as a function of the $\Theta_{\text {charged }}$ (see Figure 4.1).


Figure 4.1.: Momentum distribution of $\omega$ mesons produced in quasi-free photoproduction. The different colors show the momentum distribution of the $\omega$ mesons when the knocked out protons are registered in different parts of the setup. The most probable value of the momentum distribution shows correlation with the polar angle of the knocked-out particle.

The kinematic calculations show that a very forward going proton can be an indication for an $\omega$ meson produced with low momentum (see Section 3.5.1). This assumption is proven here.
The positions of the most probable values of the distributions correlate with the covered polar angular range of the knocked-out protons and the smallest value is given by an $\omega$ meson in coincidence with a proton registered in the MiniTAPS $\left(1^{\circ} \leq \Theta_{p} \leq 10^{\circ}\right)$.
The rest of the analysis will use only the slow $\omega$ mesons registered in coincidence with a proton in the MiniTAPS.

The measured momentum distribution gives an interesting aspect to compare it to GiBUU simula-


Figure 4.2.: Momentum distribution of the $\omega$ mesons compared to GiBUU simulation. The simulated data was tracked through the setup using GEANT. The results of the measured momentum distribution and the GEANT-tracked GiBUU data can be compared directly. All histograms are normalized to the same area.
tions where different in-medium scenarios are simulated (see Figure 4.2).
In vacuum the mesons must have their nominal vacuum mass. If in the nuclear medium the mass of the meson is lowered compared its vacuum value then this mass difference have to be compensated from its kinetic energy if it goes from the nucleus to the vacuum. As a result, the momentum of the mesons have to be smaller than the momentum with which it was produced. Comparing the measured momentum distribution with GiBUU simulations, where different in-medium effects are simulated (Fermi motion, collisional broadening, mass shift and combination of these scenarios) information can be gained about the type of the interaction inside the nucleus.
Due to the poor statistics, no conclusion can be drawn about the in-medium behavior of the $\omega$ mesons using this analysis method.

### 4.2. Searching for bound $\omega$-mesic states

### 4.2.1. Back-to-back analysis

Monte Carlo simulation shows that charged particles which are misidentified as a proton (primarily $\pi^{ \pm}$) produce a peak in the momentum distribution (minimum ionizing peak, see Figure 3.51). To avoid the effect of these misidentified particles the analysis is performed only for events where $p_{\text {measured }}$ is smaller than $500 \mathrm{MeV} / \mathrm{c}$, i.e. only particles will be processed which are not minimum ionizing.
After cutting on the reconstructed momenta of the $\pi^{0}$ and the charged particles (see Figure 3.46), the events will be sorted according to the opening angle between $\pi^{0}$ and the charged particles. One histogram is filled with events having opening angle larger than 120 degree (signal), the other one is filled when the opening angle is between 90 and 120 degree (background, see Figure 3.46).
In order to avoid the effect of the different efficiencies of the tagger channels, the resulting histograms are normalized to the original tagger distribution. To observe the difference between the two distributions the two histograms were divided by each other. At higher energies (above 2.5 GeV ) the resulting ratio histogram has a big statistical uncertainty ${ }^{1}$. Between 1.5 GeV and
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Figure 4.3.: One proton was registered in the MiniTAPS (identified by a cut around the protonband) in coincidence with two photons which form a $\pi^{0}$ meson and one additional charged hit. The relative angle between the charged hit and the $\pi^{0}$ is plotted as a function of the beam energy (a). The two horizontal lines show the borders of the signal region $\left(120^{\circ} \leq\right.$ Angle $\left._{\pi^{0} \text {,proton }} \leq 180^{\circ}\right)$ and the background region $\left(90^{\circ} \leq\right.$ Angle $_{\pi^{0}, \text { proton }} \leq 120^{\circ}$ ). The projected spectra were normalized by the original tagger spectrum (b). The ratio (c) and the difference (d) of the normalized spectra are also shown.
2.5 GeV the distribution is flat which gives the opportunity to normalize the two spectra to this energy range. The normalized spectra can be subtracted from each other.
In the ratio-distribution there is an increased yield in coincidence with opening angles larger than 120 degree at lower beam-energies ( $E_{\text {beam }}<1.5 \mathrm{GeV}$ ). The same structure is visible in the difference spectrum, too.

However, the difficulties to distinguish between different charged particles in the setup make the identification of the reaction problematic. A baryonic resonance produced via the reaction $\gamma+n \rightarrow\left(N^{*} / \Delta\right) \rightarrow p+\pi^{-}+\pi^{0}$ leads to also two neutral hits and two charged hits in the final state just as the possible bound state via a conversion would do. This channel can have a lower

[^36]production threshold than the quasi-free $\omega$ production and may have a higher branching than the studied channel.

### 4.2.2. Study of the kinetic energy distribution (Marco-Weise analysis)

If an $\omega$ meson decays inside the nucleus where an attractive potential is assumed between the nucleus and the meson, there will be a non-zero yield appearing on the negative side of the kinetic energy spectrum $\left(E_{\pi^{0} \gamma}-m_{\omega}^{\mathrm{PDG}}\right)$. Simultaneously, the mass of the $\omega$ meson will be lowered.
In order to get these spectra, certain kinematical cuts (see also Section 3.3.1) were made on the selected events with 3 neutral hits and one charged hit.

- Since the $\omega$ meson decays into $\pi^{0} \gamma$, the invariant mass of two neutral particles out (treated as a photons) of the detected three, should fall into the invariant mass-range of the $\pi^{0}$.
- The incident beam energy is restricted to $1250 \mathrm{MeV}<\mathrm{E}_{\gamma}$.
- The energy of the final state photon, which does not belong to the $\pi^{0}$, has to be larger than 200 MeV .
- The kinetic energy of the $\pi^{0}$ in the final state must be larger than 150 MeV .
- There was a cut applied on the missing mass $\left(m_{\text {proton }} \pm 150 \mathrm{MeV} / \mathrm{c}^{2}\right)$ to reduce the influence of the events with 4- $\gamma$ final state.
- Events are accepted, if a charged hit is registered in the MiniTAPS.
- In order to ensure that the registered charged hit in the MiniTAPS is a proton, there was a cut applied around the proton-band (see Figure 4.7).

The reconstructed invariant mass and the kinetic energy of the surviving $\pi^{0} \gamma$ events were filled into histograms for different $\mathrm{p}_{\pi^{0}}{ }_{\gamma}$ ranges (see Figure 4.4).

The main background contribution is due to events with - originally - four photons in the final state (see Section 3.2.4). These kind of events can be reproduced from the data, selecting events with exactly four photons (and one charged hit) in the final state, making all three-photon combinations and analyzing them in the same way as the data was analyzed.

The kinetic energy and invariant mass distributions were fitted simultaneously with a background term and a quasi-free $\omega$ signal. The background was extracted from events with four neutral hits in the final state, the invariant mass distribution of the $\omega$ signal was modelled by a Novosibirsk function (see equation 3.7) while the kinetic energy distribution of the $\omega$ s was simulated (see Section 3.4). Because of the poor statistics that remained after the kinematical cuts, the momentum bins had to be chosen as wide as $300 \mathrm{MeV} / \mathrm{c}$ (see Figure 4.5) and the binning of the resulting histograms was chosen to 40 MeV in the kinetic energy histogram and $40 \mathrm{MeV} / \mathrm{c}^{2}$ in the invariant mass histogram.
In the higher momentum bins $\left(300 \mathrm{MeV} / \mathrm{c} \leq p_{\pi^{0} \gamma}\right.$, where bound states are not expected), the distributions can be described with the signal of the quasi-free $\omega$ meson and the background from the events with four $\gamma \mathrm{s}$ in the final state (see Section 3.4, Figures 4.5a and 4.5b). In the lowest momentum bin ( $0 \mathrm{MeV} / \mathrm{c} \leq \mathrm{p}_{\pi^{0} \gamma} \leq 300 \mathrm{MeV} / \mathrm{c}$ ) an extra yield appears above the background between $600 \mathrm{MeV} / \mathrm{c}^{2}<\mathrm{m}_{\pi^{0} \gamma}<700 \mathrm{MeV} / \mathrm{c}^{2}$ in the invariant mass spectrum and around -100 MeV in


Figure 4.4.: The 2D representation of the data after all kinematic cuts. The cuts on the momentum are also visualized. Projections onto the X and Y axes gives the invariant mass and kinetic energy distribution, respectively.
the $E_{\pi^{0} \gamma}-m_{\omega}^{\mathrm{DPG}}$ spectrum. This structure is visible, even if the fitting routine overestimates the background (see Figure 4.5c).
To quantify the structure, another Gaussian term was added to the fitting functions. The new Gaussian term, that fits the extra yield above the background, measures $83 \pm 32$ counts (see Table 4.1).

|  | $0 \mathrm{MeV} / \mathrm{c} \leq$ <br> $p_{\pi^{0} \gamma}$ <br> $\leq 300 \mathrm{MeV} / \mathrm{c}$ | $300 \mathrm{MeV} / \mathrm{c} \leq$ <br> $p_{\pi^{0} \gamma}$ <br> $\leq 600 \mathrm{MeV} / \mathrm{c}$ | $600 \mathrm{MeV} / \mathrm{c} \leq$ <br> $p_{\pi^{0} \gamma}$ <br> $900 \mathrm{MeV} / \mathrm{c}$ |
| :---: | :--- | :--- | :--- |
| Omega Yield | $92 \pm 12$ | $226 \pm 21$ | $152 \pm 17$ |
| Omega Position | $766 \pm 6$ | $781 \pm 4$ | $785 \pm 5$ |
| Omega Width | 25 [fixed] | 25 [fixed] | 25 [fixed] |
| Omega tail | $-0.02[$ fixed $]$ | -0.02 [fixed] | -0.02 [fixed] |
| Background yield | $387 \pm 38$ | $1300 \pm 35$ | $819 \pm 28$ |
| Signal yield | $83 \pm 32$ | - | - |
| Signal position $\left(\mathrm{E}_{\text {kin }}\right)$ | $-101 \pm 24$ | - | - |
| Signal position $\left(\mathrm{m}_{\pi^{0} \gamma}\right)$ | $646 \pm 13$ | - | - |
| Signal width $\left(\mathrm{E}_{\text {kin }}\right)$ | $60 \pm 28$ | - | - |
| Signal width $\left(\mathrm{m}_{\pi^{0} \gamma}\right)$ | $39 \pm 14$ | - | - |

Table 4.1.: Parameters of the fit of the data after applying the cuts listed in Section 3.3.1.

In order to compare this result to theoretical models the expected number of the hits is calculated using the theoretical prediction made by Nagahiro et al. [NJH05].


Figure 4.5.: Simultaneous fit of the invariant mass and the kinetic energy spectra in different momentum bins. The blue distribution is the background derived from events with four photons in the final state. The red lines denote the quasi-free $\omega$ signals (see Section 3.4). The azure line is the fit of the yield above the background in the lowest momentum bin. The green line is the difference between the data points and the sum of the background and the signal(s) (black line). The measured data in the lowest momentum bin cannot be described only with the four-photon background and $\omega$ signal.

## Countrate estimate

The number of registered counts is calculated using the expression:

$$
\begin{equation*}
\mathrm{N}_{\text {events }}=\frac{d \sigma}{d \Omega} \Delta \Omega \epsilon_{\mathrm{p}} \epsilon_{\pi^{0} \gamma} \mathrm{~B}_{\pi^{0} \gamma} \mathrm{~N}_{\gamma} \mathrm{N}_{\mathrm{t}} \tag{4.1}
\end{equation*}
$$

where $\frac{d \sigma}{d \Omega}$ is the differential cross section, $\Delta \Omega$ is the covered solid angle, $\epsilon_{\mathrm{p}}$ and $\epsilon_{\pi^{0} \gamma}$ are the detection efficiencies of a proton and a $\pi^{0} \gamma$ event, respectively, $\mathrm{B}_{\pi^{0} \gamma}$ denotes the branching ratio of the neutral decay channel of the $\omega$ meson and finally $\mathrm{N}_{t}$ and $\mathrm{N}_{\gamma}$ mean the number of the target atoms and the number of the beam photons.
The differential cross section between $-100 \mathrm{MeV} \leq E_{\omega}-m_{\omega} \leq-23 \mathrm{MeV}$ (see Figure 4.6) is


Figure 4.6.: Missing energy spectra of the ${ }^{12} \mathrm{C}(\gamma, \mathrm{p}) \omega^{11} \mathrm{~B}$ for an attractive potential (see section 1.5.2).

$$
\begin{equation*}
\frac{d \sigma}{d \Omega} \approx 360 \mathrm{nb} / \mathrm{sr} . \tag{4.2}
\end{equation*}
$$

Covered solid angle: MiniTAPS covers the polar range between $1^{\circ}$ and $10^{\circ}$ and the full spherical angular range between 0 and $2 \pi$ radian. The covered solid angle is

$$
\begin{aligned}
\Delta \Omega & =\frac{1}{2}\left(\left(1-\cos \left(10^{\circ}\right)\right)-\left(1-\cos \left(1^{\circ}\right)\right)\right) \cdot 4 \pi \\
& =7.53 \cdot 10^{-3} 4 \pi=9.45 \cdot 10^{-2} \mathrm{sr}
\end{aligned}
$$

Proton detection efficiency: Single protons were distributed homogeneously in the setup by means of Monte Carlo simulation. The ratio of the number of the reconstructed events ${ }^{2}$ and the generated ones gives a first approximation of the reconstruction efficiency of a proton in the MiniTAPS (see Section 3.6). In order to achieve a better proton identification only those events are processed further where the proton did not generate a nuclear reaction, consequently the correlation between the (deposited) energy and the flight time of the protons is well defined (See Figure 3.17). Since only $\approx 60 \%$ of the protons lie in the proton band, this cut will further reduce the detection efficiency of the proton to

[^37]$$
\epsilon_{p} \approx 40 \%
$$


Figure 4.7.: Energy deposition of charged particles in MiniTAPS as a function of the flight time. The effect of a strict cut on the proton band is illustrated. The black scatter plot shows all proton events in the $\gamma+p \rightarrow \omega+p$ reaction that arrive in the MiniTAPS detector. The red scatter plot shows the identified events in the proton-band. In the proton-band only $\approx 60 \%$ of all protons are registered, the rest induces nuclear reactions.

Detection efficiency of the $\omega$ meson via $\pi^{0} \gamma$ decay channel: $\omega$ mesons were isotropically distributed over $4 \pi$ solid angle via a GEANT simulation. Every simulated $\omega$ mesons decayed into the threephoton final state. The ratio of the generated and reconstructed events gives the detection efficiency for the $\omega$ events:

$$
\epsilon_{\omega} \approx 50 \%
$$

Branching ratio of the $\omega$ to $\pi^{0} \gamma$ : This quantity gives the probability that the $\omega$ meson will decay into $\pi^{0} \gamma$. According to the Particle Data Group [ $\left.\mathrm{N}^{+} 10\right]$, this value is:

$$
\mathrm{B}_{\omega \rightarrow \pi^{0} \gamma} \approx 8.2 \% .
$$

However, the branching ratio necessarily has to decrease, because a fraction of the produced $\omega$ mesons will be absorbed in the nuclear medium ( $\left[\mathrm{K}^{+} 08 \mathrm{~b}\right]$ ).
The width of the observed additional signal is $\Gamma_{\text {observed }} \approx 80 \mathrm{MeV}$, the vacuum width of the $\omega$ meson is approximately $\Gamma_{\omega}^{\mathrm{Vac}} \approx 8.4 \mathrm{MeV}$ and the measured width of the $\omega$ signal value $\Gamma_{\omega, \text { vacuum }} \approx$ 50 MeV . Approximating the shape of the distributions by Gaussians the total width of the signal not folded by the experimental resolution is

$$
\Gamma_{\text {tot }} \approx 60 \mathrm{MeV}
$$

The branching ratio $\mathrm{B}_{\omega \rightarrow \pi^{0} \gamma}$ into the $\pi^{0} \gamma$ channel is given by

$$
\mathrm{B}_{\omega \rightarrow \pi^{0} \gamma}=\frac{\Gamma_{\pi^{0} \gamma}}{\Gamma_{\mathrm{tot}}}=\frac{0.082 \Gamma_{\omega}^{\mathrm{Vac}}}{\Gamma_{\mathrm{tot}}} \approx \frac{0.09 \cdot 8.4 \mathrm{MeV}}{60 \mathrm{MeV}} \approx 1.3 \cdot 10^{-2}
$$

$\underline{\text { Number of target atoms: }}$ The number of atoms in a carbon cylinder of 2 cm length is:

$$
\mathrm{N}_{t} \approx \frac{6.0 \cdot 10^{23}}{12 \mathrm{~g}} 1.67 \mathrm{~g} / \mathrm{cm}^{3} * 2 \mathrm{~cm}=1.67 \cdot 10^{23} \mathrm{~cm}^{-2}
$$

Number of beam photons: Measuring the number of produced $\omega^{0} \mathrm{~s}$ (via three photons in the final state [Nan10]) and $\eta$ s (via six photons in the final state [ $\left.\mathrm{M}^{+} 08\right]$ ) on a carbon target and using the measured cross sections of these reactions $\left(\left\langle\sigma_{\omega}\right\rangle \approx 8.6296^{-30} \mu \mathrm{~b}\right.$ and $\left\langle\sigma_{\eta}\right\rangle \approx 3.33^{-29} \mu \mathrm{~b}$ for the energy range $E_{\gamma}=1250-2150 \mathrm{MeV}$ ), the number of the beam photons in the $1250-3113 \mathrm{MeV}$ energy range is estimated to be

$$
\mathrm{N}_{\gamma} \approx 10^{12}
$$

Expected number of counts: Using equation 4.1 the expected number of counts from the prediction of Nagahiro et al. is: [NJH05] (see Figure 4.6)

$$
\begin{equation*}
\mathrm{N}_{\mathrm{events}}=\frac{d \sigma}{d \Omega} \Delta \Omega \epsilon_{\mathrm{p}} \epsilon_{\pi^{0} \gamma} \mathrm{~B}_{\pi^{0} \gamma} \mathrm{~N}_{\gamma} \mathrm{N}_{\mathrm{t}} \approx 16 \text { counts. } \tag{4.3}
\end{equation*}
$$

In order to exclude that the analysis method produces artifacts that can accumulate and appear as a peak in the studied histograms, a check was performed.
Data was simulated by GiBUU which contains the
$\gamma+{ }^{12} C \rightarrow\left\{\begin{array}{l}p+\omega+N+X \\ p+\omega+\Delta+X \\ p+\rho+N+X \\ p+\rho+\Delta+X \\ p+\pi^{0, \pm} \pi^{0, \pm}+X \\ p+\pi^{0} \eta+X \\ \cdots\end{array}\right.$
reaction channels. No mass-shift of the $\omega$ meson was simulated. The generated particles were tracked through the setup by GEANT and finally the data was analyzed in the same manner as the measured data.

The result shows that the GiBUU data, where neither bound states nor mass shift were simulated, produces distributions that can be fitted by only a background distribution and an $\omega$ signal (see Figure 4.8 and Table 4.2).


Figure 4.8.: Simultaneous fit of the invariant mass and the kinetic energy spectra in different momentum bins. Data from GiBUU simulation can be reproduced with 4 photon background and $\omega$ signal in every momentum bin. (Color code is described in the caption of the Figure 4.5)

Single $\pi^{0} \rightarrow \gamma \gamma$ and $\eta \rightarrow \gamma \gamma$ channels can produce non-smooth background distributions in the $E_{\pi^{0} \gamma}-m_{\omega}$ and in the $m_{\pi^{0} \gamma}$ distributions after a split-off (see Figures H. 5 and H.6). These yields are not taken into account during the construction of the background of the fit. The single $\eta$ contribution can be removed by sideband subtraction (together with the contribution from the

|  | $0 \mathrm{MeV} / \mathrm{c} \leq$ <br> $p_{\pi^{0} \gamma}$ <br> $\leq 300 \mathrm{MeV} / \mathrm{c}$ | $300 \mathrm{MeV} / \mathrm{c} \leq$ <br> $p_{\pi^{0} \gamma}$ <br> $\leq 600 \mathrm{MeV} / \mathrm{c}$ | $600 \mathrm{MeV} / \mathrm{c} \leq$ <br> $p_{\pi^{0} \gamma}$ <br> $\leq 900 \mathrm{MeV} / \mathrm{c}$ |
| :---: | :--- | :--- | :--- |
| Omega Yield | $35 \pm 7$ | $48 \pm 14$ | $64 \pm 13$ |
| Omega Position | $783.8 \pm 7.7$ | $793.1 \pm 9.2$ | $777.9 \pm 14.6$ |
| Omega Width | 25 [fixed] | 25 [fixed] | 25 [fixed] |
| Omega tail | $-0.21[$ fixed] | $-0.21[$ fixed] | $-0.21[$ fixed] |
| Background yield | $227 \pm 13$ | $658 \pm 25$ | $595 \pm 23$ |

Table 4.2.: Parameters of the fit of the data after applying the cuts listed in Section 3.3.1.
$\pi^{0} \eta$ channel). The background coming from single $\pi^{0}$ channel cannot be removed by sideband subtraction, since in the sidebands no intensity can be found from this channel. A peak-like structure appears in the $\mathrm{m}_{\pi^{0} \gamma}$ invariant mass spectrum in this channel after placing a threshold on the "third" neutral hit (which does not belong to the $\pi^{0}$ ). This cut has only a minor impact on the yield of the $\omega$ and the shape of the background. In order to avoid this artifact, the cut $\mathrm{E}_{\gamma_{3}}>200 \mathrm{MeV}$ is removed (on both the "signal" and "background" dataset).
An attempt was made to further decrease this background yield via additional kinematical cuts:

- The energy threshold on the clusters was also increased to 50 MeV to reduce the impact of the split-offs (every cluster with a smaller energy deposit than 50 MeV was rejected).
- Every event was removed where two neutral particles were registered with small relative angle between them and if one of them had relatively small energy. This cuts effectively removes the photon induced split-offs.
- A characteristic difference was found between the $\omega$-channel and the $\pi^{0}$ channel if the opening angle between photon-pairs are plotted against the opening angle between the charged hit and the photon which does not belong to the earlier mentioned pair of photons (see Figure 3.44).
- A typical source of the split-offs is the Forward Plug detector. If a split-off is generated in this detector the produced "neutral hit" will be detected in the MiniTAPS or in the Forward Plug itself. To decrease the influence of these distorted events, all events were discarded where one neutral is detected in polar angles less than $20^{\circ}$.

After these modification the simultaneous fit was performed on this data (see Figure 4.9).
This test shows that - due to the poor statistics - it is not easy to estimate the background anymore, but a remaining yield above the background cannot be excluded ( $49 \pm 20$ counts, see Table 4.3 ).

### 4.2.3. Conclusion

If there is an attractive potential between the nucleus and an $\omega$ meson and if the momentum of the $\omega$ is small enough a bound state of the $\omega$-nucleus system, so-called $\omega$-mesic nucleus, might exist. The goal of this experiment was to study the existence and the properties of the $\omega$-mesic nucleus.


Figure 4.9.: Simultaneous fit of the invariant mass and the kinetic energy spectra in the lowest ( $p_{\pi^{0} \gamma}<300 \mathrm{MeV} / \mathrm{c}$ ) momentum bins after using cuts to remove single $\pi^{0}$ and $\eta$ contribution to the studied reaction channel, a simultaneous fit was performed on the invariant mass and kinetic energy spectra. (Color code is described in the caption of the Figure 4.5)

| Omega Yield | $62 \pm 9$ | $1.479 \pm 0.305$ |
| :---: | :---: | :---: |
| Omega Position | $768 \pm 6$ |  |
| Omega Width | 25 [fixed] |  |
| Omega tail | -0.02 [fixed] |  |
| Background yield | $606 \pm 31$ | $0.638 \pm 0.0712$ |
| Signal yield | $49 \pm 20$ | $1.685 \pm 0.702$ |
| Signal position ( $\mathrm{E}_{\text {kin }}$ ) | $-162 \pm 26$ |  |
| Signal position ( $\mathrm{m}_{\pi^{0} \gamma}$ ) | $623 \pm 19$ |  |
| Signal width ( $\mathrm{E}_{\text {kin }}$ ) | $46 \pm 19$ |  |
| Signal width ( $\mathrm{m}_{\pi^{0} \gamma}$ ) | 38.8 [at limit] |  |

Table 4.3.: Parameters of the fit of the data for $0 \mathrm{MeV} / \mathrm{c} \leq p_{\pi^{0} \gamma} \leq 300 \mathrm{MeV} / \mathrm{c}$ after applying the cuts to reduce the contribution of the background channels (see Section 3.5.5). The third column the gives the ratio of the fitted values without and with applying the extra cuts to remove the background contribution.

The $\omega$ was produced by quasi-free photoproduction (see Section 3.5.1) directly inside the nucleus. Two different decay modes were studied.

- If the bound $\omega$ meson is absorbed by a nucleon, then this meson will not appear in the neutral decay channel anymore. The produced baryonic excitations, however, can decay into a proton-meson (where the meson can be either $\pi^{0}$ or $\eta$ ) system and a correlation between the momenta of the proton and the meson, together with a large opening angle between them, can indicate the presence of a bound $\omega$ mesic state.
Unfortunately, a strong background contribution is present from the $\gamma+n \rightarrow p+\pi^{-}+\pi^{0}$ reaction channel where the charged pion is misidentified as a proton. This background
overwhelms the possible signals.
- If a bound $\omega$ meson decays inside the nucleus, its invariant mass and the kinetic energy can be studied via its decay products. The analysis of the neutral decay channel of the $\omega$ ( $\omega \rightarrow \pi^{0} \gamma \rightarrow 3 \gamma$ ) was chosen because of the relatively large branching ratio ( $\sim 9 \%$ ) and because the detector setup is suited to detect photons (see Sections 2.2.1, 2.2.3 and 2.2.4). After kinematical cuts (see Section 3.3.1), a simultaneous fit of the kinetic energy and the invariant mass histograms in different momentum bins was performed (see Section 3.4).

This analysis shows that the distributions in the higher momentum bins can be described with an $\omega$ signal and a background distribution obtained from events with four neutral hits in the final state. However, in the lowest momentum bin an extra yield appears at $\sim-100 \mathrm{MeV}$ in the kinetic energy distribution and simultaneously at $\sim 650 \mathrm{MeV} / \mathrm{c}^{2}$ in the invariant mass distribution (see Figure 4.5). The excess yield was fitted with a Gaussian function and the integral of the Gaussian measures $83 \pm 32$ counts which yield corresponds to a differential cross section of $1.87 \pm 0.72 \mu \mathrm{~b} / \mathrm{sr}$.

Three scenarios can be considered to explain this structure:

1. The fitting method produces an artifact, that is interpreted as a signal yield.

Simulated data, where several contributing reaction channel were simulated but neither mass shift nor bound state was present, can be fitted with a background distribution (obtained from events with four neutral hits in the final state) and with a free $\omega$ meson signal.
2. There is another source of background that does not relate to the four photon final state.
The major background sources of this reaction are events with four neutral hits in the final state (like $\gamma+p \rightarrow \pi^{0} \pi^{0}+p$ or $\gamma+p \rightarrow \pi^{0} \eta+p$ channels) with one photon lost (see Section 3.5.4). This type of background is taken into account in the simultaneous fit (see Section 3.4). However it is shown that other channels can also contribute to the $\pi^{0} \gamma$ final states (for example single $\pi^{0}$ or $\eta$ production with a split-off or the $\gamma+p \rightarrow \pi^{0} \pi^{+} n$ channel with mis-identified charged pion and neutron). The reaction channel where the charged pion in the final state is misinterpreted as proton and the neutron is misinterpreted as photon $\left(\gamma+p \rightarrow \pi^{0} \pi^{+} n\right)$ is effectively removed by the kinematical cuts used in the analysis (see Figure H.2). In order to remove the effect of the single $\pi^{0}$ and $\eta$ channels, additional kinematical cuts were used (see Section 3.5.5).

These cuts have relatively small influence on the events with four photons in the final state, but they reduce the number of the registered quasi-free $\omega$ mesons (compare the Figure 4.5 d to the Figure 4.9). At the same time these cuts remove or smooth in the originally peaking distributions in the region of the signal (see Figure H.9). As a result, it is very difficult to fit the remaining distribution, but the presence of the remaining signal cannot be excluded (see Figure 4.9).

## 3. The measured yield is a signature of an $\omega$-nucleus bound state.

Although the sensitivity level to test the theoretical predictions has been reached, in this experiment no surplus intensity has been observed at $\approx-60 \mathrm{MeV}$ in the kinetic energy spectrum where excess yield is anticipated according to theoretical calculations. However,
an extra intensity is observed in a mass and energy range where structures from background reactions may be expected although cuts to suppress those have been applied. Because the statistical and systematic uncertainties this excess yield is considered an upper limit for the existence of an $\omega$ mesic state. The observed $83 \pm 31$ counts correspond to a $3 \sigma$ upper limit of 180 counts. Using the countrate estimate given above this $3 \sigma$ upper limit corresponds to $\approx 4 \mu \mathrm{~b} / \mathrm{sr}$ for the incident photon energy range of $E_{\gamma}=1250-3113 \mathrm{MeV}$.

To test whether the observed structures can also be attributed to background effects which are not fully under control, a reference measurement on $\mathrm{LH}_{2}$ target has been performed, which is presently being analyzed within another PhD-thesis [Fri11].

# Frequently Used Abbreviations 

CB Crystal Barrel.<br>ELSA Elektronen-Stretcher-Anlage.<br>FWPlug ForWard Plug.<br>MC Monte Carlo.<br>MiniTAPS Two Arm Photo-Spectrometer.<br>PED Particle Energy Deposit.<br>QCD Quantum ChromoDynamics.<br>QED Quantum ElectroDynamics.<br>SM Standard Model of Particle Physics.<br>SPS Super Proton Synchrotron.<br>TOF Time-of-Flight.

## A. Quantum numbers

The ordering scheme invented by M. Gell-Mann at al. classifies the particles according to their quantum numbers. In this chapter a quick overview of the QCD quantum numbers of the will be presented.

- Spin, Orbital angular momentum and Total angular momentum
- Spin

Spin (quantum number $S$ ) is a vector quantity that represents the "intrinsic" angular momentum of a particle. It comes in increments of $1 / 2 \hbar$. Fermions (for example quarks, electrons, neutrinos, baryons, $\ldots$ ) carry "half integer" spin ( $N \cdot \pm 1 / 2$ ) while bosons (for example gluons, photon, mesons, ...) carry "integer" spin ( $0,1,2, \ldots$ ). According to quantum mechanics, the spin of two particles can be aligned in which case the two spin vectors couple to a vector of length $S=1$ and three spin projections ( $S_{z}=+1,0,-1$ ) called the spin-1 triplet. If they are antialigned then the length of the vector is $S=0$ and has only one projection $\left(S_{z}=0\right)$ called the spin-0 singlet. Since mesons are made of one quark and one antiquark, they can be found in triplets and singlet states.

## - Orbital angular momentum

The orbital angular momentum (quantum number $L$ ) represents the relative angular momentum with which two particles can couple.

## - Total angular momentum

The intrinsic- and the orbital angular momenta couple to the total angular momentum of the states (quantum number $J$ ). The possible states are $|L-S| \leq J \leq|L+S|$ in increments of 1 .

## - Parity

Parity (quantum number $P$ ) transformation is a simultaneous flip in the sign of all three spatial coordinates and can be either positive ( $P=+1$ or simply $P=+$ ) or negative ( $P=-1$ or simply $P=-$ ). The total parity of mesonic states are given by: $P=(-1)^{L+1}$, where $L$ is the orbital angular momentum.

- Isospin Isospin (quantum number $I$ ) was introduced by Heisenberg to describe the similarities of neutrons and protons concerning strong interaction. According to the isospin formalism the $u$ and $d$ quarks can be treated as the same particle with different isospin. Isospin is handled in the same way as the spin and its third component $I_{3}$ distinguishes the two states of $u$ and $d$.
- Flavor quantum numbers Since only the $u$ and $d$ quarks have similar masses only these two quarks can be handled with the same quantum number (isospin). As new type of quarks were discovered new quantum numbers were introduced to describe the quark-content of the particles (quantum number $S$-strangeness, $C$ - charmness, $B$ - bottomness, $T$ - topness). Quarks carry quantum number +1 antiquarks -1 .

| Types of mesons | $\mathbf{S}$ | $\mathbf{L}$ | $\mathbf{J}$ | $\mathbf{P}$ | $\mathbf{J P}$ | example |
| :--- | :---: | :---: | :---: | :---: | :---: | ---: |
| Pseudoscalar | 0 | 0 | 0 | - | $0-$ | $\pi^{0, \pm}$ |
| Pseudovector | 0 | 1 | 1 | + | $1+$ | $a_{1}(1260)$ |
| Vector | 1 | 0 | 1 | - | $1-$ | $\omega$ |
| Scalar | 1 | 1 | 0 | + | $0+$ | $a_{0}(980)$ |

## B. Trigger-scheme of the MiniTAPS



Figure B.1.: Trigger-scheme of the TAPS

## C. Parameters during the experiment

| trigger <br> radiator <br> current <br> tagger | carbon_omega_prime |
| :--- | ---: |
| GIM | $\mathrm{Cu}-50$ |
| Tagger \&\& GIM | 0.138 nA |
| Inner | 5.3 MHz |
| FP1 | 4.4 MHz |
| FP2 | 3.2 MHz |
| FP veto | 186 kHz |
| Taps1 | 8 kHz |
| Taps2 | 760 Hz |
| Taps3 | 275 kHz |
| FastReset | 33 kHz |
| Event | 15 kHz |
| Lifetime | 3 Hz |
| Tagger (upper32ch coinc) | 5 kHz |

Figure C.1.: Typical rates
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## D. Calibration

## D.1. $\pi^{0}$-calibration

The $\pi^{0}$ calibration is performed off-line using the collected data of the beamtime. During the calibration it is always assumed, that

- the measured and the real energy of the $\gamma \mathrm{s}$ are linearly correlated to each other $\left(E_{\text {real }}=\right.$ $\left.C * E_{\text {measured }}\right)$,
- the energy of one of the measured $\gamma$ s is known precisely (Two photons are registered. While the correction factor for one of them is calculated, the energy of the other one is treated as if its energy were precisely known.).

Using the assumptions above the invariant mass of the $\pi^{0}$ can be expressed like (See Equation 2.8):

$$
\begin{aligned}
\left(M_{\pi^{0}}^{\mathrm{PDG}}\right)^{2} & =2 E_{\gamma_{1}} E_{\gamma_{2}}(1-\cos (\alpha)) \\
& =2 C E_{1}^{\text {meas }} E_{2}^{\mathrm{real}}(1-\cos (\alpha)) \\
& =C M_{\text {meas }}^{2}
\end{aligned}
$$

where $\alpha$ is the angle between the two photons and $E_{\gamma_{1}}$ and $E_{\gamma_{2}}$ are the energies of clusters and these energies are associated to the crystals where the largest fraction of the energies were deposited.
From the expression above the calibration constant can be derived like:

$$
C=\left(\frac{M_{\pi^{0}}^{\mathrm{PDG}}}{M_{\pi^{0}}^{\text {measured }}}\right)^{2}
$$

## D.2. $\eta$-calibration

It is assumed that the real deposited energy of the $\gamma \mathrm{s}$ depends on the measured energy not only linearly but a quadratic term is also involved:

$$
E_{\text {real }}=C_{1} * E_{\text {measured }}+C_{2} * E_{\text {measured }}^{2}
$$

## D.2.1. $\eta$ calibration in the Crystal Barrel/Forward Plug detectors

Both photons are measured in the CB or in the FWPlug and both have been calibrated assuming a linear correlation between the measured and the real energy (see Section D.1). Using the known mass of the $\pi^{0}$ and $\eta$ mesons the following equations can be written:

$$
\begin{aligned}
M_{\pi^{0}}^{2} & =2 *\left(C_{1} * E_{\gamma_{\pi_{1}^{0}}}+C_{2} * E_{\gamma_{1}^{0}}^{2}\right) *\left(C_{1} * E_{\gamma_{\pi_{2}^{0}}}+C_{2} * E_{\gamma_{\pi_{2}^{0}}}^{2}\right) *\left(1-\cos \alpha_{\pi^{0}}\right) \\
M_{\eta}^{2} & =2 *\left(C_{1} * E_{\gamma_{\eta_{1}}}+C_{2} * E_{\gamma_{\eta_{1}}}^{2}\right) *\left(C_{1} * E_{\gamma_{\eta_{2}}}+C_{2} * E_{\gamma_{\eta_{2}}}^{2}\right) *\left(1-\cos \alpha_{\eta}\right)
\end{aligned}
$$

where $E_{\gamma_{\pi_{1,2}^{0}}}$ are the energies of the photons coming from the $\pi^{0}$ decay, $E_{\gamma_{\eta_{1,2}}}$ are the ones from the $\eta$ decay, and $\cos \alpha_{\pi^{0}, \eta}$ are the angles between the two photons. However, this set of equation contains too many unknown variables!
An approximation can be used, namely that the energy of the two $\gamma \mathrm{s}$ are roughly equal ( $E_{\gamma_{\pi_{1}^{0}}} \sim$ $E_{\gamma_{\pi_{2}^{0}}}=E_{\pi^{0}}^{\text {meas }}\left(=\sqrt{E_{\gamma_{\pi_{1}^{0}}} E_{\gamma_{\pi_{2}^{0}}}}\right)$ and the same for $\eta: E_{\gamma_{\eta_{1}}} \sim E_{\gamma_{\eta_{2}}}=E_{\eta}^{\text {meas }}\left(=\sqrt{\left.\left.E_{\gamma_{\eta_{1}}} E_{\gamma_{\eta_{2}}}\right)\right), ~}\right.$
Using this approximation the set of equations will be simplified as:

$$
\begin{aligned}
M_{\pi^{0}}^{2} & \left.=2\left(C_{1} E_{\pi^{0}}^{\text {meas }}\right)+C_{2}\left(E_{\pi^{0}}^{\text {meas }}\right)^{2}\right)^{2}\left(1-\cos \alpha_{\pi^{0}}\right) \\
& =2\left(E_{\pi^{0}}^{\text {mas }}\right)^{2}\left(1-\cos \alpha_{\pi^{0}}\right) *\left(C_{1}+C_{2} E_{\pi^{0}}^{\text {meas }}\right)^{2} \\
M_{\pi^{0}} & =M_{\pi^{0}}^{\text {meas }} *\left(C_{1}+C_{2} E_{\pi^{\text {meas }}}\right. \text { ) } \\
M_{\eta} & =M_{\eta}^{\text {meas }} *\left(C_{1}+C_{2} E_{\eta}^{\text {meas }}\right)
\end{aligned}
$$

The calibration constants can be expressed as:

$$
\begin{aligned}
C_{2} & =\frac{R_{\eta}-R_{\pi^{0}}}{E_{\text {meas }_{\eta}}-E_{\text {meas }_{\pi^{0}}}} \\
C_{1} & =R_{\pi^{0}}-C_{2} * E_{\text {meas }_{\pi^{0}}} \\
R_{\pi^{0}} & =\frac{m_{\pi^{0}}^{P D G}}{m_{\pi_{\text {meas }}^{0}}} \\
R_{\eta} & =\frac{m_{\eta}^{P D G}}{m_{\eta}^{\text {meas }}}
\end{aligned}
$$

## D.2.2. $\eta$ calibration in MiniTAPS

After the calibration of the CB and FWPlug the energy of the photons in the CB or in the FWPlug is precisely known. The next step is to calibrate the MiniTAPS. Events are selected where one photon goes to the (well calibrated) CB or FWPlug, the other goes to the MiniTAPS.

$$
\begin{gathered}
M_{\pi^{0}}^{2}=2 *\left(C_{1} * E_{\gamma_{\pi_{1}^{0}}}+C_{2} * E_{\gamma_{\pi_{1}^{0}}}^{2}\right) * E_{\gamma_{\pi_{2}^{0}}} *\left(1-\cos \alpha_{\pi^{0}}\right) \\
M_{\eta}^{2}=2 *\left(C_{1} * E_{\gamma_{\eta_{1}}}+C_{2} * E_{\gamma_{\eta_{1}}}^{2}\right) * E_{\gamma_{\eta_{2}}} *\left(1-\cos \alpha_{\eta}\right)
\end{gathered}
$$

Solving these equations we can express the calibration constants:

$$
\begin{aligned}
C_{2} & = \\
C_{1} & = \\
R_{\pi^{0}} & = \\
R_{\eta} & =
\end{aligned}
$$

$$
\begin{array}{r}
\frac{R_{\eta}^{2}-R_{\pi^{0}}^{2}}{E_{\eta_{1}}-E_{\pi_{1}^{0}}} \\
\frac{R_{\pi^{0}}^{2} E_{\eta_{1}}-R_{\eta^{0}}^{2} E_{\pi_{1}^{0}}}{E_{\eta_{1}}-E_{\pi_{1}^{0}}} \\
\frac{m_{\pi^{0}}^{P D G}}{m_{\pi^{0}}^{\text {meas }}} \\
\frac{m_{\eta}^{P D G}}{m_{\eta}^{\text {meas }}}
\end{array}
$$

## D.3. Fine-tuning of the $\pi^{0}$ calibration

The calibration of the energy is an iterative process. One reason is that the energy of the "second" photon is always assumed to be precisely knows. But there is at least one other reason.
The calibration constants is determined by using the energy which was deposited in the whole cluster. However, the calculated calibration constants are associated always with the central crystal of the cluster, only. This means that the energy which is used for the calculation is larger than the energy which was deposited in the actual crystal and consequently the calculated calibration constants will be lower than the real calibration constant should be.
To avoid the effect of the "surrounding" crystals (every crystal in the cluster, but the center one) on the calibration procedure, they have to be removed.


Figure D.1.: Visualization of a cluster:
White boxes denotes the crystals where the energy deposit did not exceed the threshold. The stripped boxes symbolize all the crystals which are firing. The red stripped boxes are the central crystals of the PEDs, where most of the energy is deposited, the area with magenta border is one PED. The area with blue border is one cluster (with two PEDs).

During the $\pi^{0}$ calibration a linear correlation is assumed between the deposited energy by one photon and the real energy of this photon.

$$
E_{\text {real }}=C * E_{\text {measured }}
$$

where the

$$
E_{\text {measured }}=\sum_{i} E_{i_{\text {meaasured }}}=E_{\text {central }}+E_{\text {surrounding }}
$$

$E_{\text {central }}$ is the deposited energy in the central crystal of the given PED (red box on the Fig.D.1) and $E_{\text {surrounding }}$ is the energy deposited in the surrounding crystals of the same PED (green boxes on the Figure D.1) Since only the central crystal is calibrated (the calibration constant is associated to the central crystal only and not to the whole cluster!) the result should not change if only the central crystal is recalibrated while the others (surrounding crystals) are left untouched:

$$
E_{\text {real }}=C * E_{\text {measured }}=C_{\text {central }} * E_{\text {central }}+E_{\text {surrounding }}
$$

After rearranging the equation we can express the new calibration constant ( $C_{\text {central }}$ ) by the old constant ( $C$ ):

$$
C_{\text {central }}=C\left(1+\frac{E_{\text {surrounding }}}{E_{\text {central }}}\right)-1
$$

## E. The kinematics of two-body reactions

In quasi-free meson production it is assumed that the beam-particle interacts only with one nucleon, while the rest of the nucleus stays intact. This remaining part of the nucleus is called spectator.
Kinematically the problem can be described with the following equation:

$$
\mathbf{P}_{\text {beam }}+\mathbf{P}_{\text {nucleus }}=\mathbf{P}_{\text {meson }}+\mathbf{P}_{\text {nucleon }}+\mathbf{P}_{\text {spectator }}
$$

where all the components are Lorentz-vectors. As the beam always moves to " $Z$ " direction and the nucleus in the lab-system is at rest, the equation can be written in the following way:

$$
\left(\begin{array}{c}
0 \\
0 \\
p_{\text {beam }} \\
E_{\text {beam }}
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
0 \\
M_{\text {nucleus }}
\end{array}\right)=\left(\begin{array}{c}
p_{\text {meson }_{x}} \\
p_{\text {meson }_{y}} \\
p_{\text {meson }_{z}} \\
E_{\text {meson }}
\end{array}\right)+\left(\begin{array}{c}
p_{\text {nucleon }_{x}} \\
p_{\text {nucleon }_{y}} \\
p_{\text {nucleon }_{z}} \\
E_{\text {nucleon }}
\end{array}\right)+\left(\begin{array}{c}
p_{\text {spectator }_{x}} \\
p_{\text {spectator }_{y}} \\
p_{\text {spectator }_{z}} \\
E_{\text {spectator }}
\end{array}\right)
$$

The beam energy, the mass of the nucleus, the spectator, the nucleon and the meson are known. In a general case the energy of the knocked-out nucleon is not known, because it can be too large and the particle becomes minimum ionizing or generates nuclear reactions, and the deposited energy will be independent of the kinetic energy of the nucleon. However, it is registered where the nucleon hits the setup, so its direction is registered properly. Altogether there are four equations with seven unknowns ( $p_{\text {nucleon }}, p_{\text {spectator }}, \theta_{\text {spectator }}, \phi_{\text {spectator }}, p_{\text {meson }}, \theta_{\text {meson }}, \phi_{\text {meson }}$ ), so without any additional information the system of equation cannot be solved.
The knowledge of the properties of the spectator particle is important, because it holds information about the Fermi momentum of the knocked-out nucleon in the nucleus (see the description of the impulse approximation in the Chapter 3.5.3 and in [PZ02]).
The target nucleus is at rest, but all the nucleons carry Fermi momenta: $0=\sum_{i=0 \ldots N} \bar{p}_{i}$. This summation can be divided into two arbitrary parts, for example $0=\sum_{i=1 \ldots N} \bar{p}_{i}+\bar{p}_{0}$ where the $0^{\text {th }}$ nucleon is the participating nucleon, the rest is the spectator nucleus. After rearranging the equation: $\bar{p}_{\text {spectator }}=-\bar{p}_{\text {nucleon }}$.

## E.1. Solution I.

If a Monte Carlo simulation is performed to understand the reaction kinematics better, the momentum of the participating nucleon is known in every event and consequently the momentum of the spectator nucleus is also known. In this case the the unknown quantities are the momentum vector of the produced meson and the absolute value of the momentum of the registered nucleon
(in practice a random momentum vector is generated for the participating nucleon, and a direction for the knocked-out nucleon, so its momentum has to be calculated). This implies four unknown variables and four equations and the set of equations can be solved.

## E.1.1. Calculation of $\mathbf{p}_{\text {nucleon }}$

The momentum of the nucleon has to be calculated. The components of the unknown momentum of the meson are:

$$
\begin{aligned}
p_{\text {meson }_{x}} & =-\left(p_{\text {nucleon }_{x}}+p_{\text {spectator }_{x}}\right) \\
p_{\text {meson }_{y}} & =-\left(p_{\text {nucleon }_{y}}+p_{\text {spectator }_{y}}\right) \\
p_{\text {meson }_{z}} & =p_{\text {beam }}-\left(p_{\text {nucleon }_{x}}+p_{\text {spectator }_{x}}\right) \\
E_{\text {meson }} & =\left(E_{\text {beam }}+M_{\text {nucleus }}-E_{\text {spectator }}\right)-E_{\text {nucleon }}
\end{aligned}
$$

Because $p_{x}^{2}+p_{y}^{2}+p_{z}^{2}=p^{2}$, $p_{\text {meson }}$ can be expressed using its components:

$$
\begin{aligned}
p_{\text {meson }}^{2}= & \left(-\left(p_{\text {nucleon }_{x}}+p_{\text {spectator }_{x}}\right)\right)^{2} \\
& \left(-\left(p_{\text {nucleon }_{y}}+p_{\text {spectator }_{y}}\right)\right)^{2} \\
& \left(p_{\text {beam }}-\left(p_{\text {nucleon }_{x}}-p_{\text {spectator }_{x}}\right)\right)^{2} \\
= & p_{\text {beam }}^{2}+p_{\text {nucleon }}^{2}+p_{\text {spectator }}^{2}- \\
& 2 \vec{p}_{\text {beam }} \cdot \vec{p}_{\text {nucleon }}-2 \vec{p}_{\text {beam }} \cdot \vec{p}_{\text {spectator }}+2 \vec{p}_{\text {nucleon }} \cdot \vec{p}_{\text {spectator }}
\end{aligned}
$$

where $\vec{p}_{\mathrm{A}} \cdot \vec{p}_{\mathrm{B}}$ means the dot-product of the two vectors.
Putting these results into the expression of the energy conservation leads to:

$$
\begin{aligned}
E_{\text {meson }}+E_{\text {nucleon }}+E_{\text {spectator }} & =\left(E_{\text {beam }}+M_{\text {nucleus }}\right) \\
\sqrt{m_{\text {meson }}^{2}+p_{\text {meson }}^{2}}+\sqrt{m_{\text {nucleon }}^{2}+p_{\text {nucleon }}^{2}} & =\left(E_{\text {beam }}+M_{\text {nucleus }}-E_{\text {spectator }}\right)
\end{aligned}
$$

where
$p_{\text {meson }}^{2}=p_{\text {beam }}^{2}+p_{\text {nucleon }}^{2}+p_{\text {spectator }}^{2}+2\left(\vec{p}_{\text {nucleon }} \cdot \vec{p}_{\text {spectator }}-\vec{p}_{\text {beam }} \cdot \vec{p}_{\text {nucleon }}-\vec{p}_{\text {beam }} \cdot \vec{p}_{\text {spectator }}\right)$.
The only unknown in the expression is the $p_{\text {nucleon. }}^{2}$.

## E.1.2. Calculation of the momentum vector of the meson

If the momentum of the knocked-out nucleon is known, the momentum components of the meson can be calculated (the direction of the proton is known!):

$$
\begin{aligned}
& p_{\text {meson }_{x}}=-\left(p_{\text {nucleon }_{x}}+p_{\text {spectator }_{x}}\right) \\
& p_{\text {meson }_{y}}=-\left(p_{\text {nucleon }_{y}}+p_{\text {spectator }_{y}}\right) \\
& p_{\text {meson }_{z}}=p_{\text {beam }}-\left(p_{\text {nucleon }_{x}}+p_{\text {spectator }_{x}}\right)
\end{aligned}
$$

And finally the full momentum of the meson is:

$$
\begin{equation*}
p_{\text {meson }^{2}}^{2}=p_{\operatorname{meson}_{x}}^{2}+p_{\operatorname{meson}_{y}}^{2}+p_{\text {meson }_{z}}^{2} \tag{E.1}
\end{equation*}
$$

## E.2. Solution II.

When a measurement is performed, the momentum of the meson is reconstructed from its decay products, but the momentum of the spectator nucleus is not measured. The unknown quantities are the momentum vector of the spectator and the absolute value of the momentum of the proton. The equation can be solved in a similar way as in chapter E.1, so only the final results will be quoted: The momentum of the nucleon can be calculated by solving the following equation:

$$
\begin{aligned}
& p_{\text {spectator }_{2}^{2}=}\left(-\left(p_{\text {nucleon }_{x}}+p_{\text {meson }_{x}}\right)\right)^{2} \\
&\left(-\left(p_{\text {nucleon }_{y}}+p_{\text {meson }_{y}}\right)\right)^{2} \\
&\left(p_{\text {beam }}-\left(p_{\text {nucleon }_{x}}+p_{\text {meson }_{x}}\right)\right)^{2} \\
&= p_{\text {beam }}^{2}+p_{\text {nucleon }}^{2}+p_{\text {meson }}^{2}- \\
& 2 \vec{p}_{\text {beam }} \cdot \vec{p}_{\text {nucleon }}-2 \vec{p}_{\text {beam }} \cdot \vec{p}_{\text {meson }}+2 \vec{p}_{\text {nucleon }} \cdot \vec{p}_{\text {meson }}
\end{aligned}
$$

where $\vec{p}_{\mathrm{A}} \cdot \vec{p}_{\mathrm{B}}$ means the dot-product of the two vectors.

$$
\begin{aligned}
E_{\text {meson }}+E_{\text {nucleon }}+E_{\text {spectator }} & =\left(E_{\text {beam }}+M_{\text {nucleus }}\right) \\
\sqrt{m_{\text {spectator }}^{2}+p_{\text {meson }}^{2}}+\sqrt{m_{\text {nucleon }}^{2}+p_{\text {nucleon }}^{2}} & =\left(E_{\text {beam }}+M_{\text {nucleus }}-E_{\text {meson }}\right),
\end{aligned}
$$

The momentum of the spectator (and also the Fermi momentum of the participating nucleon) can be calculated:

$$
\begin{aligned}
& p_{\text {spectator }_{x}}=-\left(p_{\text {mucleon }_{x}}+p_{\text {meson }_{x}}\right) \\
& p_{\text {spectator }_{y}}=-\left(p_{\text {nucleon }_{y}}+p_{\text {meson }_{y}}\right) \\
& p_{\text {spectator }_{z}}=p_{\text {beam }}-\left(p_{\text {nucleon }_{x}}+p_{\text {meson }_{x}}\right), \\
& \text { and } p_{\text {spectator }_{2}^{2}=p_{\text {spectator }_{x}}^{2}+p_{\text {spectator }_{y}}^{2}+p_{\text {spectator }_{z}}^{2} .}
\end{aligned}
$$

## F. An explanation for the structures on the 3 -gamma invariant mass spectrum of the $\pi^{0} \eta$ channel

One of the main backgrounds of the $\omega \rightarrow \pi^{0} \gamma \rightarrow 3 \gamma$ decay channel is the $\pi^{0} \eta \rightarrow 4 \gamma$ channel. If one of the four final state photons is lost the same number of particles will be registered in the final state like in the decay of the $\omega$ meson.
Both the $\pi^{0}$ and the $\eta$ decay into two photons $\left[\gamma_{1, \pi^{0}}, \gamma_{2, \pi^{0}}, \gamma_{1, \eta}, \gamma_{2, \eta}\right.$ ]. If one photons is lost the following combinations can be formed:

$$
\begin{gathered}
\gamma_{1, \pi^{0}}, \gamma_{2, \pi^{0}}, \gamma_{1, \eta} \\
\gamma_{1, \pi^{0}}, \gamma_{2, \pi^{0}}, \gamma_{2, \eta} \\
\gamma_{1, \pi^{0}}, \gamma_{1, \eta}, \gamma_{2, \eta} \\
\gamma_{2, \pi^{0}}, \gamma_{1, \eta}, \gamma_{2, \eta}
\end{gathered}
$$

If one photon is lost from the $\pi^{0}$-decay photons then a real $\pi^{0}$ cannot be reconstructed. However, accidentally it can happen that the invariant mass of a photon from the decay of the $\pi^{0}$ and another from the decay of the $\eta$ will fall into the mass range of the $\pi^{0}$ and result in a "fake" $\pi^{0}$ :
This wrong combination can occur if one photon from the $\eta$ decay is lost. For example:

$$
\begin{aligned}
& \gamma_{1, \pi^{0}},\left[\gamma_{2, \pi^{0}}, \gamma_{1, \eta}\right] \\
& \gamma_{1, \pi^{0}},\left[\gamma_{2, \pi^{0}}, \gamma_{2, \eta}\right] \\
& \gamma_{2, \pi^{0}},\left[\gamma_{1, \pi^{0}}, \gamma_{1, \eta}\right] \\
& \gamma_{2, \pi^{0}},\left[\gamma_{1, \pi^{0}}, \gamma_{2, \eta}\right]
\end{aligned}
$$

where there are in squared bracket the wrong combinations which can result in a "fake" $\pi^{0}$.
Nevertheless, if a "fake" $\pi^{0}$ is found it should be possible to reconstruct another "real" meson from one combination of two photons out of the three registered ones:

$$
\begin{aligned}
& \text { real } \pi^{0} \quad \text { fake } \pi^{0} \quad \text { real } \eta \quad \text { fake } \pi^{0} \\
& \left\{\gamma_{1, \pi^{0}},\left[\gamma_{2, \pi^{0}}\right\}, \gamma_{1, \eta}\right] \quad,\left\{\gamma_{1, \eta},\left[\gamma_{2, \eta}\right\}, \gamma_{1, \pi^{0}}\right] \text {, } \\
& \left\{\gamma_{1, \pi^{0}},\left[\gamma_{2, \pi^{0}}\right\}, \gamma_{2, \eta}\right] \quad,\left\{\gamma_{1, \eta},\left[\gamma_{2, \eta}\right\}, \gamma_{2, \pi^{0}}\right] \text {, } \\
& \left\{\gamma_{2, \pi^{0}},\left[\gamma_{1, \pi^{0}}\right\}, \gamma_{1, \eta}\right] \quad,\left\{\gamma_{2, \eta},\left[\gamma_{1, \eta}\right\}, \gamma_{1, \pi^{0}}\right] \text {, } \\
& \left\{\gamma_{2, \pi^{0}},\left[\gamma_{1, \pi^{0}}\right\}, \gamma_{2, \eta}\right] \quad,\left\{\gamma_{2, \eta},\left[\gamma_{1, \eta}\right\}, \gamma_{2, \pi^{0}}\right] \text {, }
\end{aligned}
$$

In squared brackets are the combinations for which the invariant mass of the photons corresponds to the nominal mass of the mesons but the photons originate from the decay of two different
mesons ("fake" meson), in curly brackets are the photons which come from the decay of the same meson ("real" mesons).
The invariant mass of 3 photons is

$$
\begin{equation*}
m^{2}=\left(\sum_{i=\gamma_{1}, \gamma_{2}, \gamma_{3}} E_{i}\right)^{2}-\left(\sum_{i=\gamma_{1}, \gamma_{2}, \gamma_{3}} p_{i}\right)^{2} \tag{F.1}
\end{equation*}
$$

This expression can be expanded:

$$
\begin{aligned}
m^{2}= & \left(\sum_{i=\gamma_{1}, \gamma_{2}, \gamma_{3}} E_{i}\right)^{2}-\left(\sum_{i=\gamma_{1}, \gamma_{2}, \gamma_{3}} p_{i}\right)^{2} \\
= & E_{\gamma_{1}}^{2}+E_{\gamma_{2}}^{2}+E_{\gamma_{3}}^{2}+ \\
& 2 E_{\gamma_{1}} E_{\gamma_{2}}+2 E_{\gamma_{1}} E_{\gamma_{3}}+2 E_{\gamma_{2}} E_{\gamma_{3}}- \\
& \left(P_{\gamma_{1}}^{2}+P_{\gamma_{2}}^{2}+P_{\gamma_{3}}^{2}+\right. \\
& 2 P_{\gamma_{1}} P_{\gamma_{2}} \cos \left(\Theta_{1,2}\right)+ \\
& 2 P_{\gamma_{1}} P_{\gamma_{3}} \cos \left(\Theta_{1,3}\right)+ \\
& \left.2 P_{\gamma_{2}} P_{\gamma_{3}} \cos \left(\Theta_{2,3}\right)\right) \\
= & \left(E_{\gamma_{1}}^{2}-P_{\gamma_{1}}^{2}\right)+\left(E_{\gamma_{2}}^{2}-P_{\gamma_{2}}^{2}\right)+\left(E_{\gamma_{3}}^{2}-P_{\gamma_{3}}^{2}\right)+ \\
& 2 E_{\gamma_{1}} E_{\gamma_{2}}-2 P_{\gamma_{1}} P_{\gamma_{2}} \cos \left(\Theta_{1,2}\right)+ \\
& 2 E_{\gamma_{1}} E_{\gamma_{3}}-2 P_{\gamma_{1}} P_{\gamma_{3}} \cos \left(\Theta_{1,3}\right)+ \\
& 2 E_{\gamma_{2}} E_{\gamma_{3}}-2 P_{\gamma_{2}} P_{\gamma_{23}} \cos \left(\Theta_{2,3}\right)
\end{aligned}
$$

The photons are massless $\left(m_{\gamma_{1,2,3}}=0\right)$, and their momenta are equal to their energy $\left(E_{\gamma_{1,2,3}}^{2}=\right.$ $P_{\gamma_{1,2,3}}^{2}+m_{\gamma_{1,2,3}}^{2}=P_{\gamma_{1,2,3}}^{2}$ ). The formula for the invariant mass of three photons can be written

$$
\begin{aligned}
m^{2}= & \left(E_{\gamma_{1}}^{2}-P_{\gamma_{1}}^{2}\right)+\left(E_{\gamma_{2}}^{2}-P_{\gamma_{2}}^{2}\right)+\left(E_{\gamma_{3}}^{2}-P_{\gamma_{3}}^{2}\right)+ \\
& 2 E_{\gamma_{1}} E_{\gamma_{2}}-2 P_{\gamma_{1}} P_{\gamma_{2}} \cos \left(\Theta_{1,2}\right)+ \\
& 2 E_{\gamma_{1}} E_{\gamma_{3}}-2 P_{\gamma_{1}} P_{\gamma_{3}} \cos \left(\Theta_{1,3}\right)+ \\
& 2 E_{\gamma_{2}} E_{\gamma_{3}}-2 P_{\gamma_{2}} P_{\gamma_{23}} \cos \left(\Theta_{2,3}\right) \\
= & 2 E_{\gamma_{1}} E_{\gamma_{2}}\left(1-\cos \left(\Theta_{1,2}\right)\right)+2 E_{\gamma_{1}} E_{\gamma_{3}}\left(1-\cos \left(\Theta_{1,3}\right)\right)+2 E_{\gamma_{2}} E_{\gamma_{3}}\left(1-\cos \left(\Theta_{2,3}\right)\right) \\
= & m_{\gamma_{1} \gamma_{2}}^{2}+m_{\gamma_{1} \gamma_{3}}^{2}+m_{\gamma_{2} \gamma_{3}}^{2} \\
= & \sum_{i, j=1 \ldots 3(i \neq j)} m_{\gamma_{i} \gamma_{j}}^{2}
\end{aligned}
$$

This means that the invariant mass of three photons can be calculated from the invariant mass of all possible two photon invariant masses.
Wherever a "fake" and a "real" meson are registered in the two-photon combinations, it has to be assumed that the particles does not come from the decay of an $\omega$ meson, but were produced by one of the background channels with four photons in the final state.
Fixing the invariant masses of the "real" and the "fake" mesons and varying the invariant mass of the third two-photon combination (shown on the $y$-axis) the correlation between the invariant


Figure F.1.: Simulations of $\pi^{0} \eta$ events, with only three photons detected in the final state. The invariant mass of three photons vs. all the three two-photon invariant masses is plotted. The light pink line illustrates the location of the events where one photon from the decay of the $\eta$ is lost, but the invariant mass of two combinations, out of the remaining three photons, corresponds to the nominal mass of a $\pi^{0}$ meson.
The light green line shows the same but the photon from the decay of the $\pi^{0}$ was lost.
masses of the "third" two-photon combination can be plotted as a function of the invariant mass of the three-photon combination (see Figure F.1).
The rainbow colored plot displays the three-photon invariant mass versus the invariant masses of all two-photon combinations in $\pi^{0} \eta \rightarrow 4 \gamma$ simulation. The solid curves represent the correlation between the two-photon and the three-photon invariant masses, where the invariant masses of two two-photon combinations of the three photons are fixed and the invariant mass of the third twophoton combination is varied.
This calculation shows that the bump which appears in the $\pi^{0} \gamma$ invariant mass spectrum at around $550-600 \mathrm{MeV} / \mathrm{c}^{2}$ is in correlation with wrongly paired photons.

## G. Simulated background channels

$$
\pi^{+}+\pi^{0}+n
$$


(a)

(b)

(c)

Figure G.1.: Two-photon invariant mass versus three-photon invariant mass plot for the simulated $\pi^{+}+\pi^{0}+n \rightarrow \pi^{+}+n+2 \gamma$ final state (Fig. (a)) where the $\pi^{+}$is misidentified as a proton and the $n$ is misidentified as a photon.. Projection on the two-gamma (Fig. (b)) axis shows a peak at the mass of the mass of the $\pi^{0}$. The projection on the three-gamma (Fig. (c)) axis shows a smooth distribution.

$$
\pi^{0}+\pi^{0}
$$



Figure G.2.: Two-photon invariant mass versus three-photon photon invariant mass plot for the simulated $\pi^{0}+\pi^{0} \rightarrow 4 \gamma$ final state (Fig. (a)). Projection on the two-gamma (Fig. (b)) axis shows a peak at the mass of the mass of the $\pi^{0}$. The projection on the three-gamma (Fig. (c)) axis shows a smooth distribution.

$$
\pi^{0}+\eta
$$



Figure G.3.: Two-photon invariant mass versus three-photon photon invariant mass for the simulated $\pi^{0}+\eta \rightarrow 4 \gamma$ final state (Fig. (a)). Projection on the two-gamma (Fig. (b)) axis shows a peak at the mass of the mass of the $\pi^{0}$. The projection on the threegamma (Fig. (c)) axis shows a pronounced structure at roughly $600 \mathrm{MeV} / \mathrm{c}^{2}$ which can be removed by a side-band subtraction technique (see Section 3.5.5).

$$
\pi^{0}
$$



(c)

Figure G.4.: Two-photon invariant mass versus three-photon photon invariant mass plot for the simulated $\pi^{0} \rightarrow 2 \gamma$ final state (Fig. (a)) where one additional neutral hit was generated. Projection on the two-gamma (Fig. (b)) axis shows a peak at the mass of the mass of the $\pi^{0}$. The projection on the three-gamma (Fig. (c)) axis shows a smooth distribution.


Figure G.5.: Two-photon invariant mass versus three-photon photon invariant mass plot for the simulated $\eta \rightarrow 2 \gamma$ final state (Fig. (a)) where one additional neutral hit was generated. Projection on the two-gamma (Fig. (b)) axis shows a peak at the mass of the mass of the $\pi^{0}$. The projection on the three-gamma (Fig. (c)) axis shows a pronounced structure at roughly $600 \mathrm{Mev} / \mathrm{c}^{2}$ which can be removed by a side-band subtraction technique and by kinematical cuts (see Section 3.5.5).
$\omega$

$110 \mathrm{MeV} \leq \mathrm{m}_{\gamma \gamma} \leq 160 \mathrm{MeV}$

(c)

Figure G.6.: Two-photon invariant mass versus three-photon photon invariant mass plot for the simulated $\omega \rightarrow \pi^{0} \gamma \rightarrow 3 \gamma$ final state (Fig. (a)). Projection on the two-gamma (Fig. (b)) axis shows a peak at the mass of the mass of the $\pi^{0}$. The projection on the three-gamma (Fig. (c)) axis shows the $\omega$-peak.

## Data



Figure G.7.: Two photon invariant mass versus 3 photon photon invariant mass (Figure (a)), and its projection to the two-gamma (Figure (c)), and to the three-gamma invariant mass axis (Fig. (b)) for data.

## H. Kinematical Cuts and Background Rejection

|  | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $110 \mathrm{MeV} / \mathrm{c}^{2}<m_{\gamma \gamma}<160 \mathrm{MeV} / \mathrm{c}^{2}$ | - | + | + | + | + | + | + | + | + |
| $E_{\mathrm{beam}}<1250 \mathrm{MeV}$ | - | - | + | + | + | + | + | + | + |
| $E_{\gamma_{3}}<200 \mathrm{MeV}$ | - | - | - | + | + | + | + | + | + |
| $T_{\pi}<150 \mathrm{MeV}$ | - | - | - | - | + | + | + | + | + |
| $110 \mathrm{MeV} / \mathrm{c}^{2}<M M_{\omega}-m_{\text {proton }}<110 \mathrm{MeV} / \mathrm{c}^{2}$ | - | - | - | - | - | + | + | + | + |
| $\Theta_{\text {proton }}<10^{\circ}$ | - | - | - | - | - | - | + | + | + |
| cut on the $p-$-band | - | - | - | - | - | - | - | + | + |
| $\mathrm{p}_{\pi^{\circ} \gamma}<300 \mathrm{MeV} / \mathrm{c}$ | - | - | - | - | - | - | - | - | + |




Figure H.1.: Simulation of the $\gamma+{ }^{12} C \rightarrow \omega+p+{ }^{11} B$ channel. The three-gamma invariant mass (left figure) and the "kinetic energy" (right figure) distributions are shown after every cut which is listed in Section 3.3.1. The gray shaded area shows the $m_{\pi^{0} \gamma}$ invariant mass distribution in the lowest studied momentum bin $p_{\pi^{0} \gamma}<300 \mathrm{MeV} / \mathrm{c}$.


Figure H.2.: Simulation of the $\gamma+{ }^{12} C \rightarrow \pi^{0}+\pi^{+}+n+{ }^{11} B$ background channel where the $\pi^{+}$is misidentified as a proton, and the neutron is misidentified as a photon (See the Section 3.5.4). Simulation shows the three-gamma invariant mass (left figure) and the "kinetic energy" (right figure) distributions after every cut which is listed in Section 3.3.1. After requiring that the proton should be identified by the cut on the proton-band (See Section 3.2.2) practically there is no intensity remains.

|  | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $110 \mathrm{MeV} / \mathrm{c}^{2}<m_{\gamma \gamma}<160 \mathrm{MeV} / \mathrm{c}^{2}$ | - | + | + | + | + | + | + | + | + |
| $E_{\text {beam }}<1250 \mathrm{MeV}$ | - | - | + | + | + | + | + | + | + |
| $E_{\gamma_{3}}<200 \mathrm{MeV}$ | - | - | - | + | + | + | + | + | + |
| $T_{\pi^{\circ}}<150 \mathrm{MeV}$ | - | - | - | - | + | + | + | + | + |
| $110 \mathrm{MeV} / \mathrm{c}^{2}<M M_{\omega}-m_{\text {proton }}<110 \mathrm{MeV} / \mathrm{c}^{2}$ | - | - | - | - | - | + | + | + | + |
| $\Theta_{\text {proton }}<10^{\circ}$ | - | - | - | - | - | - | + | + | + |
| cut on the p-band | - | - | - | - | - | - | - | + | + |
| $\mathrm{p}_{\pi^{\circ} \gamma}<300 \mathrm{MeV} / \mathrm{c}$ | - | - | - | - | - | - | - | - | + |



Figure H.3.: Simulation of the $\gamma+{ }^{12} C \rightarrow \pi^{0}+\pi^{0}+p+{ }^{11} B$ channel where one photon from the decay of the $\pi^{0}$ s is lost (See the Section 3.5.4). The three-gamma invariant mass (left figure) and the "kinetic energy" (right figure) distributions are shown after every cut which is listed in Section 3.3.1. The gray shaded area shows the $m_{\pi^{0} \gamma}$ invariant mass distribution in the lowest studied momentum bin $p_{\pi^{0} \gamma}<300 \mathrm{MeV} / \mathrm{c}$.


Figure H.4.: Simulation of the $\gamma+{ }^{12} C \rightarrow \pi^{0}+\eta+p+{ }^{11} B$ channel where one photon from the decay of the $\pi^{0}$ or the $\eta$ is lost (see the Section 3.5.4). The three-gamma invariant mass (left figure) and the "kinetic energy" (right figure) distributions are shown after every cut which is listed in Section 3.3.1. The gray shaded area shows the $m_{\pi^{0} \gamma}$ invariant mass distribution in the lowest studied momentum bin $p_{\pi^{0} \gamma}<300 \mathrm{MeV} / \mathrm{c}$.

|  | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $110 \mathrm{MeV} / \mathrm{c}^{2}<m_{\gamma \gamma}<160 \mathrm{MeV} / \mathrm{c}^{2}$ | - | + | + | + | + | + | + | + | + |
| $E_{\text {beam }}<1250 \mathrm{MeV}$ | - | - | + | + | + | + | + | + | + |
| $E_{\gamma_{3}}<200 \mathrm{MeV}$ | - | - | - | + | + | + | + | + | + |
| $T_{\pi} \circ<150 \mathrm{MeV}$ | - | - | - | - | + | + | + | + | + |
| $110 \mathrm{MeV} / \mathrm{c}^{2}<M M_{\omega}-m_{\text {proton }}<110 \mathrm{MeV} / \mathrm{c}^{2}$ | - | - | - | - | - | + | + | + | + |
| $\Theta_{\text {proton }}<10^{\circ}$ | - | - | - | - | - | - | + | + | + |
| cut on the p-band | - | - | - | - | - | - | - | + | + |
| $\mathrm{p}_{\pi^{\circ} \gamma}<300 \mathrm{MeV} / \mathrm{c}$ | - | - | - | - | - | - | - | - | + |




Figure H.5.: Simulation of the $\gamma+{ }^{12} C \rightarrow \pi^{0}+p+{ }^{11} B$ channel where one additional neutral hit was produced (See the Section 3.5.4). The three-gamma invariant mass (left figure) and the "kinetic energy" (right figure) distributions are shown after every cut which is listed in Section 3.3.1. An artificial structure is produced by the cut on the energy of the bachelor photon. The gray shaded area shows the $m_{\pi^{0} \gamma}$ invariant mass distribution in the lowest studied momentum bin $p_{\pi^{0} \gamma}<300 \mathrm{MeV} / \mathrm{c}$.

|  |  | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $110 \mathrm{MeV} / \mathrm{c}^{2}<m_{\gamma \gamma}<160 \mathrm{MeV} / \mathrm{c}^{2}$ | - | + | + | + | + | + | + | + | + |
| $E_{\mathrm{beam}}<1250 \mathrm{MeV}$ | - | - | + | + | + | + | + | + | + |
| $E_{\gamma_{3}<200 \mathrm{MeV}}<2<150 \mathrm{MeV}$ | - | - | - | + | + | + | + | + | + |
| $T_{\pi^{\circ}<1}<$ | - | - | - | - | + | + | + | + | + |
| $110 \mathrm{MeV} / \mathrm{c}^{2}<M M_{\omega}-m_{\text {proton }}<110 \mathrm{MeV} / \mathrm{c}^{2}$ | - | - | - | - | - | + | + | + | + |
| $\Theta_{\text {proton }<10^{\circ}}$ | - | - | - | - | - | - | + | + | + |
| cut on the $p-$ band | - | - | - | - | - | - | - | + | + |
| $\mathrm{p}_{\pi^{\circ} \gamma}<300 \mathrm{MeV} / \mathrm{c}$ | - | - | - | - | - | - | - | - | + |



Figure H.6.: Simulation of the $\gamma+{ }^{12} C \rightarrow \eta+p+{ }^{11} B$ channel where one additional neutral hit was produced (See the Section 3.5.4). The three-gamma invariant mass (left figure) and the "kinetic energy" (right figure) distributions are shown after every cut which is listed in Section 3.3.1. An artificial structure appear which peaks sharply around $600 \mathrm{MeV} / \mathrm{c}^{2}$ on the invariant mass and under -100 MeV on the kinetic energy histograms. The gray shaded area shows the $m_{\pi^{0} \gamma}$ invariant mass distribution in the lowest studied momentum bin $p_{\pi^{0} \gamma}<300 \mathrm{MeV} / \mathrm{c}$.

|  | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $110 \mathrm{MeV} / \mathrm{c}^{2}<m_{\gamma \gamma}<160 \mathrm{MeV} / \mathrm{c}^{2}$ | - | + | + | + | + | + |
| $E_{\mathrm{beam}}<1250 \mathrm{MeV}$ | - | - | + | - | + | + |
| $E_{\gamma_{3}}<200 \mathrm{MeV}$ | - | - | + | - | - | - |
| $T_{\pi}^{\circ}<150 \mathrm{MeV}$ | - | - | + | - | - | - |
| $110 \mathrm{MeV} / \mathrm{c}^{2}<M M_{\omega}-m_{\text {proton }}<110 \mathrm{MeV} / \mathrm{c}^{2}$ | - | - | + | - | + | + |
| $\Theta_{\text {proton }}<10^{\circ}$ | - | - | + | - | + | + |
| cut on the proton-band | - | - | + | - | + | + |
| $E_{\gamma}<50 \mathrm{MeV}$ | - | - | - | + | + | + |
| angular correlations between particles | - | - | - | + | + | + |
| $\Theta_{\gamma}>20^{\circ}$ | - | - | - | + | + | + |
| $\mathrm{p}_{\pi^{\circ} \gamma}<300 \mathrm{MeV} / \mathrm{c}$ | - | - | - | - | - | + |



Figure H.7.: Effect of different cuts on simulated $\omega$ events.
After small changes ...


Figure H.8.: Effect of different cuts on simulated $\pi^{0} \pi^{0}$ events (left plot).
After cuts a wide, but smooth distribution remains which is taken into account in the fitting procedure (See Section 3.4).
Effect of different cuts on simulated $\pi^{0} \eta$ events (right plot).
After cuts a wide, but smooth distribution remains which is reduced using a sideband subtraction technique (See Section 3.5.5) and also taken into account in the fitting procedure (See Section 3.4).

|  | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ | $\square$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $110 \mathrm{MeV} / \mathrm{c}^{2}<m_{\gamma \gamma}<160 \mathrm{MeV} / \mathrm{c}^{2}$ | - | + | + | + | + | + |
| $E_{\mathrm{beam}}<1250 \mathrm{MeV}$ | - | - | + | - | + | + |
| $E_{\gamma_{3}}<200 \mathrm{MeV}$ | - | - | + | - | - | - |
| $T_{\pi^{\circ}}<150 \mathrm{MeV}$ | - | - | + | - | - | - |
| $110 \mathrm{MeV} / \mathrm{c}^{2}<M M_{\omega}-m_{\text {proton }}<110 \mathrm{MeV} / \mathrm{c}^{2}$ | - | - | + | - | + | + |
| $\Theta_{\text {proton }}<10^{\circ}$ | - | - | + | - | + | + |
| cut on the proton-band | - | - | + | - | + | + |
| $E_{\gamma}<50 \mathrm{MeV}$ | - | - | - | + | + | + |
| angular correlations between particles | - | - | - | + | + | + |
| $\Theta_{\gamma}>20^{\circ}$ | - | - | - | + | + | + |
| $\mathrm{p}_{\pi^{\circ} \gamma}<300 \mathrm{MeV} / \mathrm{c}$ | - | - | - | - | - | + |



Figure H.9.: Effect of different cuts on simulated $\pi^{0}$ events (left plot).
After the cuts only a small amount of events remains which are distributed smoothly over a wide range of invariant masses.
Effect of different cuts on simulated $\eta$ events (right plot).
After cuts the sharp peak-like structure disappears.
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thresholds [ $\left.\mathrm{A}^{+} 05, \mathrm{~A}^{+} 07\right]$.
1.14. A resonant structure in the 2D energy correlation histogram (a) suggest the presence of a bound $\eta$-mesic state. The total energy distribution of the decay products $\left(E_{\text {total }}=E_{\pi^{+}}+E_{n}\right)$ has a width of about 150 MeV and its position is about $\Delta \mathrm{E}=90 \mathrm{MeV}$ below the position of the $\mathrm{S}_{11}(1535)$ [SP01] (b).
1.15. Coherent cross section ( $\eta \rightarrow 2 \gamma$ in red, $\eta \rightarrow 3 \pi^{0}$ in blue) compared to Pfeiffer et al. (black). The coherent and quasi-free thresholds are also shown. [KPM10] . .
1.16. Coherent $\eta \rightarrow 2 \gamma$ differential cross section in the $\left(\gamma,{ }^{4} \mathrm{He}\right)$ center of mass frame and two different beam energies. The black line corresponds to the expected angular distribution from proton data where ${ }^{3} \mathrm{He}$ form factor has been taken into account the.
At an energy $\mathrm{E}_{\gamma}=644.4 \mathrm{MeV}$ the measured data shows a forward peaking behavior which is in agreement with the expected distribution for coherent $\eta$-production. At lower energies $\mathrm{E}_{\gamma}=602.0 \mathrm{MeV}$ the measured distribution is flat, which is not in agreement with the expected forward peaking distribution. This behavior suggests two different types of reaction mechanisms [Phe10]
1.17. Prediction of the $\eta$-nucleus and $\omega$-nucleus potential within the QMC framework for Mg and Pb [STT07]. The blue lines correspond to the density distribution of the nucleus. The black line shows the potential as a function of the radius for $\omega$ and $\eta$ meson. In the right figure two types of QMC predictions are compared.19
1.18. Missing energy spectra at $\mathrm{E}_{\gamma}=2.75 \mathrm{GeV}$ for the ${ }^{12} \mathrm{C}(\gamma, \mathrm{p}) \omega^{11} \mathrm{~B}$ (a) and for ${ }^{40} \mathrm{Ca}(\gamma, \mathrm{p}) \omega^{39} \mathrm{~K}$ (b) reactions. $\left|B_{p}\right|$ is the binding energy of the bound initial proton [MW01]. . . 20
1.19. Missing energy spectra of the ${ }^{12} \mathrm{C}(\gamma, \mathrm{p}) \omega^{11} \mathrm{~B}$ reaction for an attractive (left figure) and a repulsive (right figure) potential [NJH05].20
1.20. Missing energy spectra of the ${ }^{12} \mathrm{C}(\gamma, \mathrm{p}) \omega^{11} \mathrm{~B}$ reaction at different beam energies and for different directions of the knocked-out proton. The results are convoluted with different experimental resolutions [KNHO07].
1.21. The differential cross section of the reaction $\gamma+p \rightarrow \pi^{0} \gamma+p$ as a function of the $E_{\pi^{0} \gamma}-m_{\omega}$ where $E_{\pi^{0} \gamma}=E_{\pi^{0}}+E_{\gamma}$. The spectrum (black, solid line) is obtained using the reconstructed $\pi^{0} \gamma$ events from the exclusive $\gamma+p \rightarrow \pi^{0} \gamma+p$ reaction (red, dashed curve) plus an inclusive $\pi^{0} \gamma$ background which was obtained from events with 4 photons in the final state $\left(\pi^{0} \pi^{0} \rightarrow 4 \gamma\right.$ and $\left.\pi^{0} \eta \rightarrow 4 \gamma\right)$ when one photon is not detected (blue dashed-dotted line). The following cuts were used on the simulated data: $1.5 \mathrm{GeV}<E_{\gamma}<2.6 \mathrm{GeV}, 7^{\circ}<\Theta_{p}<14^{\circ},\left|\vec{p}_{\pi^{0}}+\vec{p}_{\gamma}\right|<$ $400 \mathrm{MeV} / \mathrm{c},\left|\vec{p}_{\gamma, 3}\right|>200 \mathrm{MeV} / \mathrm{c}$ and $T_{\pi^{0}}>150 \mathrm{MeV} / \mathrm{c}$. The exclusive $\omega \rightarrow \pi^{0} \gamma$ signal has been convoluted with the experimental resolution of $F W H M=50 \mathrm{MeV}$ [KNHO07].
1.22. Kinetic energy of the $\pi^{0}$ as a function of the $\pi^{0} \gamma$ invariant mass. The distorted events via final state interaction are relatively well separated in the $\mathrm{T}_{\pi^{0}}<150 \mathrm{MeV}$ region $\left[\mathrm{MSC}^{+} 01\right]$.
1.23. The $\pi^{0} \gamma$ invariant mass spectrum before- (left figure) and after (right figure) thementioned cut on the kinetic energy of the $\pi^{0}$.
a, fraction of $\omega$ mesons decaying outside the nuclear medium,
b , fraction of $\omega$ mesons decaying inside the nuclear medium into $\pi^{0} \mathrm{~s}$ and are notdistorted by final state interactions,c , fraction of $\omega$ mesons decaying inside the nuclear medium into $\pi^{0} \mathrm{~s}$ which aredistorted by final state interactions.23
1.24. The $\omega$ meson, which was produced via recoil-free photoproduction can be bound inside the nucleus. The bound state can be registered either via the decay of the bound $\omega$ meson into $\pi^{0} \gamma$ final state (three photons and one proton are in the final state, brown dashed line) or if a nucleon absorbs the $\omega$ meson producing a bary- onic excitation which decays into a meson-proton final state where the meson can be either $\pi^{0}$ or $\eta$ (two photons and two charged hits in the final state, dark blue dashed-dot line). ..... 24
2.1. Floor-plan of ELSA ..... 27
2.2. Energy coverage of the tagger. The shaded energy regions are not tagged. ..... 28
2.3. Tagger magnet (red block) and the 96 partly overlapping scintillator taggerbars. The electrons arrive from the upper corner on the right and deflect toward the scintillator bars ..... 29
2.4. CAD drawing of the beam dump ..... 30
2.5. CAD drawing of the $\gamma$ Intensity Monitor. ..... 31
2.6. CAD drawing of the Crystal Barrel detector ..... 33
2.7. The construction of one module of the Crystal Barrel ..... 33
2.8. The Inner detector ..... 33
2.9. Arrangement of the layers of the Inner Detector ..... 33
2.10. CAD drawing of the FWPlug detector ..... 34
2.11. The TAPS module consists of a $\mathrm{BAF}_{2}$ crystal and a plastic veto. ..... 35
2.12. Arrangement of the crystals in the MiniTAPS Wall. One crystal is removed for the center of the setup. Through this hole photons which did not generate hadronic reactions will leave the setup ..... 36
2.13. Aerogel Cherenkov detector installed in Bonn ..... 37
2.14. The Aerogel Cherenkov detector. The aerogel tiles and some of the PMTs can be seen. ..... 38
2.15. Readout of the MiniTAPS detector ..... 39
3.1. Time calibration Demo ..... 45
3.2. Illustration of the time-walk effect. The red line shows the response signal of a low-energetic event crossing the threshold later than the high energetic blue signal. ..... 46
3.3. $\Delta t_{\text {FWPlug-Tagger }}$ before and after applying a time-walk correction for $\gamma \mathrm{s}$ from $\pi^{0}$ ..... 47
3.4. The energy calibration of the tagger. The various data points correspond to the measurements with different beam energies. ..... 48
3.5. The position of the pedestal peak and the temperature of the hall in a 16 -day-period. Both the temperature and the pedestal position show a 24 -hours period.The red dots shows the position of the pedestal, the green dashed line correspondsto the temperature.49
3.6. Typical cosmic spectrum from MiniTAPS. The pedestal peak ( 0 MeV -energy peak), the CFD threshold and the minimum ionizing of cosmic muons are clearly recognizable. ..... 50
3.7. Time calibration Demo ..... 52
3.8. Position of the $\pi^{0}$ peak in the Crystal Barrel after repeated iterations [Jun05] ..... 53
3.9. The position of the $\pi^{0}$ (left) and $\eta$ (right) before (green line )and after (red line) polynomial calibration. The position of the pion is unchanged, while the position of the $\eta$ is shifted down roughly by 10 MeV to the nominal mass of the $\eta$ mesons. ..... 54
3.10. Final check of the energy calibration ..... 55
3.11. Invariant mass of $\pi^{0} \mathrm{~s}$ and $\eta \mathrm{s}$ as a function of their momenta. The error bars show not the fitting error but the $\sigma$ of the fitted peak. The invariant masses are stable within $\pm 2 \%$ in the momentum range of $100 \mathrm{MeV} / \mathrm{c} \leq$ $p_{\gamma \gamma} \leq 1700 \mathrm{MeV} / \mathrm{c}$. ..... 56
3.12. Calibration of the LED threshold. On the left side the solid line illustrates the energy distribution with a very low LED thresholds, the pink area shows the energy distribution with a higher threshold. On the right side the ratio of the two spectra is shown. ..... 57
3.13. Separation of two PEDs in a multi-PED cluster by using exponential functions to describe the lateral shower distributions [Sei09]. ..... 58
3.14. Schematic drawing of the MiniTAPS forward wall located at a distance $R$ behind the target. A systematic error is introduced in the position determination (dashed line) if a photon arrives askew and, due to the tilted shower development, the position appears at $X+d X$ from the beam axis while the real distance is $X$. The reconstruction routine corrects this effect by approximating the shower maximum in $Z$ which depends on the energy of the photon. ..... 60
3.15. The reconstructed hit position before and after using the correction function in MiniTAPS. The $X$ and $Y$ axes are expressed in radian $(x \approx X * R$, where R is set to 210 cm ) and the color code marks the difference between the generated and reconstructed angles (for more details [Sei09]). ..... 61
3.16. Relativistic $\beta=v / c$ for different particles as a function of the kinetic energy. In the shaded area particles generate signal in the Cherenkov detector. ..... 62
3.17. Time-of-Flight of the charged particles is plotted as a function of their deposited energy in the MiniTAPS. The particles, which entered into this plot did not fire the Aerogel Cherenkov detector to ensure that the registered particle is a proton. The three labeled regions are discussed in the text. The fast particles with small energy deposit ( $\mathrm{E}_{\text {Minitaps }}<100 \mathrm{MeV}$ and $\mathrm{ToF} \approx 0 \mathrm{~ns}$ ) are misidentified elec- trons/positrons or photons. ..... 63
3.18. Time-of-Flight versus deposited energy in the MiniTAPS for charged particles with different conditions ..... 64
3.19. Multiplicity of the Tagger before (red) and after (black) the coincidence timecuts on the detectors. ..... 65
3.20. The time difference spectrum between a detector and the tagger spectrum. The blue shaded area shows the random coincidences, the red the real ones. ..... 65
3.21. Flow chart of the random subtraction technique ..... 65
3.22. GEANT simulation of quasi-free $\omega$ production shows the presence of merged pho-tons ( 3.22a) and split-offs ( 3.22b).3.22a: In the analyzed events-class only 2 neutral and one charged hits were reg-istered. The invariant mass of the two photons shows a peak around the $\omega$-mass.(The black line is the data, the green one is the contribution of the real two-gammaevents, the blue one is the difference of the two histograms).
3.22 b : In the analyzed events 4 neutral and one charged hits were registered. The invariant mass of four photons shows a peak around the $\omega$-mass.
Roughly $5 \%$ of the generated $\omega$ events are affected by merged photons, and roughly the same amount of $\omega$ events are affected by split-offs (with the threshold values listed in the Table 3.5).
3.23. There are 3 possible combinations of two photons out of three. On the X -axis the number of $2 \gamma$ combination is shown which falls into the $110 \mathrm{MeV}<\mathrm{m}_{\gamma \gamma}<$ 160 MeV mass range. The number of $\pi^{0} \gamma$ events and $\omega$ s as a function of the $\pi^{0}$ multiplicity are also shown. ..... 69
3.24. Registered number of particles (both charged and neutral) as a function of the polar angle in the lab system. The increased yield to forward angles (small $\Theta$ corresponds to the beam direction) is due to the Lorentz boost. At backward angles electromagnetic noise can be seen from the beampipe. All signals from the most backward angles were discarded. ..... 72
3.25. The data are processed sequentially:
First the reconstruction and the preselection are made. After "filtering" the prese- lected data, only a specialized event class is stored which will be processed further. The final analysis runs more than 50 times faster if only the filtered event class is processed, compared to the processing time of the raw data. ..... 72
3.26. Missing mass as a function of invariant mass of the $\pi^{0} \gamma$ for simulated $\omega$ events (a) and for measured data (b). A strong contribution of the background events can be seen at larger missing masses than the $\mathrm{m}_{\text {proton }}$ and at smaller invariant masses than $\mathrm{m}_{\omega}^{P D G}$. ..... 73
3.27. The invariant mass spectrum of the 3-photon events of the measured data after every used cuts. ..... 74
3.28. (a): A visualization of the 2D representation of the data. The background yields in the projections are equal. (The signal yields are equal, too.)
(b): The 2D representation of the data after the mentioned cuts. Finally cuts were made on the momentum of the reconstructed data. The cuts are also shown on the plot. ..... 75
3.29. Recoilless photoproduction of mesons on ${ }^{12} C$.
Calculation of the momentum transfer as a function of the photon beam energy is shown for the $\eta$ and $\omega$ mesons. Different ejection angles of the proton in $\omega$ meson production is also taken into account. ..... 77
3.30. The effect of the Fermi momentum on the $\mathrm{p}_{\omega}-\mathrm{E}_{\text {beam }}$ correlation.
The pink plot shows the result of the calculation without Fermi-smearing. The proton is knocked out to the $\Theta_{p}<1^{\circ}$ direction.
The red distribution shows the result also without Fermi smearing but the proton goes into the $1^{\circ}<\Theta_{p}<10^{\circ}$ direction (this is the $\Theta$-range covered by the MiniTAPS)
The gray plot shows the same situation as the pink one, but the target nucleon carries Fermi momentum.
The black plot shows a calculation with Fermi-distribution and the proton going into the $1^{\circ}<\Theta_{p}<10^{\circ}$ direction.
The plot shows two different branches of the produced mesons with a separation around $\mathrm{p}_{\omega}=500 \mathrm{MeV} / \mathrm{c}$. The two branches correspond to the mesons which are going "forward" (into the direction of the beam) and "backward" (opposite to the beam direction) in the Center of Mass (CM)-system.

3.31. The correlation between the momentum of the $\omega$ and the $\Theta$ angle of the knocked
out proton for given beam energy ranges.

The upper two figures show kinematical simulations. The light-colored part of the
plot shows the solution of the equations when the proton is going forward in the
CM system.

The detector resolution plays only a minor role.

3.32. The Time of Flight of the forward going proton as a function of the momentum of
the produced $\omega$ meson. The simulation shows that the majority of the produced $\omega$
mesons are in coincidence with a fast proton with small ToF (large kinetic energy).
3.33. Used angular distribution and $\Theta_{\omega}$ distribution . . . . . . . . . . . . . . . . . . . 81
3.34. The plot illustrates the simulates background channels where 3 neutral hits were
registered in the final state. The figures shown the invariant masses of the reg-
istered three neutral hits (treated as photons), where the invariant mass of two
neutral hits gives the mass of the $\pi^{0}$ meson. (See the text for details.) . . . . . . . 83
3.36. Both the $\pi^{0} \eta \rightarrow 4 \gamma$ and the $\eta \rightarrow 2 \gamma$ channels show a band-like structure on the two-gamma invariant mass vs. three-gamma invariant mass histogram. This structure appears as a peak on the three-gamma invariant mass spectrum.
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& \text { 3.37. Invariant mass distributions of the } \pi^{0} \gamma \text { events coming from } \pi^{0} \pi^{0} \text { (a) and } \pi^{0} \eta \text { (b) } \\
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3.38. Invariant mass distributions of the $\pi^{0} \gamma$ events coming from $\pi^{0}$ (a) and $\eta$ (b)
events after a split-off. The filled gray distribution shows the distribution af-
ter applying all the analysis cuts (see Section 3.3.1) included the momentum cut
$p_{\pi^{0} \gamma} \leq 300 \mathrm{MeV} / \mathrm{c}$. The color code is described in the Appendix H. . . . . . . . 85
3.39. $\mathrm{m}_{\pi^{0} \gamma}$ invariant mass spectra for different reaction after registering only 3 photons in the final state simulated with the GiBUU event generator and reconstructed by GEANT3 [Fri10, Nan10]
3.40. (a) In the two-photon invariant mass spectrum the $\pi^{0}$-peak ( $110 \mathrm{MeV} / \mathrm{c}^{2}<\mathrm{m}_{\gamma \gamma}<$ $110 \mathrm{MeV} / \mathrm{c}^{2}$, red shaded area) and the sideband ( $40 \mathrm{MeV} / \mathrm{c}^{2}<\mathrm{m}_{\gamma \gamma}<90 \mathrm{MeV} / \mathrm{c}^{2}$ and $170 \mathrm{MeV} / \mathrm{c}^{2}<\mathrm{m}_{\gamma \gamma}<220 \mathrm{MeV} / \mathrm{c}^{2}$, blue shaded area) is shown.
(b) The 3-gamma invariant mass spectra for the $\pi^{0}$-peak (red curve) and the sideband (blue curve) and the difference between them (black curve).
The sideband subtraction technique was used in the analysis of the neutral decay channel ((a), (b)) and also in the analysis of the conversion channel (c).
3.41. Integrated cross section of the contributing background channels and the signal channel in photoproduction on the proton $(\gamma+p \rightarrow \mathrm{X}+p)$ [Tho10].
3.42. The correlation between the invariant mass of three photons and the energy of each photons. A vertical structure is visible due to photon split-offs (see the text for details). A diagonal structure can also be seen. If the lower part of the distribution is removed, as indicated by the white line, a peak-like structure will be produced via the remaining part of the diagonal structure.
3.43. GEANT simulation shows the correlation between the relative angle between neutral hit-pairs and the energy of the contributing photons in $\gamma+p \rightarrow \pi^{0}+p$ (a) reaction when three neutral- and a charged hit were registered. As a comparison the same correlation is shown for $\gamma+p \rightarrow \omega+p$ (b).
3.44. GEANT simulation shows the correlation between the relative angle between neutral hit-pairs and the opening angle between the third neutral hit and the charged hit. Characteristic difference can be seen between these planes in case of $\gamma+p \rightarrow$ $\pi^{0}+p$ (a) and $\gamma+p \rightarrow \omega+p$ (b) events. (The simulation of the $\omega$ meson production includes a realistic angular distribution.)
3.45. Simulation shows the effect of the kinematical cuts on the $\pi^{0}$ spectrum where an additional neutral hit was registered. The black histogram is the $\mathrm{E}_{\gamma}$ vs. $\mathrm{m}_{\gamma \gamma \gamma}$ distribution without any cut applied. The red dots shows the remaining distribution after the kinematical cuts applied in the analysis (See Section 3.3.1). The cyan dots show the distribution of the events after using the additional cuts listed above. The overall yield of this type of events did not change dramatically, but the bumplike structure around $600 \mathrm{MeV} / \mathrm{c}^{2}$ was removed.
For more comparison, see the Appendix H.
3.46. Simulation of the conversion channel. The figure (a) shows the opening angle distribution between the proton and the $\pi^{0}$ under the conditions listed at the beginning of this chapter. The red line shows the result of the kinematical simulation, the black one represents a full particle tracking with GEANT. The figure (b) shows the correlation of momenta between the proton and the neutral pion.
The scatter plot and the black line show the result of a full particle tracking using GEANT. In comparison, the red dashed line dashed line represents the contour of the correlated momenta using a kinematical simulation, where the effect of the holding structure cannot be seen.
3.47. GEANT simulation to demonstrate the effect of the holding structure on the reconstruction of the momentum of the protons. The red scatter plot shows the correlation between the real kinetic energy and the measured one (this is the measured quantity). The black one shows the correlation between the real momentum of the proton and its reconstructed momentum. Protons with small energy ( $\lesssim 90 \mathrm{MeV}$ ) will be absorbed in the holding structure of the detector, and will not reach the crystals. A proton with high energy ( $\gtrsim 400 \mathrm{MeV}$ ) will become a minimum ionizing particle and will not deposit all its kinetic energy in the detector material.
3.48. The correlation between the generated (real) and reconstructed proton momenta when the proton is produced by a conversion of the $\omega$ meson to a $\pi^{0}$-proton pair via resonance excitation and decay (see Section 3.2.5).
3.49. The simulation shows the effect of the holding structure of the CB. The real polar angles and momenta of all generated particles is shown by the black scattered plots. Th red scattered plot shows them if they are registered (energy was deposited by them in the detectors).
If the excited resonance decays into $\eta$ and proton, most of the produced protons will not reach the detector, they will not be registered (b). In case of the resonance decays to $\pi^{0}$ and proton, the proton will have a larger average momentum and most of the protons will be detected (a).
3.50. Simulation to demonstrate the effect of a misidentified charged particle in the proton detection. In the figure (a) $\pi^{+}$s were simulated and reconstructed. It can be seen that depending on the assumed mass the measured momentum is changing (black line: the mass of the particle is its nominal mass, blue line: the momentum distribution of the $\pi^{+}$assuming that the particle is a proton). For more details, see text.
In the figure (b) electrons were simulated and reconstructed. The color code is the same as in the other plot. Electrons are not contributing to the minimum ionizing peak.
3.51. (a) Momenta of different charged particles (black: proton, brown: $\pi^{+}$, light blue: electron) when they are reconstructed as a proton. (b) The measured distribution shows a minimum ionizing peak in case of the proton and the $\pi^{+}$. Electron do not contribute to the minimum ionizing peak, they produce a stronger yield at higher momenta. Besides the minimum ionizing peak scattered events can be seen due to nuclear reactions.
3.52. Efficiency of the reconstruction of the $\gamma+p \rightarrow \omega+p$ reaction as a function of the momentum of the $\omega$ meson. Only the neutral decay channel of the $\omega$ meson is considered, where it decays into the $3 \gamma$ final state.97
4.3. One proton was registered in the MiniTAPS (identified by a cut around the protonband) in coincidence with two photons which form a $\pi^{0}$ meson and one additional charged hit. The relative angle between the charged hit and the $\pi^{0}$ is plotted as a function of the beam energy (a). The two horizontal lines show the borders of the signal region $\left(120^{\circ} \leq\right.$ Angle $\left._{\pi^{0}, \text { proton }} \leq 180^{\circ}\right)$ and the background region ( $90^{\circ} \leq$ Angle $_{\pi^{0}}$,proton $\leq 120^{\circ}$ ). The projected spectra were normalized by the original tagger spectrum (b). The ratio (c) and the difference (d) of the normalized spectra are also shown.
4.4. The 2 D representation of the data after all kinematic cuts. The cuts on the mo- mentum are also visualized. Projections onto the X and Y axes gives the invariant mass and kinetic energy distribution, respectively. ..... 104
4.5. Simultaneous fit of the invariant mass and the kinetic energy spectra in different momentum bins. The blue distribution is the background derived from events with four photons in the final state. The red lines denote the quasi-free $\omega$ signals (see Section 3.4). The azure line is the fit of the yield above the background in the lowest momentum bin. The green line is the difference between the data points and the sum of the background and the signal(s) (black line). The measured data in the lowest momentum bin cannot be described only with the four-photon background and $\omega$ signal. ..... 105
4.6. Missing energy spectra of the ${ }^{12} \mathbf{C}(\gamma, p) \omega^{11} \mathbf{B}$ for an attractive potential (see sec- tion 1.5.2) ..... 106
4.7. Energy deposition of charged particles in MiniTAPS as a function of the flight time. The effect of a strict cut on the proton band is illustrated. The black scatter plot shows all proton events in the $\gamma+p \rightarrow \omega+p$ reaction that arrive in the MiniTAPS detector. The red scatter plot shows the identified events in the proton- band. In the proton-band only $\approx 60 \%$ of all protons are registered, the rest induces nuclear reactions. ..... 107
4.8. Simultaneous fit of the invariant mass and the kinetic energy spectra in different momentum bins. Data from GiBUU simulation can be reproduced with 4 photon background and $\omega$ signal in every momentum bin. (Color code is described in the caption of the Figure 4.5) ..... 109
B.1. Trigger-scheme of the TAPS ..... 119
C.1. Typical rates ..... 121
D.1. Visualization of a cluster:White boxes denotes the crystals where the energy deposit did not exceed thethreshold. The stripped boxes symbolize all the crystals which are firing. The redstripped boxes are the central crystals of the PEDs, where most of the energy isdeposited, the area with magenta border is one PED. The area with blue border isone cluster (with two PEDs)125
G.1. Two-photon invariant mass versus three-photon invariant mass plot for the simulated $\pi^{+}+\pi^{0}+n \rightarrow \pi^{+}+n+2 \gamma$ final state (Fig. (a)) where the $\pi^{+}$is misidentified as a proton and the $n$ is misidentified as a photon.. Projection on the two-gamma (Fig. (b)) axis shows a peak at the mass of the mass of the $\pi^{0}$. The projection on the three-gamma (Fig. (c)) axis shows a smooth distribution.135
G.2. Two-photon invariant mass versus three-photon photon invariant mass plot for the simulated $\pi^{0}+\pi^{0} \rightarrow 4 \gamma$ final state (Fig. (a)). Projection on the two-gamma (Fig. (b)) axis shows a peak at the mass of the mass of the $\pi^{0}$. The projection on the three-gamma (Fig. (c)) axis shows a smooth distribution.136
G.3. Two-photon invariant mass versus three-photon photon invariant mass for the simulated $\pi^{0}+\eta \rightarrow 4 \gamma$ final state (Fig. (a)). Projection on the two-gamma (Fig. (b)) axis shows a peak at the mass of the mass of the $\pi^{0}$. The projection on the threegamma (Fig. (c)) axis shows a pronounced structure at roughly $600 \mathrm{MeV} / \mathrm{c}^{2}$ which can be removed by a side-band subtraction technique (see Section 3.5.5).
G.4. Two-photon invariant mass versus three-photon photon invariant mass plot for the simulated $\pi^{0} \rightarrow 2 \gamma$ final state (Fig. (a)) where one additional neutral hit was generated. Projection on the two-gamma (Fig. (b)) axis shows a peak at the mass of the mass of the $\pi^{0}$. The projection on the three-gamma (Fig. (c)) axis shows a smooth distribution.
G.5. Two-photon invariant mass versus three-photon photon invariant mass plot for the simulated $\eta \rightarrow 2 \gamma$ final state (Fig. (a)) where one additional neutral hit was generated. Projection on the two-gamma (Fig. (b)) axis shows a peak at the mass of the mass of the $\pi^{0}$. The projection on the three-gamma (Fig. (c)) axis shows a pronounced structure at roughly $600 \mathrm{MeV} / \mathrm{c}^{2}$ which can be removed by a side-band subtraction technique and by kinematical cuts (see Section 3.5.5).
G.6. Two-photon invariant mass versus three-photon photon invariant mass plot for the simulated $\omega \rightarrow \pi^{0} \gamma \rightarrow 3 \gamma$ final state (Fig. (a)). Projection on the two-gamma (Fig. (b)) axis shows a peak at the mass of the mass of the $\pi^{0}$. The projection on the three-gamma (Fig. (c)) axis shows the $\omega$-peak.
G.7. Two photon invariant mass versus 3 photon photon invariant mass (Figure (a)), and its projection to the two-gamma (Figure (c)), and to the three-gamma invariant mass axis (Fig. (b)) for data.
H.1. Simulation of the $\gamma+{ }^{12} C \rightarrow \omega+p+{ }^{11} B$ channel. The three-gamma invariant mass (left figure) and the "kinetic energy" (right figure) distributions are shown after every cut which is listed in Section 3.3.1. The gray shaded area shows the $m_{\pi^{0} \gamma}$ invariant mass distribution in the lowest studied momentum bin $p_{\pi^{0} \gamma}<300 \mathrm{MeV} / \mathrm{c}$.
H.2. Simulation of the $\gamma+{ }^{12} C \rightarrow \pi^{0}+\pi^{+}+n+{ }^{11} B$ background channel where the $\pi^{+}$is misidentified as a proton, and the neutron is misidentified as a photon (See the Section 3.5.4). Simulation shows the three-gamma invariant mass (left figure) and the "kinetic energy" (right figure) distributions after every cut which is listed in Section 3.3.1. After requiring that the proton should be identified by the cut on the proton-band (See Section 3.2.2) practically there is no intensity remains.
H.3. Simulation of the $\gamma+{ }^{12} C \rightarrow \pi^{0}+\pi^{0}+p+{ }^{11} B$ channel where one photon from the decay of the $\pi^{0}$ s is lost (See the Section 3.5.4). The three-gamma invariant mass (left figure) and the "kinetic energy" (right figure) distributions are shown after every cut which is listed in Section 3.3.1. The gray shaded area shows the $m_{\pi^{0} \gamma}$ invariant mass distribution in the lowest studied momentum bin $p_{\pi^{0} \gamma}<300 \mathrm{MeV} / \mathrm{c}$.
H.4. Simulation of the $\gamma+{ }^{12} C \rightarrow \pi^{0}+\eta+p+{ }^{11} B$ channel where one photon from the decay of the $\pi^{0}$ or the $\eta$ is lost (see the Section 3.5.4). The three-gamma invariant mass (left figure) and the "kinetic energy" (right figure) distributions are shown after every cut which is listed in Section 3.3.1. The gray shaded area shows the $m_{\pi^{0} \gamma}$ invariant mass distribution in the lowest studied momentum bin $p_{\pi^{0} \gamma}<300 \mathrm{MeV} / \mathrm{c}$
H.5. Simulation of the $\gamma+{ }^{12} C \rightarrow \pi^{0}+p+{ }^{11} B$ channel where one additional neutral hit was produced (See the Section 3.5.4). The three-gamma invariant mass (left figure) and the "kinetic energy" (right figure) distributions are shown after every cut which is listed in Section 3.3.1. An artificial structure is produced by the cut on the energy of the bachelor photon. The gray shaded area shows the $m_{\pi^{0} \gamma}$ invariant mass distribution in the lowest studied momentum bin $p_{\pi^{0} \gamma}<300 \mathrm{MeV} / \mathrm{c}$.
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Károly Makónyi


[^0]:    ${ }^{1}$ from the Greek "indivisible"
    ${ }^{2}$ The atomic number is also known as proton number.

[^1]:    ${ }^{3}$ The spelling derives from a phrase in James Joyce's book, Finnegans Wake, "Three quarks for Muster Mark".
    ${ }^{4}$ from the Greek "thick"

[^2]:    ${ }^{5}$ from the Greek "Intermediate"
    ${ }^{6}$ derived from the Greek "Heavy"

[^3]:    ${ }^{7}$ In fact, only the $\mathrm{W}^{ \pm}$boson has any role in the flavor changing of the quarks.
    ${ }^{8}$ Recently, the cosmic microwave background measurements suggests that the universe originated from the Standard Model (Hadronic Matter) makes only $4 \%$ of the whole universe. The rest is filled by Dark Matter and Dark Energy.
    ${ }^{9}$ The existence of the Higgs boson is experimentally not confirmed yet.

[^4]:    ${ }^{10}$ Glueballs [Cre09, CP98] solely consists of gluon particles, without valence quarks. Such a state is possible because gluons carry color charge and experience the strong interaction.
    ${ }^{11}$ Hybrid mesons consist of bound states of quarks and gluons, where the gluons contribute directly to the quantum numbers of the system (valance glue).

[^5]:    ${ }^{12}$ For massless particles it is also called helicity.

[^6]:    ${ }^{13}$ However in lighter nuclei even the lowest orbit can be populated and atomic spectroscopy can be used to study the deeply bound states [Got04].
    ${ }^{14}$ The 1 s and 2 p bound pionic states are called deeply bound states.

[^7]:    ${ }^{15}$ Measuring the meson directly the "missing energy" is "equivalent" to the kinetic energy of the meson $\left(T_{\text {meson }}=\right.$ $E_{\text {meson }}-m_{\text {meson }}$ ) with the restriction that the energy of the meson is the measured energy of the reconstructed $\pi^{0} \gamma$ system, and $m_{\text {meson }}$ is the mass of the meson in vacuum which (this is the mass that is listed in the Particle Data Book ( $\left.m^{\mathrm{PDG}}\right)$ ).

[^8]:    ${ }^{16}$ In coherent production the beam interacts with the nucleus, and the nucleus remains in its ground state.
    ${ }^{17}$ In quasi-free reaction the beam interacts with only one nucleon, leaving the rest of the nucleus intact.

[^9]:    ${ }^{1}$ The (macroscopic) duty factor is the ratio of the time while beam was delivered to the experiment and the total beam-time
    ${ }^{2}$ This operation mode is not used since 1994.

[^10]:    ${ }^{3}$ In High Energy Physics, a shower is a cascade of secondary particles produced as the result of a high-energy particle interacting with dense matter. In an electromagnetic shower electrons and positrons generate photons via bremsstrahlung and photons generate electrons and positrons via pair-production.

[^11]:    ${ }^{4}$ This value depends on the distance between the detector and the target.

[^12]:    ${ }^{5}$ The radiation length is the average length in a specific material in which an electron will lose all but $67 \%$ of its energy by bremsstrahlung.

[^13]:    ${ }^{1}$ For example the trigger is generated within 300 ns if a particle arrives at MiniTAPS and/or FWPlug which detectors are involved in the generation of the first level trigger. CB cannot provide time information, thus it cannot contribute to the generation of the first level trigger. The second level trigger is generated by FACE within a time up to $6 \mu s$.

[^14]:    ${ }^{2}$ For example in case of the FWPlug, photons from $\pi^{0}$ decays were selected.

[^15]:    ${ }^{3}$ The dynamic range is the energy range between 0 MeV and the largest energy that the electronics can process.
    ${ }^{4}$ Cosmic muons are minimum ionizing particles, most probably travel from up to down and deposit energy while passing through the crystals laterally.

[^16]:    ${ }^{5}$ The Chebychev polynomial is defined by $T_{n}(z)=\frac{1}{4 \pi i} \oint \frac{\left(1-t^{2}\right) t^{-n-1}}{\left(1+2 t z+t^{2}\right)} d t$

[^17]:    ${ }^{6}$ corresponds to a given polar angle range

[^18]:    ${ }^{7}$ These voltages are usually $30 \mathrm{mV}, 50 \mathrm{mV}, 70 \mathrm{mV}, 100 \mathrm{mV}$

[^19]:    ${ }^{8}$ On average only $10 \%$ of the energy lies outside the cylinder with radius $\mathrm{R}_{M}$ and $1 \%$ outside the cylinder with radius $3.5 \mathrm{R}_{M}$

[^20]:    ${ }^{9}$ This quantity is also known as the center of gravity of the longitudinal shower distribution.

[^21]:    ${ }^{10}$ The critical energy is the energy of an electron when the ionization loss per radiation length is equal to the energy of the electron.

[^22]:    ${ }^{11}$ The area of the plastic scintillator is identical to the surface of the crystals, but it is shifted in such a way that a veto from one layer covers half of the surface of the corresponding crystal, the other layer covers the other half.

[^23]:    ${ }^{12}$ This is the so-called anticoincidence mode.
    ${ }^{13}$ The time difference between MiniTAPS and Tagger with respect to the photons.

[^24]:    ${ }^{14}$ In fact this is a more involved procedure because there should be coincidence not only between the tagger and MiniTAPS, but between the tagger and all the other detectors (Inner Detector, FWPlug, veto detectors) too.

[^25]:    ${ }^{15}$ For example studying the $\omega \rightarrow \pi^{0} \gamma$ decay channel, all event with less than 3 PEDs can be safely discarded
    ${ }^{16}$ The distinction between different charged particles is feasible only if the hit was registered in the MiniTAPS via the measurement of the energies and the flight times of the charged particles.

[^26]:    ${ }^{17}$ This range roughly corresponds to the $\pm 3 \sigma$ width of the $\pi^{0}$ peak.

[^27]:    ${ }^{18}$ This method chooses the pions whose mass appears to be the closest in mass to the nominal $\pi^{0}$ mass.
    ${ }^{19}$ the momentum of the resonance can not be derived directly from the momentum of the meson, because the nucleon, which will absorb the $\omega$ meson, carries Fermi momentum
    ${ }^{20}$ This is true if the particle deposits all its kinetic energy in the detector material. In case of, for example, minimum ionizing particles or particles which generate a nuclear reaction in the detector material there is no correlation between the kinetic energy and the deposited energy (See for example Figure 3.17 or 3.47).

[^28]:    ${ }^{21}$ Technically these four-vectors contain lots of other information too, like the name of the detector where the hit was reconstructed, the size of the cluster, charged state of the hit, time and energy information for every detector element in the cluster, and so on.
    ${ }^{22}$ The disadvantage is that it needs more disk-space.

[^29]:    ${ }^{23}$ GEometry ANd Tracking. In this thesis the GEANT 3.21 (2004.11.04) version was used.
    ${ }^{24}$ It can be downloaded from http://relkinecalc.sourceforge.net/

[^30]:    ${ }^{25}$ The deposited energy cannot be read out from every part of the detector (for example beam-pipe, holding structure, ...). These parts of the setup are called as dead materials.

[^31]:    ${ }^{26}$ This means 3 combinations per events.

[^32]:    ${ }^{27}$ The used technique is similar to the technique which was used to suppress random coincidences from the tagger spectrum (See Section 3.2.3)

[^33]:    ${ }^{28}$ The opening angle is defined as $\Theta=\frac{\vec{a} \cdot \vec{b}}{\|\vec{a}\| \cdot\|\vec{b}\|}$, where $\|\vec{a}\|$ denotes the magnitude of $\vec{a}$.

[^34]:    ${ }^{29}$ Acceptance hole usually is a direction where no detector is placed.
    ${ }^{30}$ This statement is true in the center of mass system if the decay is defined by the phase-space only. If the reference frame is not the CM or the decay is not a phase-space decay, the direction of the decay products are not absolutely independent of the direction of the meson.

[^35]:    ${ }^{1}$ The tagger bars have an equal size, but they cover energy ranges with different size. At higher energies, where the

[^36]:    number of the Bremsstrahlung photons is low ( $\mathrm{N} \sim \frac{1}{E}$ ), the tagger bars cover a smaller energy range. These two effects (smaller number of photons and smaller energy coverage per tagger channels) result in poorer statistics in the higher energy bins.

[^37]:    ${ }^{2}$ The reconstruction required that the detected hit is coming from a charged particle (veto detector was fired) and the relative angle between the generated and hits is smaller that $10^{\circ}$

