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Zusammenfassung

In dieser Doktorarbeit wurden Parametersätze für Kinetische Monte-Carlo-Simulationen (KMC)
der CO- und HCl-Oxidation unter Verwendung von Dichtefunktionaltheorie-Rechnungen (DFT)
und einer Clusterexpansion abgeleitet. Die Parametersätze beinhalten Aktivierungsenergien
und laterale Wechselwirkungen. Kinetische Simulationen wurden in einem weiten Bereich von
Reaktionsbedingungen durchgeführt und die erhaltenen Ergebnisse mit experimentellen Daten
und Resultaten früherer kinetischer Simulationen verglichen.

Bei der CO-Oxidation zeigt der Vergleich zwischen theoretischen und experimentellen Ther-
modesorptionsspektren, dass die DFT-Rechnungen Fehler aufweisen, die zum Überbinden von
COot und Oot, sowie dem Unterbinden von CObr führen. Die experimentell beobachtete Ki-
netik der Reaktion unter Ultrahochvakuumbedingungen wird nur unter nahezu stöchiometri-
schen Gasmischungen von der Simulation reproduziert. Unter stark oxidierenden und stark
reduzierenden Bedingungen wird die Katalysatoraktivität stark unterschätzt. Die scheinbare
Aktivierungsenergie, die bei Drücken im Millibar-Bereich bei der Simulation erhalten wird (85-
91 kJ/mol), stimmt sehr gut mit dem experimentellen Wert überein (75-85 kJ/mol). Da das in
dieser Arbeit untersuchte Simulationsmodell die Abhängigkeit der CObr-Adsorptionsenergie von
der Umgebung korrekt modelliert, werden bei hohen Temperaturen wesentlich bessere Resulta-
te erhalten als in einem früheren Experiment-basierten KMC-Modell, das weniger Wechselwir-
kungen beinhaltete. Aus den Simulationen können wertvolle neue Erkenntnisse über die E�ekte
von lateralen Wechselwirkungen auf die Reaktionskinetik der CO-Oxidation über RuO2(110)
gewonnen werden.

Die Simulationsergebnisse für die HCl-Oxidation über RuO2(110) stimmen insgesamt sehr
gut mit den experimentellen Daten überein. Nur die Reaktionsordnung in Cl2 wird nicht kor-
rekt vom Modell wiedergegeben. Die Diskrepanz scheint mechanistische Ursprünge zu haben,
da selbst eine semi-empirische Anpassung, bei der die Adsorptionsenergien von Oot und Clot so
angepasst wurden, dass Über- und Unterbindung kompensiert werden, die Abweichungen nicht
vollständig korrigieren konnte. Unter Bedingungen, unter denen eine gute Übereinstimmung
zwischen Theorie und Experiment erzielt wird, können aus den Simulationen tiefere Einbli-
cke in die Reaktionskinetik an der Ober�äche gewonnen werden. Dies beinhaltet atomistische
Erklärungen der beobachteten Reaktionsordnungen, sowie den geschwindigkeitsbestimmenden
Schritt unter verschiedenen Reaktionsbedingungen. Als geschwindigkeitsbestimmender Schritt
wurde in experimentellen Arbeiten zuvor die Adsorption von O2 vorgeschlagen. Dies wird durch
die Simulationsergebnisse bestätigt, jedoch nur unter HCl-reichen Gasmischungen. Unter O2-
reichen Bedingungen sind die HCl-Adsorption und der Wassersto�übertrag von OHbr zu Oot

geschwindigkeitsbestimmend, was inhibierte H2O-Bildung nahelegt. Die Basizität des Kata-
lysators hat sich als wichtigen Faktor für die Katalysatoraktivität herausgestellt. Die Basizi-
tät passt sich durch Ober�ächenchlorierung dynamisch den Reaktionsbedingungen an: Durch
die Chlorierung wird die Obr-H-Bindung geschwächt, wodurch die Basizität abnimmt. Dies ist
sehr wichtig, da die Stärke der Obr-H-Bindung das (OHbr + Oot/Obr + OHot)-Gleichgewicht
entscheidend beein�usst. Verschiebung dieses Gleichgewichts zur OHot-Seite beschleunigt die
Bildung von H2O. Eine räumlich aufgelöste Analyse der Simulationen zeigt, dass ein Brücken-
chlorierungsgrad von 1/3 am günstigsten für die Wasserbildung ist. Die scheinbare Aktivie-
rungsenergie wird vom KMC-Modell überschätzt. Dies kann darauf zurückgeführt werden, dass



der experimentell verwendete Reaktor durch das KMC-Modell nicht ausreichend beschrieben
wird. Durch umsatzabhängige KMC-Simulationen kann jedoch abgeschätzt werden, dass die
korrekte scheinbare Aktivierungsenergie erhalten werden kann, wenn berücksichtigt wird, dass
bei höheren Temperaturen höhere Umsätze erreicht werden.



Abstract

Within this dissertation, parameter sets for the Kinetic Monte Carlo (KMC) simulation of the
CO and HCl oxidation reactions were derived using density functional theory (DFT) and a
cluster expansion. The parameter sets include activation energies and lateral interactions. The
simulations were conducted over a wide range of reaction conditions and the obtained results
were compared to experimental data and results from previous simulation models.

In the case of the CO oxidation the comparison of KMC-simulated temperature-programmed
desorption spectra to the corresponding experimental spectra reveals �aws in the DFT calcu-
lations, resulting in overbinding of COot and Oot and underbinding of CObr. The kinetics of
the reaction under ultrahigh vacuum conditions are well-reproduced by the simulation only at
near-stoichiometric gas feeds. Under strongly oxidizing and strongly reducing conditions the
catalyst activity is underestimated. The apparent activation energy obtained at pressures in
the millibar range (85-91 kJ/mol) agrees very well with the experimental value (75-85 kJ/mol).
Because the present simulation model properly accounts for how the adsorption energy of CObr

depends on neighboring species, it outperforms the previous experiment-based simulation model
at higher temperatures. Additionally, the simulations reveal important information about the
e�ect of lateral interactions in the kinetics of the CO oxidation over RuO2(110).

The simulation results for the HCl oxidation over RuO2(110) agree very well with the ex-
perimental results overall. Only the reaction order in Cl2 is not well-described by the model.
The discrepancy seems to be of mechanistic origin because even semi-empirically adjusting the
adsorption energies of Oot and Clot to account for over- and underbinding was not able to
completely correct the deviations. Under conditions where the simulations agree well with the
experiments, more insight into the surface processes can be obtained from the simulation results.
This includes atomistic explanations for the observed reaction orders and the rate-determining
step under di�erent conditions. O2 adsorption, as previously proposed from experiments, was
con�rmed as the rate-determining step for HCl-rich gas feeds. For oxidizing conditions, the
rate-determining step changes to HCl adsorption and the OHbr + Oot hydrogen transfer, indi-
cating inhibited H2O formation. The basicity of the catalyst surface has turned out to be an
important factor for the catalyst activity. The basicity was found to dynamically adapt to the
reaction conditions: through surface chlorination, the the Obr-H bond is weakened. This is very
important because the strength of the Obr-H bond strongly determines the OHbr + Oot/Obr

+ OHot equilibrium. Shifting this equilibrium toward OHot promotes H2O formation. From
a spatially resolved simulation analysis it can be concluded that the optimal bridge chlorina-
tion degree for H2O formation is 1/3. The apparent activation energy is overestimated by the
KMC model, which can be traced back to shortcomings of the description of the reactor model.
From conversion-dependent calculations it was estimated that the correct apparent activation
energy should be obtainable by properly accounting for di�erent conversion levels at di�erent
temperatures.
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1

Chapter 1

Introduction

Microkinetic modeling is an important tool, both in surface science and in practical catalysis.
In surface science microkinetic modeling is employed on an atomic level to deepen the micro-
scopic understanding of surface reactions in heterogeneous catalysis [1], electrochemistry [2]
and growth processes [3]. Moreover, a proposed reaction mechanism can be ruled out if the
simulation results contradict available experimental data. In practical catalysis, microkinetic
modeling is preferably employed to optimize reactor design and operating conditions. This
approach to microkinetics is based on a previously established reaction mechanism and may be
coupled to computational �uid dynamics (CFD) to account for mass and heat transfer. [4]

During the past decade the focus of microkinetic modeling has shifted toward ab-initio
simulations of catalyst activity on the atomic scale. [5, 6] Ab-initio simulation models have the
great advantage that the rate constants of elementary steps and coverage-dependent adsorption
energies are easily computable in-silico without relying on experimental data. Furthermore,
atomic-scale modeling promises an enhancement of accuracy because it does not need to employ
approximations like the mean-�eld approach (MFA).

Modern catalysts tend to be complex systems. The catalysts in some of the most important
technical applications are multi-component systems where promoters or the catalyst support
play a crucial role for the catalyst functionality. Optimized reactor operation supports the
catalyst functionality, creating a demand for multi-scale reactor simulations that treat the
whole stem from the catalyst surface to the gas �ow in the reactor.

Consider, for example, ammonia synthesis, where the catalyst is a complex mixture with
iron as the main component and several other metals as catalyst promoters. The mechanism of
ammonia synthesis on iron single crystal surfaces is well-understood experimentally [7], includ-
ing the role of potassium as promoter. Although the kinetics of the system can be modeled with
the MFA using experimental rate constants [8�10], this multi-component catalyst system is too
complex to model on the atomic scale from �rst principles. The available studies are limited
to the low-index planes of iron without impurities [11�15] and do take the e�ect of promoters
or the structure of catalyst particles into account. Experiments have been more successful in
gaining insight into the e�ect of promoters than theory. [16�18]

Multi-component systems also play a role in automotive catalysts, where the main compo-
nent is typically an alloy of platinum, rhodium or other platinum metals. The metal particles



2

are supported on a CeO2 washcoat which acts as an oxygen storage material balancing the
�uctuations of the oxygen supply in the gas stream. [19, 20] There are many other exam-
ples of catalysts where the support plays a major role for the catalyst functionality, but the
atomic-scale understanding of catalyst-support interactions is still on a rather basic level.

As a consequence of the current limitations of �rst-principles based models of heterogeneous
catalysis, it is currently not possible to simulate all aspects of the catalyst, such as di�usion
in the pore structure, step edges, promoters, and support e�ects. Instead, theory uses model
systems that focus on one or two of the most important aspects of the system. These model
systems strongly resemble those employed in experiments. They are su�ciently simple to allow
for clear-cut interpretation of the experimental data and enable �rst-principles modeling on the
atomic scale. The choice of model catalyst must be adapted to the scienti�c question in mind.
Frequently employed model systems are single crystals, thin �lms and nanoparticles.

The theoretical modeling ultimately aims at joining the di�erent aspects of the system into
one hierarchic multi-scale model, which describes all aspects of the reaction, from the crystal
facets up to the gas phase dynamics, with equally high accuracy. However, if one scale of the
model is erroneous, all the results may be �awed. Because errors are di�cult to track down in
a multi-scale model, each level must be checked individually, if possible. The detailed knowl-
edge obtained from experiments with model systems allows for the straightforward comparison
between experiment and theory. Only if the theoretical results can reproduce and explain the
experimental observations in a simple model system, the simulation can be incorporated into
a multi-scale model.

One of the most complex pieces of the catalyst is its surface where the majority of the
chemical processes take place. It can be modeled experimentally by a single crystal surface or a
thin �lm. In atomic-scale simulations the surface is represented by a truncated or reconstructed
crystal slab. The crystal can be coarse-grained into a two-dimensional lattice where only the
adsorption sites are considered explicitly. On such a lattice the elementary steps of the reaction,
such as adsorption, desorption, di�usion on the surface, and reactions between the reactants, can
be simulated individually using microkinetic modeling. Because each lattice site is considered
within its unique neighborhood, the repulsive or attractive interactions between the species
adsorbed on the surface can be taken into account accurately. With a powerful model of
the catalyst surface, interesting new insight into catalyst functionality and limitations can be
obtained.

The most widely used methods to accomplish microkinetic modeling are the mean-�eld
approach (MFA) [21] and Kinetic Monte Carlo Simulations (KMC) [22]. These two methods are
distinctly di�erent in that the mean-�eld approach assumes in�nitely fast di�usion of reactants
on the catalyst's surface, thus leading to a perfectly mixed, uniform distribution. On the other
hand, KMC explicitly simulates individual lattice sites within their unique environment. KMC
therefore allows for the simulation of microscopic heterogeneities generated by, e.g., lateral
interactions or de-mixing of reactants due to speci�c site demands, which is beyond the MFA.

However, due the high level of mathematical accuracy in KMC simulations can distinguish
between di�erent distributions and is therefore more sensitive to parameters that in�uence
the distribution than the MFA that employs a uniform distribution, irrespective of the actual
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model parameters. As a simple example, the traditional Zi�-Gulari-Barshad (ZGB) model
for the A2 + 2 B reaction assumes irreversible adsorption of immobile and non-interacting
reactants and in�nitely fast association reactions. [23] In such a purely statistical model for
the CO oxidation, the distribution of reactants is exclusively controlled by the di�erent site
demands of the reactants, O2 and CO: while CO requires only a single site, O2 dissociates upon
adsorption, thus requiring two neighboring sites. For realistic catalytic reactions, however, the
restrictions imposed by the ZGB model are considered too severe because di�usion barriers
are generally not that high (especially not on metal surfaces) and lateral interactions can be
strong, leading to additional factors controlling the distribution of reactants. It was shown in
various extensions of the ZGB model that lateral interactions substantially a�ect the reactivity
at non-optimum reaction conditions. [24�28] Lateral interactions have a rather weak e�ect at
optimum conditions because the reactants are well-mixed and the total coverage is rather low,
but repulsive lateral interactions prevent poisoning of the surface by excessive adsorption of a
single reactant. Attractive lateral interactions, however, can stabilize minority reactants on the
catalyst surface. The introduction of lateral repulsive interactions in the ZGB model causes
the kinetic phase transitions to vanish, rendering the catalyst active over a broader range of
reaction conditions.

Especially KMC simulations strongly su�er when neglecting small interaction parameters
that in�uence the distribution of reactants on the surface. [29�31] Considering that lateral
interactions can have such a strong e�ect on the catalyst activity they play a major role in
modeling of heterogeneous catalysis.

1.1 Motivation

In order to achieve highly accurate modeling of heterogeneous catalysis it is imperative that the
reactions on the catalyst surface are modeled correctly. Only if the catalyst surface is described
correctly, the model can be incorporated into larger simulations that take the whole catalyst
particle morphology (e.g., particle size and facets) and mass transport limitation in the gas
phase into account. For assessment of the catalyst surface model a thorough comparison with
available data from surface science is required. An experimentally well-characterized system
with interesting technical applications is RuO2, which is used as a model system for oxidation
reactions catalyzed by metallic oxides. [32] This material has recently drawn attention because
it is a highly active and stable catalyst for the oxidation of HCl in the Deacon process. [33�35]
It has also been discussed as a potential new catalyst for the oxidation of ammonia due to the
high selectivity toward nitric oxide (NO) found in surface science studies. [36, 37] Unfortunately,
at elevated pressures the selectivity is reversed, favoring instead the formation of dinitrogen
(N2). [38, 39] The reversal of selectivity is an interesting example of a pressure gap, which has
been traced back to enhanced N2 formation at ambient pressures by KMC simulations. [40, 41]
The surface is predominantly covered by nitrogen atoms and weakly-adsorbed oxygen is scarce,
thus inhibiting the formation of NO. For several other oxidation reactions, such as the CO [42]
and methanol [43, 44] oxidation, RuO2 has been successfully applied as a model catalyst to
gain more insight into the reaction on the atomic scale.

Especially for the CO and HCl oxidation reactions the (110) surface of RuO2 has been
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thoroughly characterized, which makes them perfect study cases for new simulation methods.
For the CO oxidation several computational studies, including KMC simulations, have been
presented, which came to con�icting conclusions. [6, 45, 46] An experiment-based KMC study
revealed that macrokinetic reaction parameters, such as reaction orders and apparent activa-
tion energies, cannot be described correctly by simulations where lateral interactions are not
considered. [46] Unfortunately, only one interaction parameter could be determined reliably
by the experiment-based approach, which means that the model is not universally applica-
ble. Conditions where other interactions play a major role cannot be treated reliably by the
experiment-based simulations, thus leaving many open questions.

The HCl oxidation over RuO2(110) is particularly important and interesting to study due
to its technical relevance in the Deacon process. The elementary steps of the HCl oxidation
have been characterized in surface science studies, which are complemented by mechanistic
studies at higher pressures and measurements of catalyst activity. [35, 47] One particularly
interesting feature of the HCl oxidation over RuO2(110) is that the catalyst sites form quasi-
one-dimensional arrays on the surface, which limits the mobility of reactants on the surface.
This can lead to local trapping of reactants in inert con�gurations from which they can escape
only at elevated temperatures. [48, 49] Experiment-based KMC simulations have been applied
successfully to this special situation, providing a mechanistic explanation for the additional
features observed in the thermal desorption spectrum. [50, 51] However, for reliable steady-
state simulations the experiment-based model is not su�cient: lateral interactions are missing
for almost all species, which results in �awed temperature- and pressure-dependencies of the
surface coverages. Still, steady-state simulations for this system under technical conditions
are highly desirable because the surface-sensitive experimental investigation is di�cult due to
the corrosivity of the reaction medium. The presently available data from surface-sensitive
experiments at elevated pressures are limited to the chlorine coverage. [52, 53] Although the
elementary steps are known and there are ample activity data, detailed knowledge of the catalyst
surface under steady state is still missing. Accurate simulations would be able to �ll this gap,
thus providing deeper understanding and facilitating knowledge-based improvement of catalyst
materials.

Obtaining lateral interaction parameters for KMC simulations purely from experiments is
possible, but very di�cult and has so far been accomplished only for rather simple systems with
few surface intermediates (consult Refs. [46, 54, 55] for examples using microcalorimetry and
thermal desorption spectroscopy). The number of interaction parameters in atomistic models
increases as mn, where m is the number of intermediates and n the largest interaction cluster
size (e.g., n = 3 for three-body interactions). For complex reaction models the experimental
determination is therefore not feasible. Rather, density functional theory (DFT) calculations
must be applied to obtain parameter sets that include an adequate set of lateral interactions.

DFT calculations, however, are not perfectly accurate, which often results in systematic
errors, such as overbinding of covalently bound species [56] on metal surfaces, underbinding
of weakly bound species [57] or wrong site preference [58, 59]. Although it is generally well-
understood where such discrepancies originate from, all-inclusive corrections are di�cult to
establish without increasing the level of theory. As a result, improvements of one feature usually
worsen other results. For example, van-der-Waals corrections can be applied for adsorption of
benzene on surfaces [60], resulting in much better adsorption energies than without van-der-
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Waals correction. [61] However, the results for species which already overbind will worsen. [57]
As a consequence, errors have to be expected, even when applying DFT calculations. These
errors may have a negative impact on the model, thus calling for stringent evaluation of the
simulation results.

The purpose of this dissertation is to investigate the HCl and CO oxidation reactions cat-
alyzed by RuO2(110) in detail using atomic-scale KMC simulations. In order to achieve reliable
modeling of the catalyst surface, parameter sets for the KMC simulations must be derived from
density functional theory (DFT) calculations and tested for validity by comparison of simula-
tion results to experimental data. The parameter sets include lateral interaction parameters
between all intermediates and activation energies for the elementary steps. The lateral interac-
tion parameters are described by a cluster expansion model including pairwise and three-body
interactions, as well as hydrogen bonds. In the case of the CO oxidation activation energies
for some elementary steps are obtained by �tting KMC-simulated temperature-programmed
desorption spectra to experimental spectra. The thus-derived parameter sets will be applied
over a wide range of reaction conditions. A detailed comparison between theory and experiment
will be conducted wherever applicable.

1.2 Structure of this dissertation

Chapter 2 provides a background about the theoretical methods applied in this dissertation.
Because the focus of this work is on kinetic modeling, the introduction into the applied simula-
tion methods is quite detailed. Starting from the basic computation of rate constants, di�erent
modeling approaches are introduced. Kinetic Monte Carlo (KMC) simulations and the treat-
ment of KMC simulation data are described in detail. The following sections explain how the
parameters for the simulation models are obtained from density functional theory (DFT) cal-
culations. First, a short introduction into DFT is given, then the transition state calculations
using the string method are described in detail. The following section describes how adsorp-
tion energies including lateral interactions are obtained using DFT calculations and the cluster
expansion. Because the cluster expansion is still a non-standard method for modeling surface
properties, some general features, such as parameter correlation and the statistical analysis of
cluster expansion (CE) models are explained in detail. Finally, the application of the cluster
expansion to the calculation of surface phase diagrams is described in detail. The approach
described herein strongly di�ers from other ab-initio thermodynamics studies present in the
literature in that the product side of the reaction is explicitly taken into account. Connecting
the full consideration of all reactants with a cluster-expansion-based approach to describe the
surface structure o�ers the interesting possibility to calculate the coverages of intermediates
for di�erent conditions (partial pressures, temperature). The thus-obtained qualitative trends
can be discussed without kinetic simulations. The e�ect of changing model parameters that
a�ect the equilibrium distribution of reactants, such as lateral interactions, can also be quickly
quanti�ed by this approach. This makes non-equilibrium surface statistics a powerful tool for
pre-simulation screening.

The 3rd chapter applies the concept of DFT-CE-based KMC simulations to the CO oxida-
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tion over RuO2(110). This model system has been explored experimentally and theoretically
with many di�erent methods. Because the system is rather simple and well-studied it can
serve as a benchmark system for new modeling approaches, allowing for easy detection of dis-
crepancies with experimental data. The chapter �rst introduces the relevant literature and
experimentally known features of the system, as well as notable theoretical work. Then the
intermediates of the CO oxidation over RuO2(110) are examined in close detail using DFT. The
activation energies for the elementary recombination steps of O and CO are obtained by �tting
KMC-simulated temperature-programmed-reaction (TPR) spectra to the experimental spectra
in order to reproduce the recombination temperatures. The simulated spectra reveal that the
underlying errors of the DFT calculations are quite severe, resulting in shifted desorption sig-
nals. The parameter set is then applied to kinetic simulations over a wide range of conditions.
New surface con�gurations at the steady state arise from the complex interaction model. It
is shown that even small interaction parameters can have drastic e�ects on the reaction. The
obtained results are evaluated while considering their validity given the underlying errors in
the DFT calculations. From the comparison to existing models with smaller parameter sets,
conclusions about the performance of the present model can be drawn.

In Chapter 4 the HCl oxidation over RuO2(110) is described in detail. After thoroughly
discussing the DFT results for all intermediates a surface phase diagram is used to discuss
some general features of the system and elucidate the e�ect of completely neglecting the lateral
interactions. Afterward, KMC simulations are applied to conditions where experimental data
are available. The comparison between experiment and simulation provides information about
the strengths and weaknesses of the model. The simulation model for the HCl oxidation is very
powerful, indicated by good qualitative and quantitative agreement with experimental data.
The simulations reveal the mechanistic origin of the experimentally observed macrokinetics,
such as promotion of the reaction by O2 or inhibition by H2O. The experimentally observed
kinetic compensation e�ect can be simulated and interpreted qualitatively. Furthermore, the
simulations shed new light on the role of surface chlorination in the reaction mechanism that
allows for better understanding of the experimentally observed activity and stability enhance-
ment by surface chlorination. A semi-empirical correction of the parameter set to improve
minor shortcomings is proposed and discussed in detail. Finally, the results are summed up in
a concise form in Chapter 5.

The graphical representation of the RuO2(110) lattice throughout this dissertation is de-
scribed in Appendix A. The �gures in the dissertation do not include a legend. Instead, the
reader is referred to the appendix for an explanation of the used colors. In Appendix B, com-
plete lists of simulation parameters for both models (CO and HCl oxidation) are provided.
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Chapter 2

Theoretical methods

2.1 Principles of kinetics in heterogeneous catalysis

This section will provide a short introduction into the general treatment of kinetics in hetero-
geneous catalysis. The �rst subsection will describe the computation of rate constants that
form the basis of every kinetic simulation. The second and third subsections will introduce two
distinct approaches to the simulation of heterogeneous catalysis.

2.1.1 Calculation of rate constants

Simulations of chemical reactions require prior knowledge of the rate constants of all elementary
processes. The rate constants can be derived from the activation energies of the elementary
steps using transition state theory (TST). For the simulation of kinetics in heterogeneous catal-
ysis di�erent kinds of elementary processes have to be considered: adsorption, dissociation,
desorption, di�usion and recombination reactions on the surface.

Di�usion and recombination

Di�usion and recombination reactions are assumed to be activated by an activation energy
which has to be overcome. The rate constant ki of elementary step i is given by

ki = k0,i(T )e
−
EA,i
kBT (2.1)

=
kBT

h

q‡,i
qA,i qB,i

e
−
EA,i
kBT (2.2)

with kB the Boltzmann constant, T the temperature, h the Planck constant, EA,i the activation
energy, q‡,i the partition function of the transition state (reduced by one degree of freedom which
describes the reaction coordinate) and qA,i and qB,i the partition functions of the educts A and
B. kBT

h
is also referred to as the universal frequency factor. The total pre-exponential factor

can be computed quite accurately using statistical mechanics but is often approximated to kBT
h

in simulations of surface reactions because the partition functions only consist of the product
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of the vibrational contributions which are quite close to 1:

ki ≈
kBT

h
e
−
EA,i
kBT . (2.3)

The activation energies are taken from experiments or calculated using DFT. Eq. 2.3 can be
directly applied to elementary steps for di�usion and recombination.

Adsorption and desorption

Transition state theory can be applied to adsorption and desorption even if adsorption is not
activated (EA,ads ≈ 0) and no conventional transition state exists. In such a case the transition
state is de�ned where the molecule is at �nite distance from the surface and can freely rotate
and move in the directions parallel to the surface. The reaction coordinate is de�ned as the
surface normal vector. The initial state is modeled with two educts, the free molecule and the
empty surface, which results in partition functions qsurf and qmol:

qsurf =

nvib,surf∏
i

qvib,surf,i ≈ 1 (2.4)

qmol = q3
trans,mol

nrot,mol∏
i

qrot,mol, i

nvib,mol∏
i

qvib,mol, i. (2.5)

The transition state is modeled as a quasi-free molecule where one translational degree of
freedom represents the reaction coordinate, which is omitted in the partition function:

q‡ = q2
trans,‡

nrot,‡∏
i

qrot,‡, i

nvib,‡∏
i

qvib,‡, i. (2.6)

Because the molecular species in the transition state is very similar to a free molecule, the
partition function of the transition state can be approximated as:

q‡ ≈
qmol

qtrans,mol

. (2.7)

The approximated partition functions and activation energy are substituted for q‡, qA and qB

in Eq. 2.2, which results in:

kads,i ≈
kBT

h

qmol

qtrans,mol

qmol · 1
(2.8)

=
kBT

h qtrans,mol

. (2.9)
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The translational partition function is generally expressed by

qtrans,i =

√
2πmikBT x

h
, (2.10)

with mi the mass of the molecule i, and x the length of the box in which the molecule can
move. The box length can be expressed in terms of partial pressure pi by replacing kBT in Eq.
2.10 with the ideal gas law:

piV = kBT, (2.11)

and �nally replacing V/x by the surface area of the adsorption site A. This results in the simple
and well-known expression:

kads,i =
piA√

2πmikBT
. (2.12)

Because adsorption and desorption have to ful�ll the equilibrium condition kads

kdes
= e

µ(T,p)−Gads(T )

kBT

the pre-exponential factor for the desorption rate constant (derived below) is almost identical
to the corresponding adsorption rate constant. The adsorption entropy is typically neglected,
therefore Gads is approximately equal to Eads, which is not a function of temperature. The
chemical potential µ(T, p), which follows a complicated temperature dependence is approxi-
mated by a piecewise linear function. For simplicity of the derivation of the frequency factor,
a single linear function is used in the following to describe the temperature dependency of the
chemical potential:

µi(T, p) = µi(T = T◦, pi) + cT (2.13)

= µi(T = T◦, pi = p◦) + cT + kBT ln

(
pi
p◦

)
. (2.14)

p◦ denotes the standard pressure, chosen as 105 Pa and T◦ the standard temperature, chosen as
0 K. The proportionality constant c is obtained by linear regression of the chemical potential
as a function of T . Such data can be obtained from the NIST database (experimental), but
ab-initio computation from the partition functions is also possible.

The temperature-dependent activation energy for desorption can thus be expressed as:

EA,i(T ) = µi(T, pi)−Gads,i(T ) (2.15)

≈ µi(T = T◦, pi = p◦) + cT + kBT ln

(
pi
p◦

)
− Eads. (2.16)

The proportionality factor c results from the approximation of the chemical potential as a linear
function. pi denotes the partial pressure of species i and p◦ the standard pressure. Inserting
the activation energy from Eq. 2.16 and the frequency factor from Eq. 2.12 into Eq. 2.2 yields
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the desorption rate constant:

kdes,i =
p◦A√

2πmikBT
e
Eads,i−µi(T=0)−cT

kBT . (2.17)

Neglecting the pressure dependency of the chemical potential in Eq. 2.16 would lead to a
pressure-dependent desorption rate constant, which would not make sense. In the solution
given here, the standard pressure p◦ appears instead, which is set to 105 Pa by convention.

In�uence of lateral interactions

Atoms and molecules adsorbed on surfaces interact with their surroundings on the surface
(lateral interactions). These interactions can be attractive or repulsive, depending on the nature
of interaction. There are numerous sources of lateral interactions, for example electrostatic or
van-der-Waals forces. Strongly adsorbed species can interact indirectly by competing for the
same electron density on the surface. Interaction by lattice deformations is also possible and
generally quite strong. Molecularly adsorbed species can also directly interact sterically or via
hydrogen bonds. Because lateral interactions change the surface energy, they can also in�uence
the activation energies of elementary reaction steps. This relationship is visualized in Fig. 2.1.

In principle the e�ect of lateral interactions on the activation energies can be assessed by
performing a transition state calculation for every con�guration individually. However, this
would require massive computational time and is therefore not feasible. Instead, the transition
state energy under the in�uence of lateral interactions can be approximated by the parameter
α:

E‡ = E‡,∞ + (1− α)(E1 − E1,∞) + α(E2 − E2,∞). (2.18)

E1 and E2 denote the energies at initial and �nal state, connected by a transition state with
energy E‡. When the surface coverage is in�nitely low there are no other particles on the surface,
resulting in energies of initial and �nal state E1,∞ and E2,∞, and transition state energy E‡,∞.
By convention, the initial state is higher in energy than the �nal state (at zero coverage), which
means that the reaction is written in exothermic direction. A hypothetical reaction coordinate
ξ with and without lateral interactions is displayed in Fig. 2.1.

The activation energies for forward and backward reactions can be expressed as

EA,1→2 = E‡ − E1 (2.19)

EA,2→1 = E‡ − E2. (2.20)

The connection between the activation energy, the transition state energy and the parameter
α can be established by replacing E‡ with Eq. 2.18:
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Figure 2.1: Visualization of the e�ect of lateral interac-
tions on the activation energy. E1,inf and E2,inf denote the
energies of initial and �nal state without any interactions,
respectively. E‡,inf is the transition state energy without
lateral interactions. With attractive lateral interactions
in initial and �nal state the energies of both states are
reduced, resulting in E1 and E2. The transition state en-
ergy decreases according to the Brønstedt-Evans-Polanyi

relationship, resulting in E‡.

EA,1→2 = E‡,∞ + (1− α)(E1 − E1,∞) + α(E2 − E2,∞)− E1 (2.21)

= E‡,∞ − E1,∞︸ ︷︷ ︸
EA,∞

+α(E1,∞ − E1︸ ︷︷ ︸
−∆E1

+E2 − E2,∞︸ ︷︷ ︸
∆E2

) (2.22)

= EA,∞ + α(∆E2 −∆E1). (2.23)

This equals the Brønstedt-Evans-Polanyi relationship commonly found in the literature: [62, 63]

EA,1→2 = EA,∞ + α∆Er, (2.24)

where Er is the reaction energy and ∆Er is the change of the reaction energy due to the lateral
interactions, with ∆Er ≡ α(∆E2 −∆E1). This relationship is very useful to approximate the
dependency of the activation energies on the lateral interactions. For practical application the
factor α must be known. It can be determined by computing the activation energy for some
con�gurations and then making a linear regression of the activation energy as a function of the
energy di�erence. α is given by the slope of the function. α can also be estimated from the
position of the transition state along the reaction coordinate. If the transition state is centered
between initial and �nal state, as typically the case for thermoneutral reactions, α is close to
0.5. For asymmetric reaction pro�les α can be approximated as the position of the transition
state along the reaction coordinate. Because most reaction steps considered in this work are
almost thermoneutral, α is globally set to 0.5. For the CO oxidation over RuO2(110) α ≈ 0.45
has previously been determined from experimental thermal desorption spectra. [46]

Figure 2.2: Mircroversibility violation showcase.
The system has three states, a, b and c. The system
ful�lls condition one (Eq. 2.26), but fails condition
two (Eq. 2.27) because state b is ill-de�ned due
to erroneous parameters: 0.45 eV are required to
reach state b directly from state a. By returning
to state a via state c the system only gains 0.4 eV,
thus losing 0.05 eV in every a→b→c→a cycle.
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Mircroreversibility in complex reaction systems

Microreversibility is an important concept, omnipresent in kinetic and thermodynamic models.
In its most basic form, microreversibility is an application of the law of energy conservation and
states that the energy di�erence ∆Ea→b for the transition from state a to state b is independent
of the path taken by the system. This also implies that

∆E(a→b) = −∆E(b→a). (2.25)

Energy conservation is also responsible for the well-known constraint in chemical kinetics which
states that the activation barrier for the backward reaction equals the sum of the barrier of
the forward reaction and the energy di�erence between the states, which must be met for all
transitions in the kinetic model:

EA,(b→a) = EA,(a→b) + ∆E(b→a). (2.26)

However, when there are additional states in the system, a second condition must be ful�lled:
the enthalpy must be zero for every possible path from state a to other states and �nally back
to state a:

∆E(a→···→a) = 0. (2.27)

This condition is more di�cult to apply in kinetic models, and models that ful�ll the �rst
condition (Eq. 2.26) can still violate the second (Eq. 2.27). Fig. 2.2 shows an example for a
system that ful�lls condition one (Eq. 2.26) but fails condition two (Eq. 2.27). This system
loses 0.05 eV in every a-b-c-a cycle. If all transitions in the model ful�ll both conditions, the
whole simulation is macroreversible and will exactly reproduce thermodynamic equilibrium.

In a KMC model, special care must be taken to prevent microreversibility violations of the
second type because they inevitably occur in DFT-based KMC models when activation energies
for the elementary steps are calculated using di�erent con�gurations. The chosen con�guration
will a�ect the energy di�erence between initial and �nal state due to lateral interactions. Since
di�erent con�gurations are required for the calculation of di�erent transition states, ill-de�ned
energy di�erences become an uncontrollable factor and will not necessarily be consistent with
adsorption energies. For an approach to overcome this problem in DFT-based microkinetic
models, please refer to Section 2.5.3.

Microreversibility violations can typically be spotted by closely examining the parameter
set and can be avoided by working with total energies, e.g., by not handling adsorption and
transition energies independently, but rather managing energies with respect to a unique and
well-de�ned reference and calculating the transition energies at run-time. Redundancy in the
parameter set should be minimized (i.e., specify the barriers only for one direction and calculate
the reverse barrier during run-time). But still, even if all the parameters are correct, microre-
versibility violations can still occur due to programming errors. Therefore, a macroreversibility
check should be routinely employed for complex reaction models.

Such a check can be accomplished by selecting a set of conditions (temperature and reactant
partial pressures) where the equilibrium conversion is close to 0.5 and the reaction proceeds
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Figure 2.3: Simulated curve for Cl2 formation
rate vs. conversion for the HCl oxidation at
T = 650 K, p(HCl) = 8.64 mbar, and p(O2) =
2.16 mbar. At Keq(650 K) = 15.13, the equilib-
rium conversion is 58 %, reconciled by the KMC

simulation.

at a su�ciently high rate. Under such conditions, the simulation becomes very susceptible to
mircoreversibility violations. If the reaction is very far from equilibrium at typical reaction
conditions, adjusting the chemical potentials may be necessary to make the reaction more
thermoneutral, thereby shifting the equilibrium conversion close to 0.5. Then the simulation
should be executed under the given conditions for several conversion levels. A curve similar
to Fig. 2.3 is obtained, where the reaction rate is high and positive at zero conversion and
negative at full conversion. The reaction rate curve intersects the conversion axis close to the
equilibrium conversion. The equilibrium conversion determined by the kinetic model should be
identical to the one obtained by solving the law of mass action.

2.1.2 Microkinetics

When the rate constants of all elementary steps are known, the reaction can be modeled on
a microscopic scale. In catalysis of strongly adsorbed systems it is assumed that molecular
particles are localized on lattice sites. Particles occupying adjacent sites can react with each
other. By hopping from site to site they can di�use over the surface. Exchange of mass with
the gas phase is accomplished by adsorption and desorption. Microkinetic modeling can be be
achieved by Kinetic Monte Carlo (KMC) simulations or by the mean-�eld approach (MFA). A
comprehensive introduction into the implementation and interpretation of reaction mechanisms
using the Mean-Field approach can be found in Ref. [21]. In the MFA it is assumed that the
adsorbed molecules are evenly distributed all over the surface and the reaction rate ri of step i
can be expressed as

ri = kiθiAθiB , (2.28)

with ki the elementary rate constant and θiA and θiB coverages of the species that participate
in elementary step i. The time-derivative of the coverage of each intermediate is written as a
sum over all elementary steps:

dθA

dt
=
∑
i

nA,iri, (2.29)
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with i the elementary step, nA,i the number of particles of type A formed by step i (typically
-1, 0, or 1) and ri the reaction rate of step i. The resulting system of elementary equations can
be solved analytically for very simple cases (some model cases can be found in Ref. [21]), but
the more complex cases which are typically of interest in modern catalysis need to be solved
numerically.

Microkinetic modeling based on the MFA can be implemented rather easily because nu-
merical packages that are able to solve such systems are freely available. Thus, no specialized
software is required. The MFA is useful for modeling based on experiments because the model
parameters can be �tted easily to experimental data. In recent years, DFT-based MFA models
have gained popularity, [38, 52, 64] although the MFA has some limitations, too. Because the
MFA assumes an even distribution of intermediates on the surface according to their coverages,
the results are not very good when the distribution becomes ordered or heterogeneous, or when
species are correlated. [65] Although heterogeneous systems can be modeled with the MFA,
the heterogeneity must be incorporated arti�cially, as heterogeneity cannot be predicted by the
MFA itself.

Such problems can be overcome by using lattice-gas simulations where the lattice is modeled
as an array of adsorption sites and every particle adsorbed on the surface is considered individ-
ually. One method to implement lattice-gas simulations is the Kinetic Monte Carlo method.
Because the distribution of adspecies on the surface is taken into account explicitly, KMC can
predict heterogeneity, ordered surfaces or correlation between species. Furthermore, realistic
adsorption models with complex lateral interactions can be implemented easily. However, KMC
simulations are more complicated than MFA simulations. Not only do the simulations require
more parameters to describe the interactions between the species on the surface, there also is
no black-box software that can be applied to a wide range of problems. Therefore, new KMC
models typically require manual development of the required software. Finally, the simulations
themselves can be very computation time intensive.

Both MFA and KMC have advantages and disadvantages, and which approach is more
suitable should be considered case-by-case. A more detailed introduction into KMC simulations
is given in Section 2.2.

2.1.3 Macrokinetics

For many technical applications microkinetic models are too di�cult to develop, especially for
very complex reactions with dozens of intermediates, as often encountered in heterogeneous
catalysis of organic reactions (such as the Fischer-Tropsch process) or exhaust treatment. Ad-
ditionally, in a technical reactor it is not only the catalyst surface, but also the reactor geometry,
gas �ow rate, particle shape and density, as well as the catalyst support that are crucial for the
performance. Macrokinetic models take into account the whole catalyst particle, not just the
surface. For such applications it is necessary to know how the catalyst activity depends on the
temperature and the partial pressures of the reactants. The total reaction rate r is numerically
expressed as:

r = k(T )
∏
i

poii , (2.30)
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with k(T ) the rate constant, i the reactants in the gas phase, pi and oi the partial pressure and
reaction order of reactant i. The rate constants and reaction orders are not simple to relate
to the elementary rate constants described in the beginning of this chapter. The temperature-
dependency is given by the Arrhenius equation

k(T ) = k0e−
EA,app
RT , (2.31)

with k0 the apparent frequency factor, EA,app the apparent activation energy, and R the gas
constant. The reaction is therefore characterized by a small number of parameters � the reaction
orders, the apparent activation energy (which can be a function of partial pressures) and the
frequency factor. These parameters are easily obtained from kinetic data, and the macrokinetic
rate equation can be incorporated into larger models quite straightforwardly. However, the
parameters do not contain information on the mechanism or the surface state and, therefore,
are not useful for obtaining more in-depth insight into the reaction on the microscopic scale.
Nonetheless, they characterize the catalyst in a fairly detailed manner, which makes macroscopic
reaction parameters interesting quantities for comparing results from microkinetic simulations
with experiments. Although total reaction rates are di�cult to compare between theory and
experiment, the dependency of the catalyst activity against the partial pressures or temperature,
as given by the reaction orders and apparent activation energy, should be properly reproduced
by the model.

2.2 KMC simulations

For the actual implementation of KMC simulations diverse methods exist. The algorithms
di�er in how the next reaction is selected and how time is incremented after every simulation
step. An introduction to the KMC methods relevant for heterogeneous catalysis can be found
in reference [22]. There are too many KMC methods to give an exhaustive review, but a short
overview of the most fundamental methods shall be provided. Of particular interest nowadays
are multi-scale KMC methods which can treat processes on di�erent time and length scales.
Recent reviews about such methods can be found in Refs. [66] and [67].

A classic algorithm is the Fixed Step Size Method (FSSM). [68] In FSSM the time is
incremented by a constant, but small time interval ∆t in every simulation step. The probability
for the system to go from state α at time t to state β at time is t+ ∆t is

Pβ(t+ ∆t) = Wβα∆t, (2.32)

where Pβ(t + ∆t) is the probability of the system to be in state β at time t + ∆t and Wβα

the transition probability from state α to β. In contrast to the other methods presented in
this section, FSSM is not mathematically accurate. How accurate it is depends on the choice
of ∆t (with smaller values being more accurate) and the relation between ∆t and the fastest
reaction rate in the system. Processes which are too fast cannot be treated properly with large
∆t values. [69]

In the First Reaction Method (FRM) a reaction time ti is generated for every possible
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process i with rate ki . The reaction time is calculated by

ti = − ln(ρi)

ki
, (2.33)

where ρi is a uniformly distributed random number in the interval (0; 1]. [69, 70] The reaction
with the lowest ti is chosen and applied to the system. Then the time is incremented by ti.
Because a fresh random number is drawn in every iteration, slower processes can be executed
before faster ones.

Finally the Variable Step Size Method (VSSM)1 is the oldest KMC method. [70, 71] In
VSSM the reaction rates of all processes on the surface are computed and summed up. The
probability that a reaction is executed is proportional to its rate. After selecting a process
(with the help of a random number ρ), the time is incremented by

∆t = − ln(ρ)∑
i ki

. (2.34)

Because VSSM is the method applied in this thesis the theory of VSSM will be described in
more detail in the next subsection.

2.2.1 Theoretical background of the Variable Step Size Method

The Variable Step Size method is the most widely used KMC algorithm for lattice-gas simula-
tions. It was derived independently in two di�erent research papers, �rst by Bortz et al. as an
algorithm for the simulation of Ising spin systems, [71] and then by Gillespie for the simulation
of chemical reactions. [70] The two publications describe the same method, which is known as
Variable Step Size Method (VSSM) nowadays. The main di�erence to the classic Metropolis-
Monte-Carlo algorithm [72] is that it is rejection free, which simply means that the state of
the system is changed in every iteration of the algorithm. In the Metropolis-MC algorithm,
a process is selected �rst, then the respective transition probability is calculated and �nally
the process is executed if the random number is lower than the transition probability. The
VSSM algorithm, on the other hand, �rst computes the transition probabilities of all processes
and then chooses a process to be executed based on the transition probabilities. This method
circumvents the slowdown encountered in the Metropolis-MC algorithm when the transition
probabilities are low, like in typical chemical reactions where the activation energies are around
0.5-1 eV. [71] Therefore, the Metropolis algorithm is not very well-suited for the simulation
of chemical reactions due to the resulting high rejection probabilities. The VSSM provides a
signi�cant speed-up for chemical systems compared to the Metropolis-MC algorithm.

There is more than one way to derive the VSSM. The most comprehensive derivation, which
the following steps are based on, was published by Jansen. [73] The time (t) evolution of the
probability of the system being in state α is described by the �Chemical Master Equation�

1Also called �N -fold way� [71] and �stochastic simulation algorithm� (SSA) [70] in the literature.
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(CME): [22]

dPα
dt

=
∑
β

(WαβPβ −WβαPα). (2.35)

The �rst term of the sum describes changes that lead from state β to state α and the second
term describes the reverse process. The state of the system is given by the lattice con�guration
in lattice-gas simulations. The probability of occurrence of state α is given by Pα and the
transition probability from α to β is denoted as Wβα.

To derive the time step, �rst consider the probability for the system to change from α to
any other state β, γα. It is given by the sum over all transition probabilities from state α to
all other states β,

γα =
∑
β

Wβα. (2.36)

At t = 0, i.e., the probability for the system to be in state α is 0. However, this probability de-
creases with time and is given by the distribution pα(t). The time-derivative of the distribution
is given by

−dpα(t)

dt′
= γα(t′)pα(t). (2.37)

The distribution pα(t) can be derived by solving the di�erential equation, which yields

pα(t) = exp

(
−
∫ t

0

γα(t′)dt′
)
. (2.38)

For time-independent transition probabilities the expression simpli�es to

pα(t) = exp (−γαt) . (2.39)

In order to generate a time step that su�ces the exponential distribution from Eq. 2.39 using
a uniformly distributed random number ρ, the distribution must be inverted, resulting in

t = − ln(ρ)

γα
. (2.40)

Because this solution is valid for all possible states of the system, γα shall be abbreviated as γ.
The transition probabilities Wβα are proportional to the reaction rate constants in chemical

systems. In practical KMC simulations, the probability that a reaction i is executed thus equals
ki
γ
.

2.2.2 Implementation and coarse-graining

The simulation algorithm resulting from the derivation presented in the previous section is
rather simple.
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Figure 2.4: Coarse-graining in lattice-gas
KMC simulations. Left: top view of the
RuO2(110) surface. Right: Coarse-grained rep-
resentation of the lattice. Purple lines indicate
the Ru4f and red lines the Ru5f arrays. The
adsorption sites are marked by red and white
crosses. For more information, see Appendix

A.2.

� Initialize the surface.
� Repeat for desired number of steps:

� Calculate the rates ki for all elementary processes i.
� γ :=

∑N
i=1 ki (Eq. 2.36).

� Generate random numbers ρ1 and ρ2.
� Choose a process a for which

∑a
i=1 ki < ρ1γ ≤

∑N
i=1 ki (i.e., probability of executing

step i is proportional to ki.
� Execute process a (update con�guration).
� Advance time t := t− ln(ρ2)

γ
(Eq. 2.40).

� Stop.

Random numbers are generated using the Mersenne twister algorithm [74], as implemented by
Scott Robert Ladd [75]. Applying this algorithm to surface reactions requires coarse-graining
the lattice. The idea of coarse-graining is reducing the complexity while preserving the rel-
evant information. The general approach to lattice-gas simulations goes back to the classic
Zi�-Gulari-Barshad (ZGB) model [23]. Instead of considering every single lattice atom, the
surface is modeled as array of adsorption sites, preserving the symmetry of the lattice and site
connectivity. Molecules adsorbed on the lattice are treated as points, sometimes including a
vector which indicates the direction where a functional group points. This greatly reduces the
amount of information that has to be processed by the simulation.

The RuO2(110) surface has two di�erent adsorption sites, the Ru4f (Rubr) and Ru5f (Rucus)
sites.2 They are arranged in a rectangular lattice. A top-view of the RuO2(110) surface is
shown in Fig. 2.4 left. The lattice is represented in the KMC simulations by a two-dimensional
lattice of adsorption sites as shown in Fig. 2.4 right.

Further details about the representation of lattice con�gurations can be found in Appendix
A.

2.2.3 Simulation of temperature-programmed reaction spectra

In temperature-programmed desorption spectroscopy (TPD)3 the desorption rate of molecules
is measured as a function of temperature. During the measurement the temperature is increased

2The structure and reactivity of the RuO2(110) surface is described in more detail in Section 3.1.
3Also called thermal desorption spectroscopy (TDS) or temperature-programmed reaction spectroscopy

(TPR).
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in a linear pro�le with a given slope B, also called temperature ramp. Such experiments are
interesting to simulate with KMC because they are straightforward to implement and provide
clear-cut data for comparison between theory and experiment.

Because the temperature is increased as a function of time and all reaction rate constants
are temperature-dependent, it is necessary to take into account the time-dependency of reaction
rates. [73] Similarly to Eq. 2.38, the following expression can be derived for transitions that
lead from state α to a speci�c state β:

− ln(pβα(t)) =

t∫
0

Wβα(t′)dt′. (2.41)

The transition probability Wαβ is equivalent to the respective reaction rate constant. Reaction
rate constants k for desorption, di�usion or recombination are generally expressed as

k(T ) = ν(T ) · e−
EA(T )

kT , with (2.42)

ν(T ) = ν0 · T a. (2.43)

The form of the pre-exponential factor, ν(T ) di�ers for di�erent reaction types. For di�usion
and recombination processes, where educts and products are adsorbed on the surface, ν(T ) is
expressed as

νr(T ) =
kBT

h
= ν0,r T

1, with (2.44)

ν0,r = kB/h. (2.45)

For desorption processes ν(T ) has been derived in Section 2.1.1 as

νdes(T ) =
p◦ A√

2 π m kB T
= ν0,des T

− 1
2 , with (2.46)

ν0,des =
p◦ A√

2 π m kB

. (2.47)

ν0,r and ν0,des are time-independent and are generalized as ν0 for the rest of the derivation.

For the desorption rate the temperature-dependency of the chemical potential must also be
taken into account according to Eq. 2.16. Inserting the rate expressions into Eq. 2.41 leads to:

− ln(pβα(t)) = ν0

t∫
0

T (t)a(t′)e
−
EA,0+cT (t′)
kBT (t′) dt′, (2.48)

− ln(pβα(t)) = ν0 · e
− c
kB

t∫
0

T (t)a(t′)e
−

EA,0
kBT (t′) dt′. (2.49)
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The temperature is a linear function of time:

T (t′) = T0 +Bt′. (2.50)

Inserting Eq. 2.50 into Eq. 2.49 �nally gives:

− ln(pβα(t)) = ν0 · e
− c
kB

t∫
0

(T0 +Bt′)ae
−

EA,0
kB(T0+Bt′) dt′. (2.51)

Solving this equation for the reaction time t requires �nding an expression for the integral on
the right-hand side of the equation. This can be accomplished by the following substitution:

u =
EA,0

kB(T0 +Bt′)
(2.52)

dt′ = − EA,0

kBBu2
du. (2.53)

The general solution for the resulting expression,

− ln((pβα(t)) = −ν0

B
· e−

c
kB

(
EA,0

kB

)(a+1)
x(t)∫

x(0)

e−u

u(a+2)
du, with (2.54)

x(t) =
EA,0

kB(T0 +Bt)
, (2.55)

is given by the incomplete gamma function: [76, 77]

∞∫
z

e−u

u(a+2)
du = Γ(−1− a, z) (2.56)

This �nally results in the cumulative distribution function (CDF):

− ln(pβα(t)) =
ν0

B
· e−

c
kB

(
EA,0

kB

)(a+1)

[Γ(−1− a, x(t))− Γ(−1− a, x(0))] . (2.57)

For the inversion of the distribution the CDF must be solved for the reaction time t, while
replacing pβα(t) by a uniform random number ρ with ρ ∈ (0, 1]. However, this CDF cannot be
solved for t algebraically. For easy numeric solving, it can be separated into t-dependent and
t-independent terms:

Γ(−1− a, x(t)) = Γ(−1− a, α(0))− ln(ρ)B

ν0

(
EA,0

kB

)−(a+1)

e
c
kB . (2.58)
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This equation is solved for x(t), and �nally t is expressed as

t =

(
EA,0

x(t) kB T0

− 1

)
T0

B
. (2.59)

x(t) can be determined numerically using the Newton scheme for root search. The thus-
generated reaction times are implemented in a �rst-reaction algorithm similar to the time-
independent �rst-reaction method (FRM), i.e., the reaction with the lowest reaction time is
executed �rst. The reaction times must be updated in every cycle of the �rst-reaction algo-
rithm.

For the evaluation of the incomplete Gamma function Γ(b, z) the Taylor series for constant
b and z → 0,

Γ(b, z) = Γ(b)− zb
12∑
k=0

(−z)k

(b+ k)k!
, (2.60)

and the asymptotic solution for constant b and z →∞

Γ(b, z) = e−zzb−1

(
1− 1− b

z
+

(2− b)(1− b)
z2

)
(2.61)

are employed. [76, 77] Γ(b, z) can be computed with satisfactory accuracy using these approxi-
mations.

In the time-dependent FRM algorithm it is necessary to update the reaction times on every
site in each simulation cycle, resulting in linear scaling of the single-cycle run time with the
number of lattice sites. However, in order to obtain TD spectra with low noise level, large
lattices have to employed. Rai et al. developed a modi�cation of the �rst-reaction method, the
fast �rst-reaction method (fFRM). [78] It was originally described for the simulation of circular
voltammetry experiments, which follow a di�erent time-dependency than TD spectra. However,
following the procedure proposed by Rai et al. it is possible to derive analogous equations that
can be applied in the simulation of TD spectra. In the standard FRM, all processes on the
lattice are treated individually, even if the same kind of process, e.g., CO desorption, occurs on
di�erent di�erent sites. This requires solving Eq. 2.59 several times with the same parameters,
but di�erent random numbers, thereby generating a variety of reaction times for the same type
of process. Because only the fastest process, i.e., the one with the lowest t, is actually executed,
the rest does not matter and should not even be computed explicitly.

The �nal equations are almost identical to Eqs. 2.58 and 2.59:

Γ(−1− a, x(t)) = Γ(−1− a, α(0))− ln(ρ)B

ν0 nβα

(
EA,0

kB

)−(a+1)

e
c
kB (2.62)

t =

(
EA,0

x(t)kBT0

− 1

)
T0

B
. (2.63)

The only di�erence is the occurrence of nβα, which is equal to the number of times the transition
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from state α to state β occurs in the present con�guration.
In the fFRM the processes on the lattice are summarized in classes, with every class corre-

sponding to a single reaction rate which can occur simultaneously on several sites. Only the
lowest reaction time for each class is actually computed. As a consequence, the single-cycle ex-
ecution speed of fFRM is independent of the lattice size, and instead scales with the number of
classes (processes with di�erent rate constants) in the con�guration. In simulations with lateral
interactions, one chemical reaction can therefore require several di�erent classes because the
activation energy is a�ected by the lateral interactions, resulting in di�erent temperature- and
time-dependencies. As a consequence, fFRM is particularly well-suited for desorption spectra
of a single reactant, but not for complex mixtures of di�erent reactants.

2.2.4 Rate determining step analysis

The rate-determining step (RDS) is de�ned as the step in the mechanism that the overall
reaction rate depends on. This step is also referred to as the �slowest� reaction step, although
this de�nition is not entirely accurate because the rates of all elementary steps are equal in
steady state, except for parallel reactions.

This simple concept is not entirely applicable to complex reactions because the rates of
elementary reaction steps in�uence each other. A change of one rate leads to a change in
concentrations of intermediates, which in turn can speed up or slow down the following or
preceding reaction step(s). It is therefore not correct to speak of a single rate-determining
step. A better concept is the degree of rate control Xrc,i (DRC) introduced by Campbell which
measures how strongly the rate of an elementary step i in�uences the overall rate r(i) of the
reaction. [79, 80] It is de�ned as:

Xrc,i =
ki
r(i)

(
∂r

∂ki

)
Ki,kj 6=i

, (2.64)

where Ki is the equilibrium constant for step i, and kj denotes all other rate constants. Xrc,i

is evaluated numerically by changing the rate constant by a small amount and redoing the
simulation, thus determining the total reaction rate r:

Xrc,i =
ki
r(i)

(
∂r

∂ki

)
Ki,kj 6=i

≈ ki
r

(r′ − r)
(k′i − ki)

=
r′

r
− 1

k′i
ki
− 1

. (2.65)

The change must be small enough, so that the response of r is linear, but large enough to make
the change measurable.4 The partial derivative of the rate with respect to ki requires keeping
the equilibrium constant Ki of step i unchanged, as well as all other rate constants kj. The

4Campbell et al. suggest changing the rate constants by 1 %. While this may be su�cient for a deterministic
model, KMC simulations require a larger change to make the response measurable over the statistical �uctua-
tions. Test simulations using the HCl oxidation model revealed that the rate constants must be changed by at
least 100 % in order to obtain a useful result. Routinely, the rate constants are changed by 200 %-400 % to make
the results less noisy. Since the response of r is not perfectly linear when the rate constants are changed by such
a large amount the degree of rate control is not always numerically accurate, but should still be qualitatively
correct.
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concept of rate control is in principle applicable to all numerical microkinetic models, including
simple KMC models as was demonstrated by Meskine et al. [81] The present simulation model,
however, constitutes a problem for this approach because there is no unique rate constant
for each elementary step. The rate constants themselves depend on the lattice con�guration
due to the lateral interactions which also a�ect the activation energies. Therefore, the actual
change in the rate constant upon changing the activation energy or the pre-exponential factor
can neither be predicted nor measured easily during the simulation. This means that ∂ki is
unknown. However, with the additional condition that the distribution of intermediates on the
surface does not change, the method can still be used as an approximation for the degree of
rate control. In practice, this can be accomplished by converging the simulation to the steady
state with the original rate constants and then doing short simulation runs starting from the
steady state with the varied rate constants. This approach ascertains that the distribution of
reactants does not change much compared to the original run, so that the activation energies
remain as they were. Campbell's DRC also has the disadvantage of requiring additional KMC
runs for the numerical evaluation of Xrc,i. However, this method for RDS analysis is currently
the most reliable one in the literature, making it the method of choice for accurate analysis of
KMC simulations.

There is a second approach that gives a quick estimate for the degree of rate control without
doing additional KMC runs and does not rely on the knowledge of the rate constants. It is
based on the classical de�nition of the rate determining step by Horiuti: [82]

�Die geschwindigkeitsbestimmende Stufe r charakterisieren wir nun in Bezug auf den
stationären Zustand wie folgt; r habe eine von Null verschiedene stöichiometrische
Zahl νr, und die Hingeschwindigkeit −→v r, die im Vergleich mit der Hin- bzw. Zu-
rückgeschwindigkeit jeder anderen Stufe der gegebenen Gruppe viel kleiner ist. Dies
muss auch mit der Zurückgeschwindigkeit ←−v r,. der Stufe r der Fall sein, [...]�

This simply means that the rate determining step has a forward reaction rate which is much
smaller than the forward and backward reaction rates of all other steps. This is also true for
its backward reaction. It follows that all other steps but the rate-determining one are at least
partially equilibrated. This classical de�nition can be applied literally in KMC because the
forward and backward rates (in contrast to the rate constants) of the elementary steps are
easy to measure during the simulation. To obtain the rates, it is simply necessary to record
the number of times an elementary step occurs and divide his number by simulation time.
Practically, the departure from equilibrium Xdfe,i for elementary step i can be expressed as

Xdfe,i =
r+
i − r−i
r+
i

, (2.66)

with r+
i and r−i denoting the rates of forward and backward reaction for elementary step i. [83]

This equation can be evaluated easily from a single KMC run. Although it is a very simple
expression, it agrees qualitatively with the results obtained by Campbell's degree of rate control
for the HCl oxidation. There is only one clear drawback: the departure from equilibrium is,
by its de�nition, not applicable to irreversible processes because they always have an Xdfe ≡ 1,
even if they are not rate-determining at all. In an accurate kinetic model there are no truly
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irreversible processes due to microreversibility. However, at 0 % conversion the desorption of
products is practically irreversible because the partial pressures of products are very close to
zero. It is therefore advisable to perform such an analysis at 5-10 % conversion or to exclude
the irreversible processes from the RDS analysis.

2.3 Density Functional Theory calculations

Density Functional Theory (DFT) is a powerful method for in-silico treatment of problems in
materials science. In most ab-initio quantum chemistry methods many-electron systems are
described by one many-electron wave function. For an N -electron system the wave function is a
function of 3N variables. However, the probability of �nding an electron at a speci�ed point in
space is only a function of the electron density (which is only a function of three variables). [84]
It can be shown that the total energy of the system can be described as a functional of the
electron density (�rst Hohenberg-Kohn theorem). [84] This is convenient because it allows for
a great reduction of the computational e�ort in comparison to (post-)Hartree-Fock methods
which evaluate the energy as a functional of the many-electron wave function. In the density
functional theory proposed by Kohn and Sham, the electron density is obtained by decomposing
the N -electron wave function Ψ into N one-particle wave functions φi, where each electron is
independent of all the others and moves in an e�ective �eld Veff(r). This leads to the Kohn-Sham
equations: (

− ~2

2me

∇2 + Veff(r)

)
φi(r) = εiφi(r). (2.67)

The one-particle wave functions φi(r) are called �Kohn-Sham orbitals�.

The ground state of the system is obtained by minimizing the total energy in a variational
procedure (second Hohenberg-Kohn theorem). [84] The electron density n is obtained from the
one-electron wave functions as a sum over all electrons:

n(r) =
N∑
i

|φi(r)|2 . (2.68)

The e�ective single-particle potential is given by

Veff,i(r) = Vext(r) + e2

∫
n(r′)

|r− r′|
d3r′ + VXC[n(r)]. (2.69)

The �rst term describes the attraction between electrons and nuclei. The second term (Coulomb
potential) denotes the Coulomb interaction of the electron in the electric �eld created by the
other electrons, expressed in terms of electron density. The last term (exchange-correlation po-
tential) summarizes the contributions by exchange and correlation as a function of the electron
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density. VXC [ρ] can be expressed by the exchange-correlation energy EXC[n] as: [84]

VXC[n] =
δEXC[n]

δn
,with (2.70)

EXC = EX + EC. (2.71)

The form of VXC (EX, EC) as a functional of electron density is a priori not known, but it
can be approached in di�erent ways, thus giving rise to the many �avors of modern density
functional theory.

In the local density approximation (LDA) the exchange correlation energy is derived from
the in�nite homogeneous electron gas, where the exchange and correlation energies are only a
functional of the electron density:

ELDA
XC [n] =

∫
εXC(n)n(~r)d3r. (2.72)

A slightly more sophisticated approach to DFT is the Generalized Gradient Approximation
(GGA), which also takes into account the gradient of the electron density:

EGGA
XC [n] =

∫
εXC

[
n, ~∇(n)

]
n(~r)d3r. (2.73)

The exact form of εXC(n) depends on the used functional.

2.4 Transition state calculations: The string method

Kinetic Monte Carlo simulations rely on activation barriers for the computation of rate con-
stants. For the computation of transition state (TS) energies and geometries, several methods
are available. A transition state is de�ned as a maximum on the minimum energy path (MEP).
The MEP ist de�ned as the path on the potential energy surface (PES) where each point is a
minimum in each direction perpendicular to the path. The maximum of the MEP is a saddle
point on the PES: the �rst derivative of the energy along all coordinates is zero and the second
derivative along the reaction path is negative. The most straightforward way to �nd saddle
points on the PES is �exact transition state search�, which relies on the numerical computation
of the second derivative of the energy along all coordinates (Hessian matrix). Such an approach
is feasible only for systems with few atoms. For the many-particle systems usually treated in
surface science, the calculation of the full Hessian matrix for a single relaxation step can take
several days. Therefore, more sophisticated methods that employ only the �rst derivative of
the energy with respect to nuclear coordinates (forces) are required.

The most important methods for transition state search have recently been reviewed by
Sheppard et al. [85] Perhaps the most commonly used method in surface science is the nudged
elastic band method (NEB). Within the NEB method, the MEP is approximated by a series of
images along the path which are relaxed individually perpendicular to the tangent of the path.
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In order to keep the images spaced apart, NEB introduces additional forces between the images
acting as springs. This poses a problem for the user because Hooke's constant for the spring
forces needs to be speci�ed and artifacts may arise if the force constant is chosen too high or
too low, resulting in too high (sliding up) or too low (sliding down) transition state energies.

A TS search method closely related to NEB is the string method (SM). [86] The string
method approaches the TS search problem in a similar way as NEB, even using the same
equations and assumptions for calculating the forces acting on the images along the path. The
main di�erence is that SM uses only geometric criteria to �x the images along the path. The
path is de�ned by a cubic spline φ(s∗k) with 0 ≤ s∗k ≤ 1 with a set of known data points
(images) φ(s∗k). φ is a vector containing the nuclear coordinates and s∗k is the position of
image k in fractions between 0 and 1. The images are relaxed perpendicular to the path in a
scaled steepest descent scheme with the relaxation force fk given by

f⊥k = −∇Vk + (tᵀk∇Vk)tk, (2.74)

with Vk the potential at image k and tk the unit tangent vector along the interpolated path.
−∇Vk is simply the force acting on image k and taken from a single-point electronic structure
calculation. To obtain the relaxation step, the force is scaled with a scaling parameter γ:

∆φk =
f⊥k
γ
. (2.75)

For the transition state calculations presented later, γ was chosen between 20 and 100. The
exact choice of γ depends on the highest force constant in the system. Higher force constants
require larger γ values (resulting in small relaxation steps) because large steps are unfavorable
when relaxing sti� bonds. If γ is chosen too high, oscillations are observed that prevent the
proper convergence of energy. This is a known problem of the steepest descent algorithm.

The string method di�ers from NEB in the way the images are distributed along the path.
In the string method, a purely geometric criterion is used instead of introducing springs between
the images as in the NEB method. In the simplest case, the images are spaced evenly along
the length of the path. The arc length sk is approximated as a sum of linear segments and
normalized to the total length of the path:

sk =
k∑
i=0

|φi −φi−1| (2.76)

s∗k = sk/sn(images)+1, (2.77)

with φi the geometry of image i and n(images) + 1 the total number of images (including
initial and �nal state, i.e., initial and �nal state are assigned k = 0 and k = n(images) + 1,
respectively). The whole path is represented by a cubic spline φ(s∗k) with 0 ≤ s∗k ≤ 1. The new
geometries φ∗k are placed on a uniform grid along the path, where the initial and �nal states
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are placed at 0 and 1, respectively:

φ∗k = φ

(
k

n(images) + 1

)
. (2.78)

By imposing a strictly geometric criterion for which no additional parameters are required, the
SM circumvents the previously discussed problem of de�ning a force constant for the springs,
as required by NEB. In principle, the distribution of images can be completely user-de�ned,
because an even spacing of images is not a requirement in the string method. Consequently,
transition state calculations with the string method can be constructed similar to the climbing
image NEB (CI-NEB), [87] where the images are more closely spaced in the region close to the
maximum.

The string and nudged elastic band methods share a common disadvantage in that both
require an initial guess for the MEP. Typically, a linear interpolation between the initial and
�nal state is used to construct the initial guess for the MEP. This is valid for many systems, but
poses a problem where the rotation of functional groups is involved and can lead to overlapping
atoms in severe cases.

A variation of the string method, the growing string method (GSM) �xes this problem: an
initial guess is not required, so that even di�cult reaction paths can be modeled without prior
knowledge of the transition state. [88] The GSM is conceptionally similar to the SM, but instead
of constructing the whole string in the �rst calculation step, images are added subsequently,
slowly approaching the transition state as the calculation progresses and the string is repeatedly
relaxed. When the images close to the transition state are added, the string is typically already
very close to the MEP, even without an initial guess.

Since neither the string method, nor the growing string method are available for VASP, a
small program was built for using SM and GSM in combination with VASP.

2.5 Merging DFT and KMC: The Cluster Expansion

In a cluster expansion (CE) model [22] the surface energy Esurf,c of a con�guration c on a lattice
is expressed as an in�nite sum of interaction energies εi, weighted by their coe�cients nc,i.

Esurf,c =
∞∑
i=1

nc,iεi (2.79)

The εi encompass all kinds of interactions of adsorbates with the surface and other adsorbates,
e.g., the adsorption energy at in�nitely low coverage (E∞), N -tupel interactions and hydrogen
bonds. The surface energy of a con�guration can be calculated from DFT calculations by

Esurf,c = Ec − Eref −
∑
i

nads,c,iEgas,i, (2.80)

where Ec denotes the total energy of con�guration c and Eref the total energy of the empty
surface as a reference energy. nads,c,i denotes the number of adsorbed particles of species i in
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con�guration c and Egas,i the total energy of species i in the gas phase.
For practical application, it is necessary to restrict the sum in Eq. 2.79 to a �nite number

of parameters npar:

Esurf,c ≈
npar∑
i=1

nc,iεi (2.81)

The number of parameters that can be determined is practically limited by computation time
because not all possible con�gurations can be computed. There are several automatic algo-
rithms available that provide criteria for choosing con�gurations, [89] but the selection can also
be accomplished manually. The equations for a linear equation system that can be solved for
the εi values. The coe�cient matrix (also called �design matrix�) must have a rank equal to
npar (number of parameters), i.e., the linear equation system must not be underdetermined. An
overdetermined equation system is desirable for a cluster expansion (i.e., more con�gurations
should be calculated than parameters are to be determined). The overdetermined equation sys-
tem is generally not exactly solvable because Eq. 2.81 is only an approximation, which means
that each surface energy contains a, desirably small, residual that cannot be explained by the
cluster expansion model. The parameters εi can be determined by multiple linear regression
(linear regression involving more than one independent variable). Multiple linear regression can
be achieved using a simple spreadsheet program and does not require expensive or customized
software.

The more complex part of the cluster expansion is the determination of the coe�cients in
the design matrix, nc,i. The coe�cients are equal to the occurrence of the interaction clusters
on the surface within periodic boundary conditions. To the author's knowledge, there is no
�simple� mathematical scheme to obtain these numbers. However, it is very straightforward to
write a program to do the job, so little manual work is required.

2.5.1 Parameter correlation

Correlation between parameters is a common phenomenon in the cluster expansion. Though
generally undesired, parameter correlation is natural for interaction parameters on a lattice. To
illustrate this point, let us discuss an example for two species A (red) and B (black) with pairwise
nearest-neighbor and triplet interactions. Consider the following three-body interaction cluster:

A B

B

This triplet interaction naturally contains several other interactions, namely the the E∞(A)
and E∞(B) and some pairwise interactions, the B-B diagonal interaction and the A-B horizon-
tal/vertical interactions which can be represented by the following interaction clusters:

A

B

B

B

A B
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This means that, whenever the triplet con�guration is present on the surface, these pairs
and E∞ are always there as well, establishing a natural correlation between the parameters.
The interaction parameters cannot be separated from this single con�guration. If additional
con�gurations are provided that do not contain this triplet, but some of the pair clusters, the
individual contributions can be calculated (though still with some correlation). However, the
pairs are still correlated with the E∞, thus requiring additional con�gurations that contain only
the E∞. This illustrates why especially high correlation values are obtained for the E∞ (cf.
Section 2.5.2).

2.5.2 Analyzing Cluster Expansion Data

For a reaction with several intermediates and a somewhat large radius of interaction, many
con�gurations have to be calculated with DFT. As a rule of thumb, the cluster expansion
should contain at least two di�erent con�gurations per parameter. More is always better, but
the con�gurations themselves also matter (there should be as few (quasi-)linear dependencies
as possible). For a normal multilinear regression, one parameter for every two data points may
seem too many (cf. �Least square �tting of an elephant� [90, 91]). However, it should be kept
in mind that the errors occurring in the cluster expansion are not statistical in nature but can
be traced back entirely to missing parameters.

With such a high number of data points it quickly becomes unfeasible to check every single
data set for errors. There are many sources of error, i.e., a con�guration might converge
to a di�erent geometry than intended, a parameter might be underdetermined or important
parameters could be missing, etc. There are several statistical indicators that allow for the
quick assessment of the quality of a cluster expansion. The following subsections introduce
some of the most useful statistical descriptors. Example data from a real cluster expansion are
given in Fig. B.2.

Simple statistical analysis

The quality of the cluster expansion can be quickly assessed by plotting a histogram of the
deviation between �t and original data (�t residuals). The histogram should show a symmetric
distribution. If the shape signi�cantly deviates from a Gaussian, this might indicate important
missing parameters that lead to a systematic deviation of a certain group of con�gurations.

Whether a parameter is important for the model is indicated by the p-value. The p-value
measures how likely it is that the same �t result is obtained under the assumption that the
parameter is zero. Because one of the goals of the �nite cluster expansion is reducing the number
of parameters by removing insigni�cant parameters from the set, the p-value is a suitable tool to
sort out insigni�cant parameters. A useful threshold value for p is 0.8, above which a parameter
should be removed from the model. In regular statistics with large data sets, a threshold values
of 0.05 are typically used. Such a low threshold is not very practical for evaluating a cluster
expansion �t because even relatively large parameters can have p-values of 0.1 and higher due to
the high parameter correlation. Furthermore, the fundamental assumption of linear regression
that all errors are random in nature does not apply to the DFT-based cluster expansion,
because all deviations between the data points and the regression are traced back to missing
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Figure 2.5: Red-white-blue plots of correlation matrices with red: positive correlation, white: no
correlation, and blue: negative correlation. a) Linear dependency between parameters 82 and 86, b)

Strong correlation of parameter 95 with several others (bad), c) good correlation matrix.

parameters. The cluster expansion, by its de�nition, can describe any set of surface energies
perfectly, given su�cient parameters (i.e., as many parameters as there are con�gurations in
the model). Therefore, a higher threshold value can be safely used when analyzing the cluster
expansion.

In all linear regressions, compensation relations must be expected. Because the energy
for each con�guration consists of several di�erent parameters, there are strong correlations.
The correlation matrix provides information about parameter compensation. In general, a
correlation matrix is �good� when all correlations are on the same order of magnitude. In a
normalized red-white-blue plot (with red: positive correlation, white: no correlation, and blue:
negative correlation), red and blue points of similar intensity are distributed over the whole
matrix (see Fig. 2.5 c) for a �good� example). The correlation matrix is �bad� if the most
of the plot is white with very few points showing intense red and blue colors. This typically
indicates that near-linear dependencies exist between parameters (Fig. 2.5 a) and b) ). In this
situation, some parameters should be removed from the model in order to eliminate the linear
dependencies. Alternatively, more con�gurations can be added to the database.

Delete-1 statistics

Due to the large number of parameters, an erroneous geometry and/or energy will not neces-
sarily show up as an outlier in the deviation histogram. Rather, erroneous data points alter
the whole �t, so that they cannot be identi�ed with the previously described methods. For
�nding such errors the family of �Delete-1� methods is very useful. These methods have in
common that they measure the e�ect of omitting single parameters on the �t result. Among
the Delete-1 methods the single deletion variance (Delete-1 Variance) SDV , Cook's distance
D and beta di�erences Dβ are the most useful for analyzing cluster expansion data.

As the name suggests, the single deletion variance measures the change of the mean square
error when a single data point is removed and the �t is repeated without it. For multiple linear
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regression, the mean square error (MSE) is de�ned as: [92]

MSE =

∑n
j=1(yj − ŷj)2

n− p− 1
. Accordingly, (2.82)

SDVi = MSE(i) =

∑n
j 6=i(yj − ŷj(i))2

n− p− 1
, (2.83)

with MSEi the mean square error of the �t excluding observation i, yj the observation value
of point j, ŷj(i) the response value of point j that is obtained by a �t excluding point i, n
the total number of points and p the total number of parameters. Erroneous data sets are
typically indicated by a SDVi − MSE that is several orders of magnitude lower than the
average SDVi −MSE.

Similarly, Cook's distance measures the e�ect on the �t result (surface energy predicted
by the cluster expansion model) when single data points are deleted, thus indicating points
with high leverages. High leverage can be caused by badly de�ned parameters (i.e., if there
is a parameter which is de�ned only by a single con�guration, this con�guration will have a
high Cook's distance) or simply by erroneous data sets (i.e., when the surface energy is not
consistent with the con�guration or when the geometry is badly relaxed). Cook's distance Di

of data point i is de�ned as: [92]

Di =

∑n
j=1(ŷj − ŷj(i))2

p ·MSE
, (2.84)

with n the number of parameters in the linear model, ŷj the response value of point j (�tted
surface energy of con�guration j), ŷj(i) the jth response value where the �t does not include
point i, p the total number of coe�cients in the linear model and MSE the mean square error.
As with the single deletion variance, a Di that is by several orders of magnitude higher than
the average D indicates an outlier that requires manual checking.

In order to assess the in�uence of data points on the parameters, a red-white-blue plot of
the beta di�erence5 matrix Dβ can be used. When a con�guration has no e�ect on a parameter,
it will be shown in white. Positive in�uence is shown in red and negative in�uence in blue. The
beta di�erences also take into account the correlation between parameters. The beta di�erence
for parameter j and data point i is de�ned as: [92]

Dβ,ij =
bj − bj(i)√

MSE(i)(1− hii)
, (2.85)

with bj the �tted value of parameter j, bj(i) the value for parameter b with data point i excluded
from the �t, MSE(i) the single deletion variance for point i as de�ned in Eq. 2.83 and hii the
leverage value of point i. The leverage values hii are de�ned as the diagonal elements of the
hat matrix (or in�uence matrix) which measures how strongly an observation a�ects the �tted

5Also called Dfbetas by the corresponding command in the R programming language for statistical compu-
tation.
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response value of other observations. The hat matrix H is de�ned as:

H = X(XᵀX)(−1)Xᵀ, (2.86)

with X the coe�cient matrix of the linear model (design matrix). For beta di�erences, similar
rules as for the correlation matrix apply. The normalized red-white-blue plot of the Dβ,ij should
have evenly distributed red and blue pixels, while in a �bad� �t the plot is mostly white with
few intense red and blue pixels. When the beta di�erences are very unevenly distributed, the
corresponding �tted parameters are not reliable and require input of additional con�gurations
(or removal of parameters).

Altogether these statistical diagnostics allow for an accurate evaluation of the cluster ex-
pansion and simplify the search for potential errors in the data sets.

2.5.3 Harmonizing activation energies with the cluster expansion

The activation energies of elementary steps are in�uenced by lateral interactions because they
change the energy di�erence between initial and �nal state (cf. Section 2.1.1). The dependency
of the activation energy against the energy di�erence can be expressed using the scaling factor
α:

EA,a→b = EA,a→b,∞ + α(∆Eb −∆Ea), (2.87)

where EA,a→b is the activation energy for the reaction from state a to state b with full lateral in-
teractions. EA,a→b,∞ is the activation energy at in�nitely low coverage, i.e., without interaction.
The energy change of state a due to the lateral interactions is expressed by:

∆Ea = Ea − Ea,∞, (2.88)

with Ea the energy of state a with interaction and Ea,∞ the energy at in�nitely low coverage.
Unfortunately, it is not feasible to compute EA,a→b,∞ directly, not only because that would
require very large super cells in the DFT calculations, but also because the interaction between
the reactants themselves in�uences the activation energy. However, the interaction energies
can be quanti�ed quite accurately with DFT, so that EA,a→b,∞ can be extrapolated and then
applied to all other con�gurations using the cluster expansion. This simply requires rearranging
Eq. 2.87 to:

EA,a→b,∞ = EA,a→b + α(∆Ea −∆Eb). (2.89)

Assuming that α = 0.5 allows for the extrapolation of EA,a→b,∞ from a single transition state
calculation. The activation energies for di�erent con�gurations that occur during the simulation
can be computed on-the-�y using Eq. 2.87. The thus-obtained activation energies follow both
microreversibility conditions outlined in Section 2.1.1 (Eqs. 2.26 and 2.27).

Alternatively, the determination of α and EA,a→b,∞ is possible by performing several tran-
sition state calculations for the same elementary step using di�erent con�gurations. A linear



2.6. Calculation of surface phase diagrams 33

�t of EA,a→b versus (∆Eb −∆Ea) yields α and EA,a→b,∞.

2.6 Calculation of surface phase diagrams

Phase diagrams plot the thermodynamically most favored phase depending on some or all
thermodynamic variables that de�ne the system. Phase diagrams come in many varieties,
starting from the simple pressure-temperature diagrams of pure substances or boiling-point
diagrams for binary mixtures. The Pourbaix diagram plots the states of an electrochemical
system dependent on potential and pH value. Phase diagrams can be constructed from theory
by plotting the state that minimizes the Gibbs free energy of the system as a function of the
corresponding state functions. For surfaces, phase diagrams of the most stable adsorption
con�gurations can be calculated as a function of temperature and reactant partial pressures.
If the energies of the states are derived from �rst principles, this approach is called �ab initio
thermodynamics�.

2.6.1 Phase diagrams at chemical equilibrium

For the calculation of surface phase diagrams, the lattice-gas system is considered as a grand-
canonical ensemble (µV T -Ensemble). [93] In the grand canonical ensemble, both energy and
mass transfer with the surroundings are possible. The chemical potential µ, volume V of the
gas phase and temperature T of the whole system are constant. Individual states of the system
can di�er in both the number of particles and the total energy, given that T and µ remain
constant. For the grand-canonical system, the grand potential (Landau potential) of state i is
de�ned as:

Ωi = Ui − TSi −
∑
p

µpNp,i, (2.90)

with Ui the internal energy of the state i, and Si the entropy. µp and Np,i denote the chemical
potential and number of particles of species p in state i. For surface phase diagrams, lattice
and gas phase are assumed to be in thermal and chemical equilibrium. For very accurate
computations, the surface entropy can be calculated explicitly as a function of temperature.
However, since the entropy of the surface is much lower than the gas phase entropy, it can be
approximated as zero:

Ωi = Ui −
∑
p

µp(T )Np,i. (2.91)

The entropy of the gas phase is contained in the temperature dependency of µp(T ). The
thermodynamically favored state of the system is the state that minimizes Ωi. Therefore, the
basic approach of calculating surface phase diagrams requires the calculation of the energy Ui
for all possible states of the system.

Regular ab-initio thermodynamics rely on a series of DFT calculations that supply the
internal energies for the possible states. There is, however, a risk of missing important states



34 2.6. Calculation of surface phase diagrams

which do not seem very favorable, but are still relevant due to the interaction with the gas
phase. To avoid such problems, a cluster expansion can be used: once a good parameter set
has been derived, the internal energies for �all� con�gurations can be computed with little e�ort.
The intrinsic error of the cluster expansion can, however, sometimes return the wrong phase as
the most favored one, if two con�gurations are very close in energy.

Ab-initio thermodynamics approaches have been used previously for various lattice-gas sys-
tems, e.g., for co-adsorption of CO and O2 on RuO2(110) [94], or for the electrochemical HCl
oxidation in aqueous solution [95]. Many of the previously investigated systems are limited
to simple dissociative and non-dissociative adsorption of small molecules (e.g., O2 + 2 * → 2
O*6), and formation and re-adsorption of the products is neglected. Such an approach is valid
for reactions with negligible backward reaction, e.g., because of large equilibrium constants K
as in the CO oxidation. In other cases the product is continuously removed from the reaction
system like in the electrochemical HCl oxidation, thus preventing the backward reaction from
occuring. However, for the HCl oxidation in the Deacon Process which is very close to equi-
librium (1 ≤ K ≤ 100), this approach is not applicable because the backward reaction is an
important property of the system.

In this particular reaction system, one faces the problem that surface species cannot be
assigned to a single gas phase species. For example, a surface hydroxyl group has two ways of
being formed: the dissociative adsorption of an HCl molecule, and the dissociative adsorption
of an H2O molecule. It is evident that every surface species can be formed easily either from
the educts or the products. For OH, the following reactions are possible (gas phase species are
indicated by an index g, while surface species are marked by an asterisk):

HClg + O∗ → OH ∗+Cl∗ (only educts)

H2Og + Cl∗ → OH ∗+HClg (only products).

Linear combinations of these equations would also be possible, resulting in an in�nite number
of equations to form a single species. This makes it di�cult to calculate the chemical potential
contribution to the grand potential. To clarify this point, replace all surface species except
OH* by their corresponding gas phase species and put all gas phase species on the left side of
the reaction equation.

HCl +
1

2
O2 −

1

2
Cl2 → OH∗ (only educts)

H2O +
1

2
Cl2 − HCl→ OH∗ (only products).

This means that the chemical potential µOH can be expressed as

µOH = µHCl +
1

2
µO2 −

1

2
µCl2 (2.92)

= µH2O +
1

2
µCl2 − µHCl. (2.93)

6The asterisk * denotes an adsorption site.
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It is quite evident that (2.92) and (2.93) are true only if the gas phase is in chemical equilibrium,
i.e., 2µHCl+

1
2
µO2 = µH2O+µCl2 . This puts a severe constraint on the model, making it applicable

only to equilibrium conditions, where

∆rG = 0 =
∑
i

νiµi (2.94)

= 2µHCl +
1

2
µO2 − µCl2 − µH2O. (2.95)

This means that the phase diagram cannot be computed for arbitrary partial pressures, but
only for those that form an equilibrium mixture at the corresponding temperature. With

µi = µ∗i (T ) + kBT ln(
pi
p◦

) (2.96)

∆rG
∗(T ) = 2µ∗HCl(T ) +

1

2
µ∗O2

(T )− µ∗Cl2
(T )− µ∗H2O(T ) (2.97)

results the law of mass action:

K(T ) = e
−∆rG

∗(T )
kBT =

p2
HCl,eq p

1
2
O2,eq

pCl2,eq pH2O,eq p
1/2
◦
. (2.98)

µ∗i (T ) corresponds to the chemical potential of the pure compound i at temperature T and
pi = p◦. Likewise, ∆rG

∗(T ) is the Gibbs free energy of the reaction at temperature T for
pi = p◦.7 For T = 298, 15 K, ∆rG

∗(T ) = ∆rG
◦.

With Eq. 2.95 as a constraint placed on the chemical potentials, the resulting phase diagram
depends on the independent variables T and µ1, ..., µn−1 with n being the number of gas phase
species. For the HCl oxidation, n is four (H2O, HCl, O2, Cl2). Surface phase diagrams are
typically assumed to be temperature dependent only via the chemical potentials of the gas
phase because the surface entropy is neglected. For the HCl oxidation, however, temperature
has to be speci�cally taken into account because the equilibrium gas mixture is strongly a�ected
by the temperature according to Eq. 2.98.

HCl, O2 and T are the quantities of interest because in the reactant feed ratio HCl:O2 and
reactor temperature are important characteristics of the technical process. In order to reduce
the dimensionality, we will assume that Cl2 and H2O are formed in a ratio of 1:1. This allows
us to calculate the phase diagram depending on variables µHCl and µO2 only. µCl2 and µH2O are
de�ned according to equations 2.96 and 2.98, with the additional constraint that pCl2 = pH2O.
The product partial pressures can be obtained from solving the law of mass action:

pCl2,eq = pH2O,eq = pHCl,eq p
1/4
O2,eq p

−1/4
◦ e

∆rG
∗(T )

kBT . (2.99)

Using the general expression for the pressure-dependency of the chemical potential ,

µi = µ∗i (T ) + kBT ln(pi/p◦), (2.100)

7p◦ is assumed as 105 Pa. However, the choice reference conditions is generally arbitrary.
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Figure 2.6: Surface/gas equilibrium showcases. The arrow length indicates the rates of forward and
backward reaction. a) The surface is in equilibrium with educts and products. b) The gas phase is not
in equilibrium because the forward reaction is faster than the backward reaction. As a consequence

the surface/gas exchange is not in equilibrium either.

the chemical potentials for Cl2 and H2O can be expressed as

µCl2,eq = µ∗Cl2
(T ) + kBT ln

(
pHCl,eq p

1/4
O2,eqp

−5/4
◦ e

∆rG
∗(T )

kBT

)
(2.101)

µH2O,eq = µ∗H2O(T ) + kBT ln

(
pHCl,eq p

1/4
O2,eqp

−5/4
◦ e

∆rG
∗(T )

kBT

)
. (2.102)

The surface phase diagram is computed at a speci�ed temperature that is relevant to the
industrial process (e.g., 573 K) as a function of pHCl,eq and pO2,eq only.

A presentation and discussion of the phase diagram for the HCl oxidation obtained with
the method outlined herein will follow in Section 4.4.

2.6.2 Non-equilibrium phase diagrams

Non-equilibrium conditions require a modi�cation of the method described in Subsection 2.6.1.
The fundamental problem is that the surface must be in chemical equilibrium with the gas
phase, i.e., with both educts and products (cf. Fig. 2.6 a)). Fig. 2.6 b) reveals that there can
be no equilibrium between surface and gas phase if the gas phase itself is not at equilibrium.
Non-equilibrium conditions are therefore a violation of the most fundamental assumption of
phase diagrams. Still, it is possible to get an idea of how non-equilibrium conditions in�uence
the surface.

A gas mixture that is not in equilibrium is characterized by the reaction fraction Q:

Q = e
−∆rG

∗(T )
kBT =

p2
HCl p

1
2
O2

pCl2 pH2O p
1
2
◦

(2.103)

For Q < K, the forward reaction dominates (cf. Fig. 2.6 b) and for Q > K, the backward
reaction dominates. As illustrated before, intermediates on the surface can be formed by
forward and backward reaction. If they are not at equilibrium, the chemical potential of the
intermediates is unde�ned because there are two equations that contradict each other (Eqs.
2.92 and 2.93). The problem of unde�ned surface chemical potentials can be circumvented by
assuming that each species is formed uniquely by the reaction with higher µ. When the forward
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Figure 2.7: Illustration of the determination of the degeneracy factor for con�gurations. a) Because
lattice sites are non-degenerate, con�gurations shifted along the x and y directions are not identical.
The cross serves to identify a reference point. b) Adsorbed particles are not identical. Therefore, all
permutations have to be taken into account. The number of permutations for the given con�guration
is 3! 6!. c) Low symmetry of con�gurations leads to additional contributions due to mirror images

which are not identical.

reaction dominates, surface species are solely formed from the educts and vice versa, resulting
in a single equation for each chemical potential. This does not necessarily mean that the other
side of the reaction is entirely neglected. Comparing Eqs. 2.92 and 2.93, it is evident that
molecules from both sides appear in both equations. This approach is therefore not identical
to the aforementioned studies in which the products were considered nonexistent. Still, using
only the dominant reaction is only an approximation. When there is a net �ow of matter, the
reaction rate constants matter for the distribution of the reactants on the surface. This would
require full KMC simulations. However, comparison of the non-equilibrium thermodynamics
results with full KMC simulations has shown that the approximation of using only the dominant
reaction works well, even at conditions quite far from equilibrium (cf. Section 4.4.1).

2.6.3 Equilibrium based surface statistics

Phase diagrams as described in Subsection 2.6.1 plot only the phases that minimize the grand
potential. The phase depicted at a point in the phase diagram is the major phase, but the
diagram provides no information regarding abundance or coexisting phases. When the grand
potential di�erence between the phases is quite low, other con�gurations can occupy signi�cant
percentages of the surface. The importance of secondary phases can be estimated as illustrated
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in the following.
For localized, distinguishable particles, the grand canonical partition function Z and prob-

ability P are given by:

Z =
∑
i

gie
−

(Ui−
∑
p Np,iµp)

kBT (2.104)

Pj =
1

Z
gje
−

(Uj−
∑
p Np,jµp)

kBT (2.105)

With the Boltzmann Factor for the gj-degenerate surface con�guration j with internal energy
Uj and particle numbers Np,j, the probability of occurrence, Pj, can be calculated. This allows
for the computation of statistically averaged coverages on the surface. The expected coverage
< θk > of particle k on the surface can be expressed as:

< θk >=
1

Z

∑
j

θk,jgj exp

(
−

(Uj −
∑

pNp,jµp)

kBT

)
, (2.106)

where θj,i denotes the coverage of species j in state i. Adsorbates and lattice sites are considered
distinguishable, so that degeneracy must be taken into account explicitly. A con�guration j of
size (x× y) (x and y denoting the number of unit cells in each direction) with particle numbers
N1, N2, ..., Nn has a degeneracy of

gj = xj yj σj
∏
p

Np,A!. (2.107)

The factor xj · yj accounts for shifting the con�guration along the lattice vectors, resulting
in xj · yj energetically degenerate, but distinguishable con�gurations (cf. Fig. 2.7 a)). The
symmetry number σj accounts for symmetry and takes the value 1 if two mirror planes exist
in the con�guration, 2 if one mirror plane exists and 4 if no mirror plane exists (cf. Fig. 2.7
c) ). The factorials of Np correspond to the interchangeability of identical but distinguishable
particles within the con�guration. (cf. Fig. 2.7 b) ).

Based on the equilibrium surface statistics approach the coverages of intermediates can be
computed for any given set of conditions. This method is well-suited to get an idea about trends
in surface coverage. A comparison between equilibrium surface statistics and KMC shows that
the trends are almost always in agreement with KMC.
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Chapter 3

The CO oxidation over RuO2(110)

3.1 Introduction: An oxide model catalyst for the CO ox-

idation

The CO oxidation over RuO2(110) has been extensively studied as a prototypical oxidation
reaction catalyzed by a metallic oxide. [42, 96] Although RuO2 is not relevant as a CO oxidation
catalyst for practical application, unprecedented insight into atomic-scale catalysis over oxide
materials has been obtained for this particular system. [97] Despite the fact that all elementary
reaction steps have been identi�ed and, to certain degree, quanti�ed (in terms of activation
barrier), [98�106] the system is still discussed controversially in the literature. [31, 45, 46, 107,
108] The following sections will focus on these aspects in more detail.

3.1.1 Reaction mechanism

RuO2 crystallizes in rutile structure where each metal atom is coordinated by six oxygen atoms,
and each oxygen atom is coordinated by three metal atoms. The stoichiometric (110) surface
exhibits one dimensional arrays of one-fold undercoordinated metal and oxygen atoms. The
undercoordinated oxygen atoms are referred to as Obr because they connect two Ru atoms.
The one-fold undercoordinated Ru atoms (Ru-1f-cus or simply Rucus) serve as the primary
adsorption site for molecules from the gas phase. For instance, CO can bind on-top the Rucus

sites (COot). O2 can adsorb dissociatively in a three-step process with a small activation
barrier, [98, 109] thereby forming two Oot. For dissociative O2 adsorption two adjacent free sites
are necessary. The adsorbed COot and Oot are rather immobile on the surface, but can easily
recombine with direct neighbors. It was observed in scanning tunneling microscopy (STM)
experiments that both species do not di�use along the Rucus rows at room temperature. [100,
104, 110] The di�usion barrier of COot was estimated to be 0.9 eV by counting the hopping
events at elevated temperature. [110] Similar data are not available for Oot di�usion.

It has been found experimentally that COot can recombine with neighboring Oot and Obr to
form CO2 with a low activation energy (0.9 eV). [99, 103] CO2 desorbs instantly at temperatures
relevant for catalysis [111, 112], but can lead to surface poisoning at elevated partial pressures
of CO2 and H2Ox [113] Recombination of COot with Obr forms a vacancy in the Obr row which
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can be �lled by CO, thereby forming a CObr. [103, 110] CObr has similar activity in the CO
oxidation as COot. [103] It can recombine with Oot with a rather low activation barrier (0.9 eV).
Only the recombination of CObr with Obr has a signi�cantly higher barrier (1.4 eV). [103] The
experimental determination of activation energies is supported by DFT calculations conducted
by Ari Seitsonen. [45, 103] The DFT-determined barriers agree with the experimentally deter-
mined barriers qualitatively in that they predict similar barriers in the range between 0.6 eV
and 0.74 eV for all recombination processes, except CObr + Obr for which the activation barrier
is signi�cantly higher (1.3 eV).

Kinetic data are available for single crystals as well as powder samples. [114�119] For single
crystals, in-situ and in-operando vibrational experiments were conducted using high-resolution
electron energy loss spectroscopy (HREELS) [114] and Fourier-transform infrared spectroscopy
(FT-IR), [106] respectively. Both vibrational studies concluded that CObr and COot are present
on the surface at stoichiometric gas composition. The FT-IR data suggests that segregation of
reactants takes place at 350 K and stoichiometric gas composition. This segregation is observed
over a large range of total pressures.

3.1.2 Kinetic models

In addition to experiments, the CO oxidation has been subject to many theoretical studies
ranging from DFT calculations of adsorption energies, [6, 45, 98, 101, 120] transition state
calculations [6, 45, 103, 120] to Kinetic Monte Carlo (KMC) models using lattice-gas mod-
els [6, 45, 46] and mass transport limitation. [107] There are some controversies regarding
the activation energies for di�usion and recombination [6, 45] as well as for the O2 dissocia-
tion. [109, 121] Some of these controversies are addressed in the respective sections in 3.2. The
following section is dedicated to discussing kinetic models currently present in the literature
in order to motivate the necessity for yet another DFT based model of the CO oxidation over
RuO2(110).

The surface kinetics were studied by several KMC models using di�erent sets of activation
energies. The activation energies employed by these di�erent models are listed in Table 3.2
on Page 51. Reuter et al. employed DFT calculations to determine the activation energies for
all elementary steps and used these parameters for KMC simulations. [6, 122] The employed
activation and di�usion barriers strongly di�er from the experimental estimates and previously
published DFT-calculated barriers. [103] The Reuter model is incapable of explaining even very
basic properties of the system, such as the replacement of Obr by CO at 350 K, which was ob-
served experimentally, [103, 104] because the associated activation energy is too high (1.25 eV).
Furthermore, the model predicts poisoning of the surface at non-stoichiometric reactant feeds
which is also in strong contrast with available experimental data. [114] Within the Reuter
model the reaction proceeds in a one-dimensional fashion at low temperatures because only the
recombination of COot with Oot is accessible with an activation energy of 0.89 eV. [45, 81] The
elementary step with the lowest activation energy (Oot + CObr) cannot take place at 350 K
because substitution of Obr by CObr is not possible due to the inhibited removal of Obr. The
Obr substitution requires the COot + Obr recombination to take place which is activated by
1.25 eV. It was later shown by the same authors that the employed DFT calculations were not
fully converged in terms of plane-wave cuto�. [120] The barriers and adsorption energies were
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recalculated, resulting in lower activation energies overall, but also smaller di�erence between
the highest and lowest barrier. This second set of parameters shall henceforth be referred to as
the parameter set by Kiejna, although Kiejna et al. did not conduct KMC simulations using
this parameter set themselves. The activation barriers from the Kiejna parameter set are overall
in good agreement with experimental data (see Ref. [45] for a detailed discussion).

KMC simulations conducted with these three parameter sets showed that the parameters
by Seitsonen and Kiejna result in very similar kinetics in terms of selectivity between di�er-
ent CO2 formation pathways. [45] Under oxidizing conditions the COot + Oot recombination
produces the most CO2 molecules, while under reducing conditions the Oot + CObr recombina-
tion dominates. The steady-state surface con�gurations and coverages obtained with the two
models are virtually indistinguishable. Only at temperatures lower than 250 K the di�erences
in the activation energies lead to signi�cantly di�erent surface con�gurations in the induction
period. [31] There is currently no experimental data available which allows us to decide which
parameter set is better suited to describe the CO oxidation over RuO2(110).

Quite in contrast, the original parameter set by Reuter predicts a di�erent overall reaction
mechanism where CO2 is formed exclusively by the COot + Oot recombination regardless of
reactant feed. [81] As detailed in the previous paragraphs and references [45] and [31], the
original parameter set by Reuter et al should not be used anymore because it is incapable
of explaining even very basic features of the reaction system (such as the replacement of Obr

by CObr). It is therefore doubtful that any valuable insight into the reaction under realistic
conditions can be obtained from simulations using these parameters.

All three DFT-based parameter sets described have two features in common. First of all, the
KMC models predict strong poisoning by CO and oxygen already at slightly non-stoichiometric
conditions, [45] while it was experimentally found that the surface is actually quite active
even at large O2 or CO excess. [114] Secondly, all three parameter sets predict an apparent
activation energy (given by the slope of the Arrhenius plot of the total reaction rate) of 260-
280 kJ/mol under reducing conditions, [45, 81] while experimentally it has been found for several
di�erent samples (powder and single crystal) that the apparent activation energy is around 75-
85 kJ/mol. [42, 115�117] Both de�ciencies can be traced back to one common problem: None of
the models contains lateral interactions between adsorbed intermediates. Generally speaking,
leaving out the (mostly repulsive) interactions between intermediates on the surface allows the
dominating species to occupy the whole surface very easily, which leads to strong poisoning
even at small excess of one reactant. Similarly, the temperature dependency of coverages is
not predicted correctly because the coverage rises from 1 to 0 in a very narrow temperature
range, leading to unreasonably high apparent activation energies. The in�uence of lateral
interactions on reaction orders and apparent activation energies was also discussed previously
in the literature by Zhdanov for the CO oxidation over Pt. [29] Zhdanov's work unambiguously
demonstrates that models that do not include lateral interactions tend to overestimate apparent
activation energies and reaction orders. Though the overestimation of almost 200 kJ/mol
obtained in the KMC simulations for the CO oxidation over RuO2(110) is unprecedented, the
observations are qualitatively similar to Zhdanov's work. The importance of lateral interactions
in kinetic modeling of catalyst surfaces cannot be overstated.

In order to address this problem of overestimating reaction orders and apparent activa-
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tion energies, experiment-based KMC simulations were conducted for the CO oxidation over
RuO2(110). [46] All adsorption energies and activation energies for recombination were taken
from experiments by �tting experimental thermal desorption spectra with KMC. The thus-
obtained parameters were fed into steady-state simulations without further adaptation. Along
with the activation energies, a parameter that describes the COot-COot interaction was deter-
mined. With the resulting KMC simulations much better agreement with experimental data
is obtained. The experiment-based model yields an apparent activation energy of 80 kJ/mol
along with moderate catalyst inhibition by CO under highly reducing conditions. [46] Both
features are much closer to experimental data. However, the applicability of the model is quite
limited because it contains only a COot-COot interaction which makes the model only suitable
for reducing conditions where the surface is dominated by CO. Under oxidizing conditions,
however, without Oot-Oot interaction the reaction cannot be described properly and the prob-
lems with oxygen poisoning persist. Mixed CO-O interactions are also missing in the model,
which are expected to play a stronger role at stoichiometric conditions where the reactants are
well-mixed.

To conclude, although the CO oxidation over RuO2(110) has been studied extensively by
simulations, a truly all-purpose parameter set that can be applied to all reactant partial pres-
sures and temperatures is still not available. Since interaction parameters are di�cult to obtain
from the available experimental data it is necessary to determine all interaction parameters us-
ing DFT in order to obtain a consistent parameter set. Such a DFT-based parameter set will
be derived and applied to a wide range of conditions in the present chapter.

3.2 Geometries and energetics of intermediates

The DFT calculations were conducted using the PBE functional [123] of the GGA family. The
calculations were performed using the Vienna ab-initio Simulation Package (VASP), version
5.2.1. [124, 125] The RuO2(110) surface is described in a symmetric slab model with �ve oxide
trilayers separated by 25 Å of vacuum. All oxide layers were relaxed during the geometry
optimization. The plane-wave cuto� energy was 550 eV and 6×12×1 k-points were used for the
(1×1) super cells. For larger super cells the number of k-points was adapted to keep the k-point
density in reciprocal space constant. This approach ensures that the adsorption energies are
converged within 0.4 meV and the total energies are converged within 13 meV per atom.

The DFT calculations were analyzed in the form of a cluster expansion. The resulting
parameters are listed in Appendix B.2.

3.2.1 Oxygen

There are several oxygen species on the surface of RuO2(110), two of which are important for
the CO oxidation. One is the bridging oxygen (Obr) that is two-fold bound to two Ru4f , and
the second is the bonded Oot bound on-top the Ru5f .

Obr is bound to two Ru4f with a bond length of about 1.905 Å, similar to the bulk Ru-O
bond length of 1.93 Å and a Ru-O-Ru bond angle of 110°. Its chemisorption energy ranges
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from 2.25 eV to 2.45 eV, with higher higher chemisorption energy at higher Obr coverages. The
strongly attractive interaction between neighboring Obr is a notable example of lattice-mediated
lateral interactions. [126] It is also the main driving force for the accumulation of bridge vacan-
cies during initial oxide reduction observed in STM experiments. [127] The interaction of Obr

with Oot and CO(ot/br), however, is mostly repulsive.
The Ru-Oot bond is approximately 1.7 Å long, signi�cantly shorter than the bulk Ru-O

bond length (1.93 Å). Oot is weakly adsorbed with an adsorption energy of 0.9 to 1.0 eV (vs.
1/2 O2) which increases notably when adsorbed next to a bridging vacancy (up to 1.30 eV). The
interactions with all other species (CO(ot/br) and O(ot/br)) are repulsive.

Two more oxygen species occur only during the dissociation of O2 over the Ru-5f rows,
the superoxo species (O2)ot (terminally bound O2) and the peroxo species (Oot)2 (bidentate
bonding of O2 to two adjacent Rucus sites). [126] Both appear not to play a very signi�cant role
in the CO oxidation over RuO2(110), as will be rationalized in the following.

Mechanism of O2 dissociation

The dissociation of O2 has been considered a one-step non-activated process by previous KMC
models. [6, 45, 46, 122] This approach was justi�ed by experimental data demonstrating that
O2 dissociation has been observed at temperatures as low as 150 K in surface science experi-
ments. [98] The superoxo species occurs only in single vacancies where O2 dissociation is not
possible due to lack of free sites. [109] From the experimental results, it was concluded that the
dissociation of the O2 molecule proceeds with a very low activation barrier, if any. [98] This
conclusion was supported by DFT calculations showing that the dissociation of O2 is activated
by a very small barrier of 0.25 eV [109], provided that two neighboring vacant Rucus sites are
available.

The mechanism of the O2 dissociation was treated theoretically in the literature by Wang
et al. [109] and Pogodin et al. [121] The general outcome of their studies can be summed up
as follows: In the �rst step, O2 adsorbs terminally bound to the Rucus (superoxo species). It
then assumes a geometry where the molecular axis is parallel to the surface and both O atoms
are bound to neighboring Rucus sites (peroxo species). In the �nal step, the O2 bond breaks,
resulting in two Oot, bound to neighboring Rucus sites. Both steps are activated processes. The
barrier of the �rst step is so small that previous studies considered it negligible. The exact
magnitude of the second step's barrier, however, remains a matter of debate. Wang et al. and
Pogodin et al. report 0.25 eV and 0.57 eV, respectively. There is more than a factor of two
di�erence between the reported values. The discrepancy has not been discussed in detail in the
more recent study by Pogodin et al. and was simply attributed to the use of a di�erent GGA
functional (RPBE instead of PW91). RPBE is known to correct the problem of overbinding
encountered in PBE and PW91 in some cases. [56] However, it should not a�ect the transition
state energies to such an extent. A systematic comparison of transition state energies between
the PW91, PBE and RPE functionals, however, does not exist in the literature.

Because the available literature data for the second step in O2 dissociation strongly deviate,
it is necessary to recalculate the barrier in order to obtain a value consistent with the rest of
the DFT calculations presented in this work. Transition state calculations using the String
Method (SM) were performed for both dissociation steps of O2. The resulting energy pro�les
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Figure 3.1: Energy pro�les of the individual steps of the O2 dissociation. a) Step 1: the superoxo
species is transformed into the peroxo species by rotating the group around the Ru-O bond. This step
has a small activation energy lower than 0.05 eV. b) Step 2: the peroxo group dissociates into two Oot.
The activation energy for this step is 0.22 eV. Splines were added in the plots for guidance of the eye.

are plotted along with the transition state geometry in Fig. 3.1. The superoxo species is an O2

molecule terminally bound to a Ru-1f-cus. It is weakly adsorbed at about 0.5 eV. While the O2

molecule has a bond length of 1.228 Å in the gas phase, the superoxo species has a stretched
O-O bond with a length of 1.284 Å. The Ru-O-O bond angle is 127.1° and the Ru-O bond is
1.893 Å long. The Ru-O-O bond plane is parallel to the [110] oxide direction. An orientation
of the group parallel to the [001] direction does not seem to be a minimum on the applied level
of theory, so that such a geometry is not considered here. When the terminal O approaches
the neighboring Rucus, a peroxo species (Ru-O-O-Ru) is formed. The peroxo species is with
1.14 eV considerably more strongly bound than the superoxo species. The energy curve for the
transformation of the superoxo into the peroxo species is plotted in Fig. 3.1 a), along with the
transition state geometry. Transforming the superoxo into the peroxo group is activated by a
barrier so small that it is di�cult to determine reliably with the applied method for transition
state search, but it is clearly lower than 0.05 eV. Such a small barrier can be overcome by
thermal vibration even at low temperatures, so that the superoxo species is not relevant as an
intermediate, unless the surface is fully occupied and there is no space for formation of the
peroxo species. The occurrence of the superoxo species has been observed experimentally on a
fully oxygen-covered surface [98, 112] and has subsequently been explained theoretically as a
species that forms only in single vacancies. [109]

The peroxo species has an O-O bond length of 1.362 Å, a Ru-O bond length of 2.027 Å
and a Ru-O-O bond angle of 113.4°. It is adsorbed with 1.14 eV. It can dissociate into two
neighboring Oot with a chemisorption energy of 0.95 eV per Oot (vs. 1/2 O2). The energy curve
for dissociation in plotted together with the transition state geometry in Fig. 3.1. The disso-
ciation has a small activation energy of 0.22 eV, which can easily be overcome at temperatures
as low as 100 K. In the transition state, the O-O bond is parallel to the surface with an O-O
distance of 1.612 Å. The adsorption energy di�erence between the peroxo and the dissociated
oxide species is 0.77 eV. From this large energy di�erence it can be concluded that Oot is the
most relevant species and the small activation energies are negligible.

Our results are in good agreement with those reported by Wang et al. despite using of a
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di�erent functional. The activation energy for the second step di�ers only by 0.03 eV, which
can be explained by choice of functional (Wang et al. used PW91, while we use PBE) or by
choice of super cell size (Wang et al. used a (1×4) super cell, while we used a (1×3) super cell).
A more detailed discussion of the deviation from the barrier by Pogodin et al. is not possible
because no further details (such as the exact geometry of the transition state or the super cell
size) were given in their publication.

3.2.2 Carbon monoxide

The second intermediate in the CO oxidation over the RuO2(110) surface is adsorbed CO. The
CO adsorption energies and geometries were covered in several works by the groups of Over
and Ertl. [99, 101, 103�105] With the large number of con�gurations that were calculated to
set up a cluster expansion model, some additional interesting features of the CO adsorption
were revealed that have not been covered previously in the literature.

General

CO can adsorb on the Ru5f site, thereby forming a Ru-C bond. This species is called COot.
The internal C-O bond is stretched to 1.155-1.164 Å compared to gas phase CO (1.128 Å).
The exact bond length depends on the surrounding adspecies (see below for more informa-
tion). The Ru-C bond is about 1.90 Å long. Interactions with other species adsorbed in the
vicinity are generally repulsive. Particularly the interaction with other COot molecules is very
strong (≈ +0.2 eV). The repulsive interaction with nearest-neighbor Oot is signi�cantly weaker
(0.1 eV). An interesting feature of COot is that the interaction with the second-nearest bridging
species ([1̄11] interaction) is stronger than with the nearest bridging species ([1̄10] interaction).
This means that in some con�gurations COot prefers adsorbing next to Obr or CObr rather
than a nearby vacancies (quite in contrast to Oot which generally prefers to adsorb next to
vacancies). It is clear from the high interaction energies that a universal adsorption energy for
COot cannot be given. It ranges from 0.85 eV to 1.65 eV, mostly depending on total coverage
and direct neighbors. The adsorption energy of COot varies almost by a factor of 2, which
further emphasizes the need for lateral interactions in heterogeneous catalyst modeling.

CO can also occupy vacancies in the bridging rows, resulting in a CObr species. Depending
on the surroundings, the CObr forms one or two bonds to Ru4f atoms. When CO occupies
only every second bridge site, it is two-fold bound in a symmetric geometry with an adsorp-
tion energy of 2.171 eV (cf. Fig. 3.2 c) ). As the CObr coverage increases, an asymmetric
geometry with only one bond to Ru4f becomes more favorable (cf. Fig. 3.2 a) ). [101] There
is a strongly repulsive lateral interaction between neighboring CObr of ≈0.3 eV, resulting in a
reduced adsorption energy of 1.56 eV. A more detailed examination of the possible adsorption
geometries, however, shows that a structure where symmetric and asymmetric CObr alternate
is slightly more favorable according to DFT (cf. Fig. 3.2 b) ). This structure disagrees with
available RAIRS data because it implies that the symmetric CObr stretching vibration should
be observable even on a surface where every Obr is replaced by CObr. This is not the case, as the
symmetric CObr stretching vibration vanishes when the surface is entirely covered by CO. [106]
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However, the energy di�erence between the two geometries is only 0.024 eV. The distinction
therefore remains inconclusive from a DFT standpoint. This and further contradictions with
the experimental data will be discussed in more detail on page 47.

CObr also assumes asymmetric geometry when every second bridge site is occupied by
CObr and every other is occupied Obr. The asymmetric CObr has an adsorption energy of
1.56 eV when all bridge sites are occupied by CObr. In the asym-CObr/Obr con�guration,
CObr is adsorbed with 2.05 eV, almost as strong as sym-CObr. This �nding is con�rmed by
experimental thermal desorption (TD) data showing that asymmetric CObr has a signi�cantly
higher desorption temperature on a partially reduced RuO2(110) surface than on an entirely
CObr substituted one. [101, 102] The average C-O bond lengths of symmetric and asymmetric
CObr are 1.181 Å and 1.163 Å, respectively.

Figure 3.2: Di�erent CObr geometries for θ(CObr) = 1 (a, b) and 0.5 (c) calculated by DFT: a)
asymmetric CObr geometry as described by Seitsonen et al., [101] b) slightly more favorable mixed

symmetric and asymmetric CObr geometry, c) purely symmetric CObr.

Table 3.1: Comparison of experimental vibrational frequencies with DFT-derived bond lengths. If
not stated otherwise, the experimental values are taken from the RAIRS study by Farkas et al. [106]
Italics indicate that a CObr is predicted to be symmetric by DFT, but the corresponding vibrational

frequency was not observed experimentally.

bond length / Å
frequency
range / cm−1 sym. CObr asym. CObr COot

saturated CObr/COot 2086 1.179 1.160 1.160
with various COot coverage 2016-2086 1.179-1.181 1.160-1.165 1.160-1.164
saturated Obr/COot 2123 � � 1.155
with various COot coverage 2100-2123 � � 1.155-1.157
dense Obr/Oot with isolated COot 2146-2152 � � 1.149
symmetric CObr 1866-1890 1.186-1.189 � �
asymmetric CObr 1990-2000 1.181 1.165 �
CObr/Oot 2034, 2046 1.167-1.172 1.159-1.160 �
Obr with few CObr 1951 [105] 1.180 � �
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Bond lengths of CObr and COot

An interesting feature of the adsorbed CO molecule is that its internal bond length (and vibra-
tional stretching frequency) depends on the surroundings, which can be qualitatively understood
on the basis of the Blyholder model: electron withdrawing species adsorbed in the vicinity lead
to a signi�cant shortening of the bond, resulting in a higher vibrational stretching frequency
(blue shift). [106, 128] Vibrational frequencies can, in principle, be calculated with DFT, but
it is di�cult to reach high accuracy and the computation is rather time-consuming. However,
for a qualitative assessment, the variation of bond lengths of adsorbed CO can be compared
to experimentally determined vibrational frequecies. Longer bonds should in lower vibrational
frequency, and shorter bonds in higher frequencies. The available data on bond lengths and
vibrational frequencies are compiled in Table 3.1. Especially for the COot species it is quite
evident that a shortening of the C�O bond indeed results in a higher vibrational frequency, as
will be explained in more detail in the following paragraphs.

For COot, the internal bond length varies between 1.149 Å at high oxygen coverage
(2152 cm−1) and 1.164 Å for surfaces where only few COot are adsorbed next to CObr (2016 cm−1).
When the surface is entirely covered with COot and CObr, the C-O bond is approximately
1.160 Å long (2086 cm−1). The observed trend of the bond lengths agrees with the vibrational
frequencies extracted from a RAIRS study. [106]

For the asymmetric CObr, bond lengths between 1.160 Å (high total coverage) and 1.168 Å
(low total coverages) are obtained. For this species, vibrational frequencies between 1990 cm−1

and 2086 cm−1 are obtained. [106] The symmetric CObr has signi�cantly longer bond lengths
between 1.173 Å and 1.189 Å. Higher total CO coverages, result in longer C�O bonds. The
stretched bond results in a signi�cantly lower vibrational frequency in RAIRS experiments. Fre-
quencies between 1866 cm−1 and 1890 cm−1 were observed. [106] To sum it up, the dependence
of the C-O bond stretching frequency/bond lengths on the surface con�gurations (coverages)
is well-reproduced by the DFT calculations.

Temperature-programmed desorption of CO adsorbed on the reduced RuO2(110)
surface

In this last section, the CO adsorption con�gurations and thermal desorption (TD) spectrum
will be discussed. Experimentally, an entirely CO-covered RuO2(110) surface can be prepared
by repeatedly dosing 0.25 L CO at 170 K and heating to 550 K while observing the CO2 trace in
the TD spectrum. When no more CO2 is formed during a cycle (typically after four cycles), all
Obr are substituted by CObr. [129] Dosing additional CO on the thus-prepared reduced surface
at 170 K leads to a RuO2(110) surface where all Ru4f and Ru5f sites are occupied by CO.

The experimental thermal desorption spectrum (TDS) of the fully CO-covered surface is
shown in Fig. 3.3 a). [101] The experimental assignment of signals is based on adsorption
energies calculated with DFT and LEED-IV curves [101] and is supported by a more recent
RAIRS study. [106] The exact sequence of surface con�gurations and the associated desorption
energies are indicated in Fig. 3.3 c), lower path. There are four signals, labeled α, β, γ′ and
δ. [101] In the δ signal at 100 K half of the COot molecules desorb because the nearest-neighbor
repulsion is very strong. The β and α signals occurring at 300 K and 360 K are very close in
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Figure 3.3: CO desorption from the reduced surface. a) Experimental thermal desorption spectrum
with assignment. [101] b) KMC-simulated spectrum with con�gurations at indicated temperatures.
c) Possible desorption sequences with corresponding reaction enthalpies: upper path: experimental
assignment; lower path: result of KMC simulation. d) Comparison of surface energies for di�erent

con�gurations with θ(CO) = 1.

temperature, indicating a coexistence of the two species over a small temperature range. The
β signal was experimentally assigned to the desorption of the remaining COot molecules. In
the α signal, half of the asymmetric CObr desorb. The remaining CObr can transform into
strongly-bound symmetric CObr, which desorb in the γ′ signal at 570 K.

Simulation of the experiment described in the previous paragraph with the DFT/cluster
expansion based KMC model, however, results in a di�erent sequence and desorption tem-
peratures of the signals. The KMC simulated TD spectrum and the corresponding surface
con�gurations are shown in Figure 3.3 b). There are four main desorption signals and one
smaller artifact signal. The signal at 230 K corresponds to the desorption of half the COot

molecules. This signal corresponds to the δ signal (150 K) in the experimental spectrum. At
300 K there is a signi�cantly smaller signal (δ∗) which is caused by defects where two COot

molecules are adsorbed next to each other. This signal is most likely an artifact caused by
insu�cient accuracy of the triplet interactions. It can be suppressed by increasing the COot-
COot-CObr triplet repulsion by about 50 % which prevents this con�guration from appearing
entirely. Because the triplet interaction energies are rather small, the standard error is quite
high (around 50-300 %), so that the triplet interactions determined by the cluster expansion
serve only as an estimate, and 50% error must be taken into consideration.

The next signal occurs at 355 K, where half the CObr and a fraction of COot desorb. This is
qualitatively di�erent from the experimental interpretation, according to which only the COot
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molecules left on the surface are supposed to desorb in the β signal. The inset con�guration
at 370 K shows an interesting arrangement with two di�erent phases. In one phase, there are
rows of sym-CObr/COot molecules in [110] direction (cf. Fig. 3.3 b), central inset). The rows
are loosely ordered with many dislocations. Rows of asymmetric CObr without COot appear
as a minor phase. The remaining COot molecules desorb at 410 K and the symmetric CObr

at 540 K (γ′ signal). It is clear that only the γ′ and δ signals agree with the experimental
interpretation qualitatively. The desorption temperature di�ers between the experimental and
theoretical TD spectrum by up to 50 K.

Where do these deviations come from? First, the reversed order of the α and β desorption
signals is attributed to faulty DFT calculations. Among the con�gurations with θ(CO) = 1 (cf.
Fig 3.3 d) ), the one with CObr and COot forming a line in [110] direction is energetically the
most favorable one (1.91 eV). However, the surface energy di�erence between this con�guration
and the one found in the experiment (only asymmetric CObr) is only 0.05 eV (cf. surface
energies in Fig. 3.2 d) ). Therefore, the two paths compete in the simulation which leads to
the co-existence of two di�erent phases at 400 K. It seems that the adsorption energy of CObr

is underestimated, while the adsorption energy of COot is overestimated. This presumption is
supported by the shifted δ and and γ′ signals in the TD spectrum. The δ signal is shifted
from 180 K to 230 K and the γ′ signal is shifted from 570 K to 540 K, implying over- and
underbinding by COot and CObr, respectively. Considering that the generally accepted error
of adsorption energies calculated with DFT is 0.2 eV, such a deviation is to be expected, but
disappointing nonetheless because it a�ects not only the total adsorption energy but also the site
preference which can pose a problem for the simulations later on. This problem is reminiscent
of the CO adsorption puzzle on Pt(111), where GGA-DFT functionals predict the hcp hollow
as the most favorable adsorption site, whereas CO is actually found to adsorb on the on-top
site in experiments. [58, 59] The CO adsorption puzzle is, up to the present day, not entirely
solved, although higher levels of theory promise better results. [130�132]

Does this problem of wrong site selectivity render the model for the CO oxidation useless?
Let us recall what we know about the kinetics of the CO oxidation. From previous experiment-
based KMC simulations that took into account a basic lateral interaction model, it is clear that
the macrokinetics (reaction orders and apparent activation energy) under reducing conditions
are mainly determined by the COot-COot interaction because this interaction is responsible for
freeing cus sites for dissociative O2 adsorption on the surface. [46] The COot-COot repulsion in
the DFT-based model (0.186 eV) is overestimated compared to the experimentally determined
value (0.11 eV). This should a�ect the results obtained under reducing conditions. However, the
CObr/COot site selectivity should play only a minor role because all bridge sites will be occupied
by CObr. Under oxidizing conditions, on the other hand, the bridging rows are occupied by Obr,
and CO can only occupy the on-top sites. This means that the site selectivity of CO mostly
plays a role under stoichiometric conditions, where the total surface coverage is low and CO
can occupy both site types (bridge and on-top).
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Figure 3.4: Recombination of COot with Obr: Simulated (a) and experimental [103] (b) TPR spectra
with COot adsorbed next to Obr as a starting con�guration. The con�gurations in the simulation at
the indicated temperatures are shown as insets. Assignment of TD signals: α and β: COot + Obr; γ

and γ′: CObr + Obr.

3.3 Activation energies

There are four di�erent elementary steps in which CO and O recombine to form CO2 (COot

+ Oot, COot + Obr, CObr + Oot, CObr + Obr). The barriers for these steps were previously
determined using DFT [6, 45, 103, 120] and using an experiment-based approach. [46] It was
previously demonstrated that the sequence of the barriers signi�cantly in�uences the distri-
bution of reactants, especially close to the maximum catalyst activity. [31, 45] However, the
activation barriers obtained signi�cantly di�er between the studies by up to 0.6 eV and none of
the DFT-derived sets of activation energies agree with the experimental numbers very well. In
contrast, the experiment-based model was derived by �tting the activation energies to tempera-
ture programmed reaction (TPR) spectra. [46] The results of steady-state simulations with this
experiment-based parameter set agree quite well with experimental data overall, underlining
the fact that the correct temperatures for CO(ot/br) + O(ot/br) recombination are just as essential
as correctly modeled lateral interactions on the surface.

Considering that the DFT calculations are unable to reproduce the experimentally observed
desorption sequence of COot and CObr it is unlikely that the correct sequence of activation
energies for recombination of Oot with COot and Oot and CObr can be obtained. Therefore, the
activation energies were not determined with DFT calculations. Instead, the activation energies
were obtained from �tting the experimental TDS experiments, similar to the experiment-based
approach. The adsorption energies including lateral interactions, however, were not adapted to
the experimental spectra. They were entirely obtained from the DFT-based cluster expansion.

3.3.1 COot + Obr

A �tting procedure similar to the one used to derive the experiment-based parameter set [45]
was attempted with the DFT/cluster expansion based parameter set. For �tting the activation
energy of the COot+Obr recombination, a TPR spectrum was simulated with COot and Obr

(both fully occupied) as a starting con�guration. The TPR spectrum obtained after �tting
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Table 3.2: Compilation of activation energies for elementary CO/O recombination
processes from various sources.

Parameter set Activation energy / eV
name, reference COot + Oot COot + Obr CObr + Oot CObr + Obr

Seitsonen [45, 103] 0.89 0.74 0.60 1.40
Reuter [6, 122] 0.71 1.25 0.76 1.54
Kiejna [120] 0.78 0.99 0.61 1.48
experiment-based1 [46] 0.92 0.92 (0.81)2 0.94 1.38
this work1 1.30 (0.70)4 1.12 (0.73)2 1.43 (0.94)4 1.22 (1.15)5

1 Activation energies at zero coverage. Exemplary activation energies including
lateral interactions for typical con�gurations are given in parentheses.

2 Surface fully covered with Obr + COot.
3 Obr + alternating Oot/COot.
4 Surface fully covered with CObr + Oot.
5 Alternating Obr/CObr.

is shown in Fig. 3.4 a) with con�gurations at certain temperatures as insets, along with the
experimentally obtained spectrum (b).

In the experimental spectrum (Fig. 3.4 b), the �rst CO and CO2 signals occur at 280 K
(β). The second closely follows at 320 K (α). It is assumed that both signals correspond
to the COot and Obr recombination. [103] The signal splitting is caused by the strong lateral
interaction between adjacent COot that reduce the activation energy for recombination. This
feature could be reproduced easily by the experiment-based parameter set which includes only a
repulsive COot-COot interaction. [46] As the temperature rises, COot molecules can di�use into
the newly formed bridge vacancies. At high temperatures, two additional signals, γ (480 K) and
γ′ (560 K) appear, which are assigned to the recombination of CObr with Obr. [103] The signal
splitting observed here is caused by repulsive interactions between CObr and Obr/CObr. The
γ signal corresponds to the recombination of asymmetric bridging CO with Obr. This reduces
the total coverage to such an extent that the few remaining CObr can assume the symmetric
geometry, resulting in an even higher activation energy for recombination (γ′ signal).

The comparison of the KMC-simulated TPR spectrum (Fig. 3.4 a) ) to the experiment is
not perfectly straightforward. At 280 K, COot recombines with Obr, resulting in the �rst CO2

signal. It coincides with a weaker CO desorption signal. Signal splitting is also evident, but
the temperature di�erence between the two signals is much larger: while it is only 40 K in the
experiment, in the KMC-simulated spectrum it is 80 K for the CO2 trace and 110 K for the
CO trace. The larger signal splitting con�rms that the COot-COot repulsion is overestimated
when COot is adsorbed next to Obr. At 420 K, all COot have either desorbed or recombined
with Obr to CO2. The CO molecules �ll the vacancies in the bridge rows, as shown by the inset
con�guration. Between 400 and 550 K a broad and split CO2 signal occurs that can be assigned
to the recombination of CObr with Obr. The signal splitting is caused by the rearrangement
of the CObr that results in di�erent activation energies for CO2 formation: since there is a
lot of CO in the bridge rows, CO2 formation introduces additional vacancies, allowing for the
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Figure 3.5: Recombination of CObr with Oot: Simulated (a) and experimental (b) TPR spectra
with Oot adsorbed next to CObr as a starting con�guration. [103] The con�gurations at the indicated
temperatures are given as insets in the KMC simulated spectrum (a). Assignment of TD signals: α:

CObr + Oot; γ and γ′: CObr + Obr.

transition of asymmetric CObr to symmetric CObr, indicated by vacancies between the CObr

molecules in the inset con�guration at 450 K. Symmetric CObr recombines with Obr at 500 K.
Beyond 550 K, there is only Obr left on the surface. A small CO desorption signal is evident
at 520 K (desorption of symmetric CObr).

Although comparison of the con�gurations with the experiment suggests that the TPR
experiment is described at least qualitatively, the peak areas are not well-reproduced. Since
DFT does not predict the site preference correctly, there is a selectivity problem, resulting in
shifted peaks and relative peak areas that are inconsistent with the experimental observation.
The COot + Obr and CObr + Obr activation energies obtained after �tting are 1.12 eV and
1.22 eV, respectively. These values are not easily comparable to the ones determined previously
by DFT and experiment (cf. Table 3.2). These are the activation energies at zero coverages.
For a surface fully covered with Obr and COot, the COot + Obr activation energy is reduced to
0.73 eV which corresponds to the low-temperature CO2 formation signal (β in Fig. 3.4 b) ).
For the recombination of Obr with CObr, an activation energy of 1.22 eV was determined. It is
reduced to 1.15 eV in a con�guration where Obr and CObr alternate. Both activation energies
are a bit lower than values from the literature (cf. Table 3.2). This can be explained by the
overestimation of the COot-COot activation energy and the general underestimation of the CObr

adsorption energy

3.3.2 Oot + CObr and CObr + Obr

For the recombination of Oot with CObr, an activation energy of 1.43 eV was derived using
the same �tting procedure. This value seems very high, but is reduced by lateral interactions
to 0.94 eV at full Oot and CObr coverage. This corresponds perfectly to the value from the
experiment-based parameter set.

The experimental spectrum is shown in Fig. 3.5 b). In the CO2 trace there is one major
CO2 formation signal at 330 K (α) which is assigned to the recombination of Oot and CObr.
In the same temperature range, there is a small CO desorption signal that was assigned to
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desorption of CO from the cus sites. There is no COot present in the starting con�guration,
but CObr can di�use to the cus sites because vacancies are created by the Oot + CObr recom-
bination (�scrambling�). Desorption of asymmetric CObr, however, would also be a reasonable
explanation in this temperature range (cf. α signal in Fig. 3.3 b) ) Interestingly, the Oot +
CObr recombination appears as a single signal, although two signals would have been expected,
given that CObr makes a transition between (weakly-bound) asymmetric and (strongly-bound)
symmetric. Because the chemisorption energies of symmetric and asymmetric CObr strongly
di�er, the transition from 1 ML CObr to 0.5 ML CO should de�nitely result in a splitting of
the corresponding CO2 formation signal. This is, however, not the case. It is possible that
the activation energy for the sym-CObr + Oot recombination is so high that it does not occur
at all. Instead, the γ and γ′ CO-signals appear much stronger than in the previous experi-
ment in Section 3.3.1. The second recombination signal (γ) at 470 K can be assigned to the
recombination of asymmetric CObr with Obr.

This TPR spectrum has a stronger γ′ signal (desorption of symmetric CObr) than the
previously presented TD experiment with COot + Obr as a starting con�guration (cf. Section
3.3.1). The temperatures of the γ and γ′ signals are identical in both experiments, only the ratio
of CO/CO2 is di�erent, suggesting that the same processes take place, but the distribution of
reactants is di�erent in both experiments. It appears that in the CObr +Oot experiment, CObr is
available in excess, leading to a high γ′ signal. This is most likely the case because full coverages
of Oot cannot be prepared at the low dosing temperature of 200 K. Because dissociative O2

adsorption requires two adjacent free sites, the Oot coverage is limited to approximately 0.86 if
di�usion does not take place. [109]

The KMC-calculated TD spectrum is shown in Fig. 3.5 a). Before analyzing the spectrum,
however, it should be noted that, according to the KMC model, the preparation procedure
of the mildly reduced RuO2(110) surface used by Wendt et al. [103] should not result in a
con�guration where all bridge sites are occupied by CObr. It should not be possible to prepare
this mildly reduced surface, because, as detailed in Section 3.2.2 and Fig. 3.3, the asymmetric
CObr con�guration is less favorable than a similar (1×2)-superstructure where CObr and COot

form an array in the [110] direction. It should therefore be expected that the KMC-calculated
TD spectrum that starts from the mildly reduced surface will contain some artifacts.

The starting con�guration for the KMC simulation is a fully covered CObr/Oot surface.
The �rst CO2 formation signal occurs at 340 K, where Oot and asymmetric CObr recombine to
form CO2. Oot quickly di�uses into the vacancies formed in the bridge rows by CO2 formation.
At 380 K there is a weak CO desorption signal from asymmetric CObr that does not have
a neighboring Oot. CO2 is continuously formed up to 550 K. There are several overlapping
desorption signals from the recombination of symmetric CObr with Oot, Obr with asymmetric
CObr, and Obr with symmetric CObr. This can be concluded from the disordered con�gurations
which allow for a variety of recombination processes to occur. There is another weak CO
desorption signal at 530 K from the desorption of symmetric CObr (γ′).

The KMC model thus fails to reproduce the shape of the α CO2 formation signal. Instead
of a single peak at 340 K, several overlapping signals are obtained in the temperature range
between 340 K and 550 K. This can be explained by the wrong site selectivity for CObr/COot

in the KMC model and the general underbinding of CObr.
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Figure 3.6: Experimental TD spectra of a) 5 L CO dosed on the stoichiometric surface (α and β peaks
correspond to the COot + Obr recombination reaction); and b) 0.2 L O2 dosed at room temperature and
subsequently saturated with 3 L CO at low temperature. The dominating process for CO2 formation
is still COot + Obr because no additional signals are present. Assignment of TD signals: α and β:

COot + Obr; γ and γ′: CObr + Obr.

3.3.3 COot+Oot

The activation energy for the last remaining step, the recombination of COot and Oot, cannot
be accurately determined with the method outlined before. The TD spectrum obtained from
an experiment where 0.3 L O2 and 3 L CO were dosed on a stoichiometric RuO2(110) surface
at 200 K is shown in Fig. 3.6 b). Note that the CO2 trace looks almost identical to the CO2

trace in the COot + Obr experiment (cf. Fig 3.4 b) ). There are two signals, α and β at
290 K and 340 K, where β is just a shoulder on the low temperature side of the α signal. The
β signal is less pronounced because the coverage of COot is less than 1. There are also two
CO desorption signals α and β that are slightly shifted to higher temperatures from 330 K to
345 K (α) and from 285 K to 290 K (β). In this experiment the COot + Obr recombination
(cf. Section 3.3.1) competes with the COot + Oot recombination. The experimental TD curves
for both experiments are plotted face to face in Fig. 3.6. It is evident that the CO2 trace is
hardly a�ected by the Oot co-adsorption except for a slight signal shift. No additional signals
that indicate the COot + Oot recombination are observable. However, the CO/CO2 selectivity
changes, as indicated by the relative peak intensities: in the experiment without co-adsorbed Oot

(Fig. 3.6 a) much more CO2 is produced than CO desorbs. In the experiment with co-adsorbed
Oot (Fig. 3.6 b) both signals have a similar peak area. The change in CO/CO2 selectivity is
a consequence of the shifted signals. Since the signal shift is stronger in the CO2 trace, the
preference for CO2 formation (over CO desorption) decreases. This shift is most likely caused
by lateral interactions on the surface that have a di�erent e�ect on the activation energies when
the surface is partially covered by Oot than on a purely COot covered one. From the absence of
additional CO2 signals, it can be concluded that the COot + Oot recombination reaction takes
place at temperatures higher than 350 K. At higher temperatures, there is no more COot on
the surface, so that the reaction does not take place at all during the TD experiment and is
therefore not observable.

The COot+Oot recombination barrier was thus chosen as the lowest barrier that does not



3.3. Activation energies 55

de
so

rp
ti

on
ra

te
�

a
.u

.

a)

200 300 400 500 600

CO2

CO

200 300 400 500 600

T �K

de
so

rp
ti

on
ra

te
�

a
.u

.

b)

CO2

CO
O2

β
α

T �K

Figure 3.7: Simulated (a) and experimental (b) TPR spectra with COot and Oot co-adsorbed on the
stoichiometric surface as a starting con�guration. [103] The preparation was done experimentally by
dosing 0.2 L O2 at room temperature and subsequently saturating the surface with 3 L at 170 K. The
Oot coverage corresponds to 0.2 ML. Figure adapted from Ref. [103]. Assignment of TD signals: α

and β: COot + Obr.

result in an additional CO2 formation signal in the simulated TDS of Oot co-adsorbed with
COot on the stoichiometric surface. This approach is not entirely accurate but should lead to
a reliable estimate of the barrier. A COot + Oot barrier of 1.30 eV was obtained with this
approach, and the resulting TD spectrum is shown in Fig. 3.7 a). The starting con�guration
is a stoichiometric surface with θ(Oot) = 0.5 and θ(COot) = 0.5, distributed at random. The
β-CO2 formation signal occurs at 270 K, for both CO and CO2 (COot + Obr) trace, followed by
a broad shoulder in the CO2 signal (α). The conversion probability is not 1, however, leaving
Oot and COot on the surface which subsequently di�use into the bridging vacancies. Additional
CO and CO2 desorption signals occur at 370 K and 425 K. Close inspection of the surface
con�gurations reveals that two signals can be assigned to the recombination of CObr with Oot

and CObr with Obr. Some residual Oot recombines and desorbs as O2 around 500 K.

3.3.4 Conclusion from TDS �experiments�

From the TDS experiments it can be concluded that the model correctly predicts the number
of signi�cantly di�erent CO adsorption states on the mildly reduced surface (cf. Fig. 3.3),
although one artifact appears due to limited mobility of CO in the given temperature range
and underestimation of the corresponding COot-COot-CObr triplet interaction. The surface
con�gurations, however, qualitatively disagree with the experimental assignment. The fact
that the model is qualitatively wrong has further consequences on the TPR spectra used to
determine the activation energies (Section 3.3). Several artifact signals appear in the TD
spectra, however, indicating that the interplay of CO desorption, CO2 formation and di�usion
are not perfectly at balance. However, the activation energies for the recombination processes
can be �tted in a combined DFT/experiment-based approach so that the correct CO2 formation
temperatures are reproduced and give approximately correct CO/CO2 selectivities. This is not
self-evident as the selectivity strongly depends on the CO desorption temperatures which are
not adjusted during the �tting procedure. The thus-derived activation energies agree quite well
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r e a c t i o n o r d e r s
ultrahigh vacuum millibar

experiment [114] theory theory
reactant oxidizing reducing oxidizing reducing oxidizing reducing

CO 2.31 -0.31 2.67 -2.04 1 -0.6
O2 -1 / 0 ≈ 1 -1 1 -1 1

Table 3.3: Reaction orders in CO and O2, as observed experimentally [114] and obtained from KMC
simulations

with the ones in the experiment-based parameter set which were obtained the same way.

3.4 Kinetic simulations

This section is dedicated to exploring the steady state of the CO oxidation in the ultra-high
vacuum (UHV) and millibar range and to disentangle which process is rate-determining under
which conditions. This serves more as an investigation of the features of the DFT-based pa-
rameter set than as a prediction of the properties of RuO2(110) as a CO oxidation catalyst.
Given the strong disagreement between the surface science experiments and the corresponding
simulations from Section 3.3 the steady-state simulations cannot correctly predict the catalyst
activity and surface composition. However, this DFT-based parameter set is the �rst param-
eter set to properly account for all lateral interactions between O(ot/br) and and CO(ot/br) on
the surface. Most notably, it correctly models the transition from asymmetric to symmetric
CObr, the latter being more strongly adsorbed. This leads to new features in the steady state
simulations. These will be examined in this section.

3.4.1 Kinetics under ultra-high vacuum conditions

Wang et al. investigated CO2 formation under ultra-high vacuum (UHV) conditions using
a RuO2(110) �lm grown on a Ru(0001) single crystal as a catalyst. [114] The activity was
measured as a function of p(CO) and p(O2). KMC simulations were conducted under the same
conditions

P(CO)-dependent kinetics

In order to obtain p(CO)-dependent data, p(O2) and T were �xed at 10−7 mbar and 350 K,
and p(CO) was varied between 5·10−8 mbar and 5·10−6 mbar. [114] Simulations were conducted
under the same conditions. The resulting TOF curves together with coverages and steady-state
con�gurations were plotted in Fig. 3.8. The experimental TOF curve shows two linear segments
under oxidizing and reducing conditions. Under O2 excess the TOF rises with a reaction order
of 2.31. The maximum TOF is reached at a p(CO)/p(O2) ratio of 2.5. Under CO excess
the TOF decreases with a reaction order of -0.31, indicating only light inhibition by CO. The
obtained reaction orders are compiled in Table 3.3.
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Figure 3.8: Simulations of the CO oxidation under UHV conditions at 350 K as a function of p(CO)
with p(O2) = 10−7 mbar. a) Experimental (purple) TOF from Ref. [114] and simulated (green) TOF
curves; b) simulated coverages of intermediates; c) snapshots from the simulation at indicated p(CO) �
left: oxidizing, center: stoichiometric, right: reducing. The stoichiometric gas composition is indicated

in a) and b) by vertical lines.

The KMC-derived curve is pronouncedly di�erent from the experimental one. Under ox-
idizing conditions a reaction order in CO of 2.67 was derived, which is in reasonably good
agreement with the experimental value (2.31). The con�guration in the oxidizing regime is
shown in Fig. 3.8 c), on the left. It shows a stoichiometric surface with some CObr as defects.
Most of the cus sites are free or occupied by Oot. A few COot are also present. The coverages
plotted in Fig. 3.8 b) show that within this regime the Oot coverage decreases from 0.8 to 0.1,
while the other coverages are almost constant and either close to 1 (for Obr) or close to 0 (for
CO(br/ot)).

The maximum TOF is reached already at p(CO)/p(O2) = 1.6. The snapshot (Fig. 3.8 c),
center) shows domains that are either preferentially occupied by oxygen or CO. Obr are found
to form rather long rows without COot in direct neighborhood. The CO domains are not as
well-ordered and are partially mixed with Obr/ot and bridging vacancies. CObr in symmetric
conformation (CObr where both neighboring bridge sites are vacant) are occasionally seen. The
total bridge and on-top coverages at optimal reactant feed are 0.8 and 0.35, respectively. The
reaction is mass-transfer limited because the rate of recombination and the adsorption rate are
on a similar order of magnitude, resulting in a rather low total coverage.

When the CO partial pressure is increased beyond the stoichiometric composition the surface
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Figure 3.9: Contribution of individual recombination steps (in %) of COot/br and Oot/br at UHV
conditions as a function of log(p(CO) / mbar) at 350 K. The total reaction rate is plotted in Fig. 3.8

a).

undergoes a rapid transition from stoichiometric to mildly reduced (cf. Fig. 3.8 b) ). Along
with that the coverage of COot instantly rises to 0.38. At CO excess the reaction order in CO
decreases to −2.04, which is signi�cantly lower than found experimentally (−0.31). At p(CO)
= 5·10−6 mbar the rate of CO2 formation is underestimated by almost two orders of magnitude
compared to the experiment. The corresponding con�guration (Fig. 3.8 c), right) shows that
all bridge sites are occupied by (asymmetric) CObr while every second cus site is occupied by
COot. The superstructure e�ectively prevents O2 adsorption, for which two adjacent free sites
are required, resulting in strong CO inhibition.

Similar calculations were previously published using an experiment-based parameter set that
contained, in addition to activation energies and adsorption energies, a nearest-neighbor COot-
COot interaction of 0.11 eV. [46] With the experiment-based parameter set. The COot coverage,
however, is also close to 0.5 at p(CO) = 5·10−6 mbar in the experiment-based simulations (cf.
Ref. [46], Fig. 6). In the DFT-based parameter set the nearest-neighbor COot-COot interaction
is even larger with 0.186 eV and a similar COot coverage is observed, yet the inhibition by CO is
stronger. The di�erence in catalyst inhibition can be explained by the disordered overlayer that
forms in the experiment-based parameter set. COot preferentially forms (1×2) superstructures,
but there are many defects where pairs of vacancies are present on the surface, allowing for
dissociative O2 adsorption, so that the catalyst remains active even at high coverages. This
is not the case in the DFT-based parameter set where COot forms a perfectly ordered (1×2)
overlayer without space for O2 adsorption. This can be attributed to the very strong COot-COot

nearest-neighbor interaction, combined with a negligible COot-COot second-nearest neighbor
interaction (0.003 eV). There are additional triplet interactions that destabilize pairs of COot

molecules adsorbed on neighboring sites (0.0188 eV). All of these interactions lead to a strong
preference for the formation of a well-ordered overlayer where COot occupies every second cus
site. This �nally results in the strong CO poisoning observed for this parameter set.

It is interesting to study which of the recombination processes contribute to the overall
reaction. Figure 3.9 shows the percentage of CO2 molecules formed by the individual recom-
bination steps as a function of log(p(CO) / mbar). Under strongly oxidizing conditions the
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major CO2 formation steps are the COot + Oot and the COot + Obr recombination. The most
abundant intermediates under these conditions are Oot and Obr, so that adsorbing CO can
readily recombine with either of the two. The situation changes close to the maximum TOF
(cf. Fig. 3.8 a) ), where COot + Oot and COot + Obr exchange their roles, making COot +
Obr the most important step. Interestingly the second-most important step is the CObr + Obr

recombination at maximum catalyst activity, even at the low temperature of 350 K. This step
was not found to contribute signi�cantly under any conditions by previous studies due to its
high activation energy and rarity of CObr/Obr con�gurations. [45, 46] The present parameter set
accurately accounts for the transition of symmetric CObr at low bridge coverage to asymmetric
CObr which is destabilized at high coverage, resulting in a reduction of the activation energy
for the CObr + Obr recombination. Furthermore, CObr/Obr are quite frequently observed on
the surface close to stoichiometric conditions because CObr prefers Obr in its neighborhood
(cf. Fig. 3.8 c), center). Oxygen can freely di�use into the vacancies between CObr, forming
the active CObr/Obr con�gurations. Under reducing conditions the COot + Oot recombination
again forms most of the CO2 molecules, followed by the CObr + Oot recombination. Obr rarely
occurs under strongly reducing conditions, so that both COot + Obr and CObr + Obr cannot
strongly contribute to the overall reaction.

P(O2)-dependent kinetics

Wang et al. also measured the TOF as a function of p(O2) under UHV conditions, thus
providing information about the reaction orders in O2. [114] The experimental data for T =
350 K and p(CO) = 10−7 mbar are plotted in Fig. 3.10 a) (purple curve). Under reducing
conditions the reaction order in O2 is positive, but cannot be determined reliably because only
a few data points are present in this region. The catalyst activity is maximized at p(O2) =
5·10−8 mbar. At slightly oxidizing conditions O2 has an inhibiting e�ect, thus showing negative
reaction order. Again, there are not su�cient points to determine the reaction order accurately.
At strongly oxidizing conditions the reaction rate is practically constant (zero reaction order in
CO).

The simulated curve (Fig. 3.10 a), green curve) looks similar to the experimental one under
reducing and slightly oxidizing conditions. Under reducing conditions the reaction order in O2

is approximately +1. The snapshot in 3.10 c) (left) shows that most bridge sites are occupied by
CO, though there are some vacancies. Approximately half the cus sites are occupied by COot,
and Oot occurs occasionally. The maximum activity is shifted to higher p(O2) compared to the
experiment (from 5·10−8 mbar to 6·10−8 mbar). At maximum activity the coverages of Oot and
COot are equal at approximately 0.2. The coverages of Obr and CObr are both approximately
0.5. Under slightly oxidizing conditions the coverage of Oot increases linearly with log(p(O2))
until the surface is completely saturated. The simulation snapshot shows that the bridge sites
and most of the cus sites are occupied by oxygen. However, there are many free sites that
allow for CO adsorption, resulting in high catalyst activity. When the Oot coverage reaches
1.0 the activity steeply drops by �ve orders of magnitude and then continues with a reaction
order of -1. The surface is entirely covered by oxygen with no free sites for CO adsorption. The
rate-determining step under strongly oxidizing conditions is O2 desorption.

A comparison between the experimental and the simulated curve shows that the simulation
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Figure 3.10: Simulations of the CO oxidation under UHV conditions with p(CO) = 10−7 mbar at
350 K as a function of p(O2) a) Experimental (purple) TOF from ref. [114] and simulated (green)
TOF curves; b) simulated coverages of intermediates; c) snapshots from the simulation at indicated
p(O2) � left: reducing, right: oxidizing. Stoichiometric conditions are indicated by vertical lines in a)

and b)

agrees reasonably well with the experiment around the the maximum of catalyst activity. The
p(O2)/p(CO) ratio where the TOF is maximized is slightly overestimated by the simulation.
Under strongly oxidizing conditions, however, the activity is underestimated by three to �ve
orders of magnitude because the simulation predicts strong poisoning by O2 which apparently
does not occur in experiments. This point will be discussed in more detail in Section 3.5, on
page 76.

3.4.2 The O2-T diagram

The CO oxidation kinetics were studied with the DFT-based parameter set at p(CO) = 14 mbar,
0.014 mbar < p(O2) < 105 mbar and 460 K < T < 650 K. Since both p(O2) and T were scanned,
the reaction orders in O2 at di�erent temperatures and the apparent activation energies at
di�erent p(O2) can be discussed on the basis of the resulting data. The section will be subdivided
as follows:

1. reaction orders in p(O2),

2. apparent activation energy at reducing conditions,

3. apparent activation energy at stoichiometric conditions,
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Figure 3.11: TOF diagram as a
function of p(O2) and T , with p(CO)
�xed at 14 mbar. Numbers in the
diagram area indicate the order of
magnitude of the TOF. The data are
subdivided in �gures 3.12, 3.13, 3.14

and 3.15.

Figure 3.12: Simulation of the turnover frequency as a function of p(O2) for p(CO) = 14 mbar and
temperatures between 461 K and 650 K. The simulation snapshots show con�gurations at indicated

p(O2) for 539 K.

4. apparent activation energy at oxidizing conditions.

The obtained reaction orders are compiled together with the UHV data in Table 3.3.

Reaction orders in p(O2)

In Fig. 3.12, log(TOF s) was plotted as a function of log(p(O2) / mbar) for di�erent tempera-
tures. The slopes of the curves correspond to the reaction orders at the respective T and p(O2).
The reaction orders in O2 (o(O2)) are temperature-dependent. Under reducing conditions o(O2)
is 0.73 at low temperature (461 K) and rises to 0.96 (≈ 1) at high temperature (650 K). Under
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oxidizing conditions the temperature dependence is not so strong. Here the reaction order in-
creases from -1.19 at 520 K to -1.03 (≈ -1) at 650 K. Around the stoichiometric gas feed there
is a transition regime which is narrow at low temperatures but widens as the temperature rises.
The TOF is maximized at p(O2)/p(CO) ≈ 2:1 at 510 K (oxidizing conditions) and shifts to
lower p(O2) with increasing temperature, �nally occurring at p(O2)/p(CO) = 3.1:14 at 650 K.

Under reducing conditions, the simulation snapshot (Fig. 3.12 a), left) shows an asym-
CObr/0.5 COot superstructure. Approximately half of the on-top sites are occupied by COot,
and Oot occupies some of the vacancies between the COot as a minor species. At O2 de�cit,
CO adsorption and desorption are in equilibrium which is barely perturbed by occasional O2

adsorption and subsequent CO2 formation. At the given temperatures of 460-600 K, the CO
adsorption and desorption equilibrates very quickly with a COot lifetime of approximately 10−7 s
at 500 K. The CObr are rather inactive due to a high activation energy for the recombination
with Oot. This allows some Oot to accumulate on the surface.

Why are reaction orders of +1 and -1 obtained in the high temperature limit? At T > 539 K
the recombination of oxygen and CO on the surface is very fast, resulting in low coverages of
Oot and COot under reducing and oxidizing conditions, respectively. For strongly reducing
conditions the reaction rate therefore linearly depends on the O2 adsorption rate. In a mean-
�eld model we can write:

rads,O2 = k′ads,O2
p(O2)θ∗2cus. (3.1)

θ∗cus indicates the vacancy coverage on the cus sites. It is quasi-independent of p(O2) because the
superstructure does not undergo any change as p(O2) is increased within the strongly reducing
reaction regime, i.e., in the steady state there is no Oot on the surface, regardless of p(O2).
rads,O2 , however, is proportional to p(O2). Once adsorbed, the desorption of O2 competes with
CO2 formation. At constant coverage, the probabilities of desorption and reaction are only a
function of temperature, not of p(O2), and have no in�uence on the reaction order in p(O2).
Therefore, the reaction order is only governed by the probability of O2 adsorption, which is
proportional to p(O2). All other quantities are constant (including θ(Oot), which is close to
zero). Therefore the reaction order in p(O2) is +1.

At temperatures lower than 539 K the coverage of Oot is not negligible, because, as the
con�guration under reducing conditions shows (Fig. 3.12 a) left), Oot is present on the surface
at steady state. While at T > 539 K the coverage of oxygen is always zero in the reducing
regime, it increases with p(O2) at T ≤ 539 K, which gives rise to the somewhat nonlinear TOF
curves under reducing conditions (cf. Fig. 3.12 a), T ≤ 539 K). On average, however, the
reaction order is the same as at high temperature (+1).

For conditions with large oxygen excess and high temperature the KMC model predicts a
reaction order of -1 in p(O2). This can be rationalized in the same fashion as the reaction
order in the reducing regime. Because the surface is fully covered by Oot, the CO adsorption
is rate-determining. Once a pair of vacancies has been formed by O2 desorption, CO and O2

compete for the free sites. The probability of CO adsorption is approximately

Pads(CO) ≈ p(CO)

p(CO) + p(O2)
. (3.2)
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Figure 3.13: Temperature dependency of the CO oxidation at reducing conditions. a) Arrhenius
curves for reducing conditions with p(CO) = 14 mbar and p(O2) ≤ 5.5 mbar. In the kinetic regime
the apparent activation energy is 80-105 kJ/mol. Insets show con�gurations at 461 K and 639 K. b)

coverages as a function of 1/T for p(O2) = 1.7 mbar

At high O2 excess, this expression further simpli�es to Pads(CO) ≈ p(CO)
p(O2)

, i.e., the reaction rate
is inversely proportional to p(O2), resulting in o(O2) ≈ -1 under strongly oxidizing conditions.

Apparent activation energy at reducing conditions

Figure 3.13 a) shows the Arrhenius plots for p(O2) ≤ 5.5 mbar. All curves run approximately
parallel with higher p(O2) resulting in proportionally higher TOF (this is the case because the
reaction order in O2 is +1 under reducing conditions). The curves reveal two kinetic regimes: An
approximately linear segment at low temperature (kinetic regime) and a strongly bent segment
at higher temperatures. The slope in the low-temperature region corresponds to an apparent
activation energy of 80-105 kJ/mol. EA,app increases with p(O2). This low-temperature segment
is not entirely straight but tends to be a little �atter (lower apparent activation energy) at low
temperature and a little steeper at high temperature. In the high-temperature regime, the
curve bends over, resulting in a smaller apparent activation energy. The segment is strongly
nonlinear, so an exact value for the apparent activation energy cannot be given. The bend-over
temperature is independent of p(O2).

Which surface processes cause the observed behavior of the Arrhenius curves? Under reduc-
ing conditions, the surface is mainly covered with COot and CObr (cf. Fig. 3.13 a), bottom-left
inset and Fig. 3.13 b) ). The exact coverages depend on p(O2), but the dependency on tem-
perature is qualitatively similar for all p(O2) ≤ 5.5 mbar. To provide an example, the trend at
p(O2) = 1.7 mbar is described in detail in the following paragraph.

At low temperatures, all bridge sites are covered by CObr. About 55 % of the cus sites
are occupied by COot at 450 K. A non-negligible fraction (about 17 %) is occupied by Oot (cf.
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Fig. 3.13 b) ). The COot coverage decreases in an approximately linear fashion with 1/T . The
con�guration in Fig. 3.13 a), bottom-left inset shows that the COot molecules are separated
by vacancies wherever possible due to the high COot-COot repulsion. Oot tend to form longer
chains along the cus rows, but single Oot are also observable. The Oot present on the surface
have quite a long life time due to the high activation energies for Oot + COot and Oot + CObr

recombination. The majority of the CO2 molecules are formed by Obr + COot recombination.
Because Oot�COot pairs are abundant in the steady-state, the Obr + COot recombination must
be rate-determining, giving rise to the observed apparent activation energy of 80 kJ/mol in the
low-temperature range.

Slightly before the bend-over temperature (550 K), the surface undergoes a sudden change,
as the CObr coverage decreases from 1.0 to 0.5 between 550 and 650 K. The simulation snapshot
at 640 K shows that the resulting surface con�guration (Fig. 3.13 a), top right inset) is quite
disordered and well-mixed. Obr is present, as well as CObr and bridging vacancies. The coverage
of COot is similar to Oot and there is free space on the surface for adsorption of molecules from
the gas phase. The main factor leading to the bend-over of the Arrhenius curve is the loss of
half of the CObr that occurs in the same temperature range for all p(O2). The loss of CObr

allows Oot to directly di�use into the vacancies that are already present in the bridge rows.
In the high-temperature regime the recombination of Obr with COot still accounts for 85 % of
the CO2 molecules that are formed. This reaction is now limited by O2 adsorption (at p(O2)
≤ 0.17 mbar) and di�usion of Oot into the bridge rows (at p(O2) > 0.17 mbar), resulting in a
lowered apparent activation energy above the bend-over temperature.

Temperature dependence in the transition regime

The p(O2)-regime between 31 mbar and 170 mbar constitutes a transition between reducing
and oxidizing conditions. From Fig. 3.14 a), it is evident that the Arrhenius curves undergo
an abrupt change compared to the reducing regime. At low temperature a linear segment is
observed for p(O2) between 31 mbar and 55 mbar with a maximum at 500 - 530 K (shifting
to lower T with increasing p(O2)) after which the TOF decreases again, followed by a second
apparently linear segment. At 170 mbar only the second kinetic regime is observable in the
Arrhenius plot, thereby completing the transition from reducing to oxidizing regime. The
processes responsible for the observed transition will be discussed in more detail for p(O2) =
55 mbar (purple curve) in the following.

At low temperature the curve is qualitatively similar to the reducing regime described in
the previous section, though the bend-over temperature is shifted to lower temperature. The
coverage plot (Fig. 3.14 b) ) shows that about 87 % bridge sites are occupied by CO and the
rest is occupied by oxygen. The occupation on the cus sites is reversed, with 60-70 % of the sites
occupied by Oot. COot covers most of the leftover sites. The con�guration at 461 K (Fig. 3.14
c, right) shows a nearly fully covered surface where almost all sites are occupied. The reactants
are well-mixed overall, with all possible reactant con�gurations (Oot/br next to COot/br) present.
The main CO2 formation route is the recombination of COot with Obr through which about
50 % of the CO2 molecules are formed.

With increasing temperature more and more of the CObr are re-substituted by Obr in a
disordered arrangement (cf. Fig. 3.14 c), inset at 497 K). With the increasing Obr coverage the
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Figure 3.14: a) Arrhenius curves for p(CO) = 14 mbar in the transition regime with 31 mbar<
p(O2) ≤ 170 mbar. b) Coverages as a function of 1000 K/T for p(O2) = 55 mbar. c) Con�gurations

at di�erent temperatures in the transition regime at p(O2) = 55 mbar.

Obr + COot recombination gains even more importance. When the temperature is increased
beyond 500 K, the TOF starts to decrease, which is caused by the complete loss of CObr

and COot, and subsequent poisoning of the surface by oxygen. The oxygen coverage reaches
a maximum at 580 K which coincides with the TOF minimum. The con�guration at 571 K
shows a surface where almost all sites are occupied by oxygen - only few COot and CObr are
present. At temperatures over 580 K the associative desorption of oxygen is rate-determining,
resulting in a second linear regime in the Arrhenius curve.

When the partial pressure of O2 is only slightly increased to 98 mbar, a similar behavior is
observed as for the parameter set of Reuter under UHV conditions, [45, 81] where high activity
is observed at low temperatures, until oxygen poisoning sets in at 360 K, rendering the catalyst
inactive. As the temperature is increased, the catalyst behaves Arrhenius-like again, but the
rate-determining step is now the desorption of O2. Qualitatively, this behavior is very similar to
the one observed with the present DFT-based parameter set with lateral interactions. However,
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the drop of the TOF is not as strong. For Reuter's parameter set under UHV conditions a drop
in TOF by seven orders of magnitude is observed while with the present DFT-based parameter
set the TOF drops only by two orders of magnitudes. The oxygen poisoning is much weaker for
two reasons: First, the O2 desorption rate is coverage-dependent, making O2 desorption more
frequent at higher coverages, which e�ectively prevents complete deactivation by oxygen at the
given temperature. Secondly, there is an attractive triplet interaction for COot adsorbed next
to a row of Obr, stabilizing COot on an otherwise oxygen covered surface by 0.041 eV (there
are additional stabilizing triplet energies for COot adsorbed next to an alternating CObr/Obr

row that possibly play a role below 530 K, where large quantities of CObr are still present on
the surface). The COot stabilization allows for the presence of small quantities of COot up
to 540 K. Such single COot can open holes in the oxygen overlayer that give way for further
CO adsorption. It is very clear from the results obtained for the transition regime that lateral
interactions play a crucial role for the stability of catalyst activity. Their function is two-fold:
(1) Repulsive interactions between intermediates of a single reactant destabilize high coverages
of that reactant at high excess (2) attractive interactions between di�erent surface intermediates
stabilize low coverages of the de�cit reactants. Lack of lateral interactions in the model lead
to a black/white kind of situation where the surface is either poisoned by one reactant or the
other, while the actual reactive regime is very narrow, as it has been observed previously for
models of the CO oxidation over RuO2(110) that did not contain lateral interactions. [6, 45]

Figure 3.15: a) Arrhenius curves for the oxidizing regime (p(O2) > 310 mbar and p(CO) = 14 mbar).
In the kinetic regime an apparent activation energy of 160-170 kJ/mol can be derived. b) coverages as

a function of 1000 K/T for p(O2) = 980 mbar.
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Apparent activation energy at oxidizing conditions

The Arrhenius curves under oxidizing conditions (Fig. 3.15 a) ) are linear between 500 K
and 650 K. Below 500 K the points are scattered, indicating low activity.1 The slopes of the
curves correspond to an apparent activation energy of 160-175 kJ/mol. In the oxidizing p(O2)
regime, the surface is entirely covered with Obr/Oot, irrespective of temperature (cf. Fig. 3.15
b) ). CO2 formation can only take place when two Oot recombines and desorb as O2, and CO
molecules can adsorb into the newly-formed vacancies. Reactive CO/O pairs are short-lived
because CO2 formation is much faster than the creation of vacancies. The desorption of O2

therefore constitutes the rate-determining step. The activation energy for desorption for θ(Oot)
= 1 to θ(Oot) = 0.5 is approximately 165 kJ/mol in the KMC model, which coincides well with
the apparent activation energy derived from the Arrhenius plot.

3.4.3 The CO-T diagram

The kinetics of the CO oxidation were simulated as a function of p(CO) and T . p(O2) was
kept constant at 5.5 mbar and p(CO) and T were varied from 0.014 mbar to 107 bar and from
438 K to 650 K. Overall there are a lot of similarities between the the CO-T diagram and
the previously described O2-T diagram, so that not every feature will be explained in as much
detail as in the previous section. Instead, the di�erences and new aspects will be highlighted.

As with the O2-T diagram, a division of this section in smaller subsections is necessary in
order to keep the data tractable:

1. reaction orders in p(CO),

2. apparent activation energy at oxidizing conditions,

3. Temperature dependency in the transition regime,

1These points were not considered when determining the slope via linear regression.

Figure 3.16: TOF diagram as a
function of p(CO) and T , with p(O2)
�xed at 5.5 mbar. Numbers in the di-
agram area indicate the order of mag-
nitude of the TOF. The data are sub-
divided in �gures 3.17, 3.20, 3.19 and

3.18
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4. apparent activation energy at reducing conditions.

Reaction orders in p(CO)

The log-log plots of TOF vs. p(CO) (Fig. 3.17) look similar to the log-log plots of TOF
vs. p(O2) (Fig. 3.12). At CO de�cit, the TOF is low and log(TOF) increases almost linearly
with log(p(CO)). Close to stoichiometric conditions, the TOF steeply increases. After passing a
maximum, the trend di�ers for high and low temperatures. At low T , the TOF steeply decreases
along with p(CO), followed by a segment with almost linear TOF decrease at CO excess. At
high T , the linear segment immediately follows after passing the maximum, resulting in a less
steep drop of the TOF with p(CO). At very large CO excess, there is another steep drop,
indicated by a dashed line. The TOF maximum shifts to higher p(CO) as the temperature is
increased (from 10 mbar at 454 K to 90 mbar at 650 K). The reaction orders in CO derived from
the diagram are +1 for oxidizing conditions and approximately −0.5 for reducing conditions.

At oxidizing conditions, the surface is almost entirely covered with Obr and Oot (cf. Fig.
3.17 b) and c) ). CO adsorption is only possible after recombination and desorption of an
O2 molecule. Upon adsorption, CO competes with O2 for the free sites. The adsorption
probability of CO is roughly proportional to p(CO), resulting in a reaction order in CO of
+0.82 at low temperature, which increases with temperature to +1.00 (at 650 K). The reaction
order is mostly determined by the adsorption probabilities of CO and O2 as previously described
in Section 3.4.2. The TOF under oxidizing conditions rises with temperature, but saturates
around 612 K, as indicated by the overlapping curves for 612 K and 650 K in Fig. 3.17 a).

When p(CO) approaches stoichiometric conditions at low temperatures there is a steep
increase of the TOF (cf. Fig. 3.17 a) ), T ≤ 548 K) which smoothens with increasing
temperatures, until it vanishes at T ≥ 612 K. A simulation snapshot at the maximum catalyst
activity at 612 K (p(CO) = 16 mbar) is shown in Fig. 3.17 c), center. The con�guration is
disordered with all species (Oot/br and COot/br) present in similar proportions. Compared to
oxidizing conditions the total coverage is much lower. Only half the cus sites are occupied by
oxygen or CO and even the bridge rows have some vacancies. This leaves the structure quite
open for adsorption from the gas phase. The shape of the maximum changes from very sharp at
low temperatures to wide and �at at 650 K. This coincides with a shift of the p(CO)/p(O2) ratio
of the maximum TOF to higher p(CO) with increasing temperature. At 454 K the maximum
is at p(CO)/p(O2) = 0.2, while at 650 K it is shifted to 8.4. It is currently unknown if such a
strong shift occurs on real RuO2 catalysts because no data are available in this pressure and
temperature region. But this feature could serve as a benchmark for the KMC simulations if
more experimental data becomes available in the future.

Under reducing conditions, the TOF curves strongly vary with temperature. At low tem-
peratures (e.g., 489 K, blue curve in Fig. 3.17 a) ) there is a steep drop in TOF directly after
the maximum, followed by a �atter region. The curve ends with a steep drop (indicated by
dashed lines) that coincides with the increase of the COot coverage beyond 2/3, resulting in cat-
alyst deactivation. The corresponding reaction orders were not determined because the curve
is strongly nonlinear in the log-log plot. With rising temperature the curves are smoothed until
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Figure 3.17: a) Log-log plot of TOF vs. p(CO) for di�erent temperatures with p(O2) �xed at 5.5 mbar.
Dashed lines indicate the trend of the TOF in the extremely reducing reaction regime. b) Coverages
for 612 K. c) Con�gurations for di�erent p(CO) at 612 K, as indicated in a). The stoichiometric gas

composition is marked in a) and b) by vertical lines.

the steep and �at areas join into a single linear segment at T ≥ 578 K (yellow curve). The
reaction order in CO in the linear segment is approximately -0.6. This is considerably higher
(lower absolute value) than observed under CO excess in the simulations at UHV conditions
(-2.04 at 350 K and p(O2) = 10−7 mbar), suggesting that the reaction order in CO depends on
the p(O2) and the temperature. The con�guration at 612 K and p(CO) = 1000 mbar shows
that all bridge positions and approximately half of the cus sites are occupied by CO. Oot is
also present on the surface occasionally. The big di�erence between this con�guration and the
snapshot from the simulation under reducing conditions at UHV (Fig. 3.8 c) ) is that there is
some degree of disorder. Instead of a perfect (2×2) superstructure with only single vacancies as
observed at 350 K under UHV conditions the con�guration at 612 K has some paired vacancies
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into which O2 can adsorb. It seems that the strong interactions between the COot molecules can
be partially overcome at elevated temperature, leading to increased mobility and introducing
defects in the overlayer where two or more vacancies occur. This observation demonstrates that
the distribution of the adsorbates on the surface strongly a�ects the activity of the catalyst.
Note, however, that the experimentally-derived reaction order in CO is -0.3 at 350 K and p(O2)
= 10−7 mbar. At elevated temperatures, it should be even closer to zero, i.e., the reaction
order in CO is underestimated by the simulations under millibar conditions as well. Although
the results on their own are interesting, further surface-sensitive experiments are necessary to
explain the observed discrepancies.

Apparent activation energy at oxidizing conditions

At oxidizing (CO-de�cient) conditions, two kinetic regimes are observed (cf. Fig. 3.18 a) ).
Within the low temperature range, an apparent activation energy of 165-175 kJ/mol is derived
from the slope of the Arrhenius curve. At a temperature of about 600 K, the curve bends over.
If the temperature is further increased, the TOF rises less steeply. Since the curve is strongly
bent, an accurate value cannot be given. The apparent activation energy is approximately
10-25 kJ/mol.

At low temperature, the coverage of oxygen is very high and almost constant up to 550 K
(cf. Fig. 3.18 b) ). The bend-over coincides with a reduction of the Oot coverage, indicating
that the desorption of O2 is no longer rate-determining. Instead, the reaction is mass-transfer
limited, as indicated by the negligible CO coverage on the surface.

For the kinetic regime up to 550 K the rate determining step is the associative desorption of
O2, whose activation energy (165 kJ/mol) coincides well with the apparent activation energy.

Figure 3.18: Temperature dependency of the CO oxidation under oxidizing conditions with p(O2)
= 5.5 mbar and 0.014 mbar ≤ p(CO) ≤ 0.36 mbar. a) Arrhenius curves with simulation snapshots as

insets at 570 K and 639 K. b) coverages as a function of 1000 / T for p(CO) = 0.12 mbar.
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All in all, the Arrhenius curves and con�gurations look very similar to the curves obtained
for oxidizing conditions in the O2-T diagram (cf. Fig. 3.15), except for the existence of the
bend-over above 600 K. This is because p(O2) in Fig. 3.18 (up to 5.5 mbar) is signi�cantly
lower than in Fig. 3.15 (up to 31000 mbar). The bend-over temperature only depends of p(O2),
not on p(CO). Increasing the partial pressure of O2 shifts the bend-over to higher temperature
while the apparent activation energy remains una�ected because already at low p(O2) the
surface is full with Obr/Oot. On a fully oxygen-covered surface the rate determining step is
the associative desorption of O2 and increasing p(O2) has no e�ect on the O2 desorption rate,
making the apparent activation energy independent of p(O2).

Transition regime

In the CO-T diagram there is a similar transition regime as in the O2-T diagram, where the
Arrhenius curve has a minimum within the studied temperature range. The origin of the
unusual shape of the curve is identical as in O2-T diagram, so it will not be explained in detail
here. The reader is referred to Section 3.4.2.

The diagram in Fig. 3.19 a) shows the same poisoning e�ect of O2 where the TOF drops
by several orders of magnitude at low p(CO) (green curve), followed by a steep increase of the
TOF and a bend-over similar to the one observed under oxidizing conditions in Fig. 3.18 a). As
p(CO) increases, a second linear segment appears at low temperature with a maximum which
shifts to higher temperature with increasing p(O2). At p(CO) = 3.2 mbar the drop in TOF
after the maximum is not very pronounced, leading to practically constant TOF between 510
and 650 K.

The coverages as a function of 1000 K/T and the con�gurations an the indicated tempera-
tures look strikingly similar to the ones shown in Fig. 3.14 b) and c). Please refer to page 65
for details.

Apparent activation energy at reducing conditions

Under reducing conditions an apparent activation energy of 85-91 kJ/mol is derived in the
p(CO) range from 16 mbar to 6200 mbar (Fig. 3.20). The Arrhenius curves are linear within
the studied temperature range. The surface composition, however, is strongly temperature
dependent, as the plot of coverage versus 1000 K/T for 240 mbar demonstrates (Fig. 3.20
b). Below 550 K all bridge sites are also occupied by CO without any vacancies. Most of the
cus sites (80 %) are occupied by CO. Despite the high coverage and the crowded surface, O2

adsorption is still possible, indicated by the nonzero Oot coverage. With increasing temperature
the Oot coverage increases, saturates at 500 K at a value of 0.17 and then decreases again as the
temperature rises over 570 K. A pronounced feature of this reaction regime is the monotonous
decrease of the COot coverage from 0.8 at 435 K to 0.4 at 650 K. At 548 K a simulation
snapshot is shown as an inset in Fig. 3.20. It shows a loosely ordered con�guration where
every second site is occupied by COot, though with a lot of defects where either two COot are
adsorbed directly next to each other or where two neighboring sites are vacant. Oot is present
on the surface, as single or paired Oot, all of which have COot or CObr as direct neighbors. The
situation is reminiscent of the reducing regime in the O2-T simulation series (Section 3.4.2)
where the desorption of CObr is rate-determining. When the temperature is increased beyond
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600 K, the CObr coverage decreases due to the partial re-substitution of CObr by Obr. The
actual bend-over, however, is outside the studied temperature range. The total coverage on
bridge sites at 650 K is only 0.9 (Fig. 3.20 b), suggesting the existence of bridge vacancies on
the surface. This is con�rmed by the con�guration at 636 K in (Fig. 3.20 a), upper inset),
which shows that there are a lot of symmetric CObr, i.e., CObr �anked by two bridge vacancies.
Oxygen occupies bridge and on-top sites evenly.

Given the strong temperature-dependency of the the surface composition it is di�cult to
pinpoint a single process that is responsible for the apparent activation energy of 85-91 kJ/mol
observed in this reaction regime. It is evident from counting the CO2 formation events that even
the dominant reaction path changes as a function of temperature. The decomposition of the
reaction rate into the four elementary CO2 formation processes for four di�erent temperatures

Figure 3.19: Transition regime in the CO-T simulation series. a) Arrhenius curves in the transition
regime for di�erent p(CO) between 0.62 and 3.2 mbar and p(O2) = 5.5 mbar. b) Coverages as a
function of 1000 K/T for p(CO) = 1.8 mbar. c) Simulation snapshots for p(CO) = 1.8 mbar at

di�erent temperatures. These temperatures are indicated by black circles in a).



3.4. Kinetic simulations 73

is plotted in Fig. 3.21. At temperatures below 500 K almost 80 % of the CO2 molecules
are formed by the COot + Oot recombination and 15 % by the CObr + Oot recombination.
At the highest temperature of 650 K the most dominant reaction paths are the COot + Obr

(82.88 %) and the CObr + Obr (13.22 %) recombination reactions. It is quite interesting that
between 560 and 650 K the COot + Obr reaction produces the most CO2 molecules because
Oot is quite a rare intermediate. However, since the activation energy for this process is the
lowest among all the CO2 formation processes, it is very likely to occur whenever Obr and COot

are adsorbed in direct vicinity. The CObr + Obr recombination is also quite important in this
temperature range, although it was completely ruled out as an important reaction path by
previous studies. [45, 46] It has the highest activation barrier among all the elementary steps.
However, due to the lateral interactions the asymmetric CObr is destabilized at high coverages,
allowing the CObr + Obr recombination to occur. This interaction was not considered by
previous studies, so that the recombination process was never observed. The CObr + Oot

recombination gives a small contribution to the CO2 formation over the whole temperature
range. The contribution is not very high (20 % at max) because the CObr + Oot recombination
has quite a high activation barrier and occurs only at high CObr coverages. The apparent
activation energy of 85-91 kJ/mol that was observed over the whole temperature range can
not be assigned to a single rate-determining step because the dominant reaction path changes
with temperature. A similar phenomenon was previously observed for the experiment-based
parameter set where the same apparent activation energy was obtained, although di�erent
elementary steps contributed to the CO2 formation. [46]

Figure 3.20: Temperature-dependency under reducing condition in the CO-T series (p(O2) =
5.5 mbar). a) Arrhenius curves for 16 mbar ≤ p(CO) ≤ 2400 mbar with con�gurations at 548 K
and 636 K (240 mbar CO) as insets. b) Coverages as a function of 1000 K/T for p(CO) = 240 mbar.
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Figure 3.21: Contribution of recombination processes to the total CO2 formation in percent as a
function of 1000 K / T for p(CO) = 240 mbar and p(O2) = 5.5 mbar. This data set corresponds to

the o green curve in Fig. 3.20 a).

3.5 Discussion

The CO oxidation over RuO2(110) has been extensively studied experimentally and theoreti-
cally, but detailed knowledge about the surface processes during the reaction at elevated pres-
sures and temperatures remains elusive. Because surface sensitive experiments are di�cult
to conduct at elevated pressures, atomic-scale simulations are a viable method to gain more
information. However, kinetic Monte Carlo simulations using di�erent sets of activation en-
ergies [6, 45, 46] demonstrated that the dominant CO2 formation path strongly depends on
the choice of activation barriers, so that it is not possible to draw conclusions on the reaction
mechanism under high-pressure conditions from the simulations previously reported in the lit-
erature. [45] Additionally, previous DFT-based KMC models were incapable of reproducing the
correct apparent activation energy in the millibar regime. The apparent activation energy has
been measured independently by several research groups for di�erent types of catalyst samples
(powder and single crystal), and values in the range of 75-85 kJ/mol were obtained. [42, 115�
117] For the DFT-based parameter sets 260-280 kJ/mol were reported, [45, 81] overestimating
the apparent activation energy by almost 200 kJ/mol. This discrepancy was partially resolved
by the introduction of an experiment-based parameter set which includes a repulsive COot-COot

interaction of 0.11 eV. [46] This small interaction was shown to change the rate-determining
step in the kinetic regime under reducing conditions, resulting in an apparent activation en-
ergy of 80 kJ/mol, in good agreement with the experimental results. From these results it was
concluded that not only the activation barriers, but also �small� energy contributions from the
lateral interactions can in�uence the reaction to such a degree that the apparent activation
energy changes by 200 kJ/mol. Lateral interactions have also been demonstrated to strongly
in�uence the reaction orders under excess of one reactant by preventing the total poisoning of
the catalyst in di�erent models for the CO oxidation over Pt by Zhdanov and Kasemo. [29] Un-
fortunately, the experiment-based approach is quite limited in that only a few lateral interaction
parameters can be determined reliably from surface science experiments. With a limited set of
interaction parameters, however, the simulation model can be applied only to a narrow range
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of conditions that are described well. In order to overcome this limitation, a new parameter set
was established in this work where a complex lateral interaction model was derived from DFT
calculations using a cluster expansion. The activation energies were derived from experiments
using a similar procedure as reported before for the experiment-based parameter set, where
the activation energies were �tted to temperature-programmed reaction (TPR) spectra from
surface science experiments. [46] The resulting parameter set was evaluated by comparing the
simulated temperature-programmed desorption/reaction spectra with experimental ones.

A comparison of the simulated and experimental thermal desorption spectra of CO desorp-
tion from the reduced surface shows that the adsorption energies of COot and CObr are over-
and underestimated, respectively (Section 3.2.2). This results in desorption signals which are
shifted by 50 K to higher (COot) and lower (CObr) temperature. The central signals which
occur at 300 K and 360 K in the experiment are reversed and shifted to higher temperature
in the simulation, resulting in a wrong desorption sequence of the di�erent CO species. As a
consequence, it is not possible to perfectly �t the temperature programmed reaction spectra for
CO/oxygen co-adsorption (Section 3.3). Although the temperatures of the main CO2 desorp-
tion signals are adjusted by �tting, the selectivities between CO desorption and CO2 formation
are not well reproduced, resulting in large deviations between the simulated and experimental
spectra. The thus-obtained activation energies agree quite well with the previously published
activation energies from the experiment-based parameter set for typical surface con�gurations,
but due to the strong lateral interactions, they strongly vary with surface coverage.

Steady state simulations were conducted for a variety of conditions: under UHV conditions
the dependency of the TOF on p(CO) and p(O2) was examined at 350 K, for which experi-
mental data are available in the literature (Section 3.4.1). [114] The reaction orders obtained
experimentally and theoretically are compiled in Table 3.3 for better overview. For CO excess,
poisoning of the catalyst surface with CO was observed in the simulations (reaction order: -2.04)
although the repulsion between neighboring COot is very strong, even overestimated compared
to experimental results (Section 3.4.1). Experimentally, only light inhibition (reaction order:
-0.31) was observed under the same conditions. In fact, the CO poisoning is even stronger with
the new DFT-based parameter set than observed with the experiment-based parameter set that
incorporates a weaker COot-COot repulsion. [46] The di�erence between the two parameter sets
was traced back to the formation of a perfectly ordered and very static (2 × 2) superstructure
where every second Ru-1f-cus site is occupied with CO. Because this con�guration has only
single vacancies and very few defects, dissociative O2 adsorption is suppressed, strongly in-
hibiting the reaction. The simulations with the experiment-based parameter set predict similar
coverages for COot and CObr as the DFT-based simulation, but the surface con�guration is
disordered, leaving more space for dissociative O2 adsorption. Under light O2 excess, however,
the experimental reaction order in CO (2.31) is well reproduced by the simulation (2.67).

Under oxidizing as well as reducing conditions the COot + Oot recombination is the preferred
path for CO2 formation. Only under stoichiometric conditions, close to the maximum, most
CO2 molecules are formed by the COot + Obr recombination. Unexpectedly the Obr + CObr

recombination also gives a signi�cant contribution to the overall CO2 formation at 350 K. This
has not been observed in any of the previous parameter sets because this step has a rather
high activation energy. However, there are con�gurations in which this CO2 formation step is
energetically accessible, particularly in alternating CObr/Obr rows where both CObr and Obr are
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Figure 3.22: Transition state calculation for
the CO + Oot Eley-Rideal reaction. The ini-
tial state is a surface that is entirely covered by
Obr/Oot with a CO molecule in the gas phase
above the surface. The transition state geom-
etry is displayed in the central inset. The ac-
tivation energy derive from the transition state

calculation is 1.08 eV.

destabilized, resulting in a strongly reduced activation energy. Such con�gurations frequently
appear under stoichiometric conditions.

In Section 3.4.1 the dependency of the TOF on p(O2) was examined. Unfortunately, the
experimental data set does not provide a lot of data points around the maximum of catalyst
activity, so that only conditions with high O2 excess can be discussed properly. From the
experimental data a reaction order in O2 of approximately zero can be derived at large oxygen
excess, resulting in a practically constant rate of CO2 formation. The simulation, however,
does not only underestimate the catalyst activity by �ve to seven orders of magnitude, it also
gives a negative reaction order of -1. The activity around the maximum TOF, however, seems
well-described, because the experimental and simulated curves run almost parallel (Fig. 3.10).
It is currently not clear why the theoretical result deviate so much from the experimental ones
under high O2 excess: the constant activity under O2 excess cannot be explained by lateral
interactions because the parameter set contains strong Oot-Oot and Oot-Obr interactions, yet
still does not yield zero reaction order in O2. It is imaginable, however, that under strongly
oxidizing conditions where the catalyst surface is entirely covered by Oot an additional reaction
mechanism is at work, e.g., an Eley-Rideal (ER) mechanism where CO from the gas phase
directly recombines with Oot on impact with the oxygen overlayer. Considering that the CO
molecule does not require activation on the catalyst surface (in contrast to O2 which has to
dissociate �rst), this might be a viable possibility. However, the activation energy for this
Eley-Rideal reaction is 1.08 eV, according to DFT (the transition state calculation is shown in
Fig. 3.22). This would result in a much lower TOF (≈ 10−7 s−1) than observed experimentally
(≈ 10−3 s−1) and is therefore not able to explain the observed activity. Another possible
explanation is that step edges which are not considered in the �at terrace model in the KMC
simulations o�er sites for CO adsorption where recombination with oxygen could take place. It is
also possible that the sticking coe�cient for dissociative adsorption of O2 is strongly dependent
on the surface occupancy, which would also e�ectively limit the Oot coverage. Exploring the
e�ect of step edges, however, is outside the scope of this thesis. More experimental data that
provide information on the surface under high O2 excess would be helpful in this matter.

Simulations under millibar conditions were conducted in order to further explore the prop-
erties of the DFT-based parameter set with lateral interactions (cf. Sections 3.4.2 and 3.4.3).
Unfortunately, little experimental data are available under these conditions. In fact, only the
apparent activation energy under slightly reducing conditions is known (75-85 kJ/mol). [42, 115�
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Figure 3.23: Comparison of con�gurations from experiment-based simulations [46] to DFT-based
simulations from the present work at di�erent temperatures with p(O2) = 5.5 mbar and p(CO) =

14 mbar.

117] The apparent activation energy of 85-91 kJ/mol obtained with the present parameter set
is very close to the experimentally determined value (cf. Sections 3.4.2 and 3.4.2). It is also
in good agreement with the apparent activation energy obtained with the experiment-based
parameter set (80 kJ/mol). [46] However, in the DFT-based parameter set the activity is re-
tained up to 600 K, while in the experiment-based parameter set the TOF curve starts to
bend over already at 550 K. Experimentally, the Arrhenius curve remains linear at least up to
625 K. [116] This suggests that the DFT-based parameter set describes the high-temperature
activity much better than the experiment-based one. A comparison of con�gurations between
the experiment-based parameter set and the present DFT-based parameter set is shown in Fig.
3.23. The low-temperature con�gurations at 500 K are very similar in the parameter sets.
Although the total coverage is higher in the experiment-based parameter set, the distribution
of on-top and bridge species resembles the one observed in the DFT-based parameter set. This
explains the good agreement of the apparent activation energies derived from experiment- and
DFT-based parameter sets. In the experiment-based parameter set the Oot + COot and Oot +
CObr recombination processes contribute equally to the total CO2 formation in the temperature
range between 525 K and 550 K. This results in complete loss of the CObr already at 600 K which
is detrimental for catalyst activity. This happens because the experiment-based parameter set
does not distinguish between symmetric and asymmetric CObr. The adsorption and activa-
tion energies in the experiment-based parameter set are �tted to the desorption/recombination
signals of asymmetric CObr, i.e., the respective low-temperature desorption/recombination sig-
nals. Because symmetric CObr is more strongly bound it remains on the catalyst surface up
to signi�cantly higher temperatures. The lack of repulsion between neighboring Oot in the
experiment-based also has a detrimental e�ect at high temperatures because it allows oxygen
to completely replace CO on the surface already at 600 K, leading to inhibition of the reaction
by adsorbed oxygen at high temperatures. Quite in contrast, in the DFT-based parameter set,
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the adsorption energy of CObr strongly depends on the environment, especially the neighboring
bridge sites. CObr adjacent to two bridge vacancies is most strongly bound. When �anked by
two Obr the CObr is only slightly destabilized, while two CObr in direct neighborhood strongly
destabilize the CObr. This sequence can be compared to the CObr desorption signals in the ex-
perimental TPR spectra. Symmetric CObr desorbs at 570 K, asymmetric CObr from a CObr/Obr

co-adsorption phase at 495 K, and asymmetric CObr from a con�guration where all bridge sites
are occupied by CObr desorbs at 360 K. This sequence is properly accounted for by the param-
eter set (cf. page 46). As a result, CObr is stable at the steady state of the reaction even at
temperatures higher than 600 K, thus preventing poisoning of the surface by oxygen.

The catalyst activity was also simulated as a function of p(O2) and p(CO) under millibar
conditions. There are no experimental data available for comparison in the literature that would
enable to evaluate the quality of the simulation results. However, some interesting features have
been observed that deserve being mentioned here:

Qualitative di�erences between the simulations under UHV conditions and those under
millibar conditions were observed. The reaction orders in O2 are ± 1 under reducing/oxidizing
conditions in the high-temperature limit (Section 3.4.2). This means that the activity at high
temperatures is mostly determined by the competition for free sites between O2 and CO. The
reaction orders in CO are +1 under oxidizing and approximately -0.6 under reducing conditions
at 650 K (Section 3.4.3). Under oxidizing conditions, again, the competition of CO and O2

adsorption determines the reaction order. Under reducing conditions, however, it is not so
simple because the COot coverage is not constant in this reaction regime. This makes the
activation energy for desorption of CO dependent on p(CO). Furthermore, it seems that at
the temperatures higher than 612 K the repulsion can be partially overcome. This results in
a somewhat disordered overlayer where pairs of vacancies frequently occur, into which O2 can
adsorb dissociatively.

Additionally, a strong shift of the maximum catalyst activity toward higher p(O2) with
increasing temperature has been observed. This gives the corresponding Arrhenius curves close
to stoichiometric reactant mixtures an unusual shape: the curves have two kinetically controlled
regimes. At low temperature the surface con�guration is generally similar to reducing conditions
(Sections 3.4.2 and 3.4.3). After the �rst straight segment follows a drop of the TOF by two
orders of magnitude, which is followed by another kinetically controlled regime that is similar to
the Arrhenius curves under oxidizing conditions. Such a behavior has previously been observed
for Reuter's parameter set [45, 81] and has been dismissed as an artifact because it has not been
observed previously in CO oxidation experiments over RuO2(110). Upon closer inspection, it
seems that every parameter set where a very steep drop of catalyst activity under oxidizing
conditions occurs (cf. Fig. 3.17 and 3.12) should exhibit this anomaly. However, it should still
be treated as an artifact because a steep drop in TOF under oxidizing conditions has not been
observed experimentally so far (cf. Fig. 3.10).

3.6 Conclusion and outlook

Lateral interactions have been shown to strongly in�uence the reaction under all conditions.
This in�uence can worsen (strong CO poisoning at 350 K and UHV) or improve (high activity
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under slightly oxidizing conditions due to Oot-Oot repulsion) the agreement between theory and
experiment compared to previously published models without lateral interactions. They can
even introduce completely new features into a reaction system that have not been observed
before in any other parameter set. For example, the CObr + Obr recombination signi�cantly
contributes to the CO2 formation under certain conditions, mostly around stoichiometric gas
compositions, with the new DFT-based parameter set. This step was ruled out to be of any
importance under steady state by all previous KMC studies due to the high activation energy
and the rarity of CObr/Obr con�gurations. Lateral interactions can destabilize high coverages of
a single intermediate, thereby delaying complete poisoning to somewhat higher partial pressure
of that reactant. The transition between symmetric and asymmetric CObr can be properly
accounted for using lateral interactions, which improves the simulation of the catalyst in a
qualitative manner and leads to a better description of high-temperature activity.

It should be noted that lateral interactions do not always lead to the formation of ordered
superstructures. In the present parameter set, pattern formation (in the form of a (1 × 2)
overlayer of COot) is observable only under strongly reducing conditions. Quite in contrast,
under stoichiometric and slightly oxidizing conditions the catalyst surface is disordered with
well-mixed reactants. It seems as if the pattern formation observed in the simulations at 350 K
under reducing conditions does not actually occur in experiments because the inhibition by
CO is much weaker than observed in the simulation (cf. Fig. 3.4.1 a) ). This problem can be
attributed to an overestimation of the nearest-neighbor COot-COot repulsion.

However, considering the underlying errors of the DFT calculations it seems questionable if
the results obtained with the DFT-based parameter set describe the actual CO oxidation over
RuO2(110) very well. The results obtained under UHV conditions, which allow for a direct
comparison with experimental data, suggest that the deviations are quite large. Furthermore,
it can be shown, using the experimental thermal desorption spectrum of CO from the reduced
surface, that the site preference of CO is not predicted perfectly with DFT. For further theo-
retical work related to the CO oxidation over RuO2(110), one should therefore focus on �nding
and correcting the underlying error in DFT. This is, however, not easy to accomplish, because
this error seems to be present in most GGA functionals. [58, 59] Treating the system with
a higher level of theory (such as hybrid functionals) is unfeasible because a large number of
con�gurations have to be calculated in order to determine all the required lateral interaction pa-
rameters. However, the results obtained here also encourage further experimental work, which
would allow for a better evaluation of the KMC parameter set. It would be interesting to know
if the previously mentioned pattern formation really occurs under reducing conditions. And if
it does, the temperature of the order-disorder transition would provide valuable information
on the magnitude of the interactions that stabilize the CObr/COot pattern. Furthermore, more
kinetic data are required, especially around the maximum of catalyst activity. Currently noth-
ing is known about how the transition between reducing and oxidizing gas mixtures depends
on temperature, or how the reaction orders change with temperature.

The present DFT-based parameter set has been explored thoroughly by simulating reaction
orders and apparent activation energies over a broad range of conditions. The detailed and
systematic analysis of the simulation data has shown how theory can provide microscopic
insight into heterogeneous catalysis. Although the deviations compared to experimental data
are rather large, the simulations with the new DFT-based parameter set have pointed out
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several parameters that seem to be critical for the reaction system, such as the CObr-CObr

and CObr-Obr interactions. Knowing which interactions are especially important can simplify
the experimental determination of the interaction parameters. Improving the experimental
parameter set with the knowledge obtained from the DFT-based simulations will be another
challenge for the future.
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Chapter 4

The HCl oxidation over RuO2(110)

4.1 Literature Review: The Deacon process over RuO2(110)

Elemental chlorine is used industrially for the functionalization of molecules in organic synthesis
processes, such as by free-radical substitution or addition reactions. Quite frequently, the
chlorine is eliminated in subsequent reactions steps in the form of HCl. Although there are many
industrial processes employing HCl, the overall HCl production is higher than consumption,
which poses an industrial waste problem. [35] Oxidation of HCl to recover Cl2 is an option to
recycle HCl and reintroduce Cl2 into the chlorine consuming processes. The oxidation of HCl
can be accomplished using oxygen from air over an oxidation catalyst:

2 HCl + 1/2 O2 
 H2O + Cl2 ∆rH°(298 K) = −59 kJ/mol (4.1)

This approach was �rst proposed by Henry Deacon (Deacon process). [134] The original Deacon
process uses a copper oxide catalyst, which su�ers from low catalyst activity and stability
in the highly corrosive environment. Because the catalyst is not very active, high process
temperatures have to be employed (425-475 °C). In this temperature range the equilibrium
conversion is between 70 % and 85 %. Under the harsh conditions volatile CuCl2 forms,
reducing the catalyst mass in the reactor, thus lowering activity. In addition, CuCl2 itself is
very corrosive, making practical implementation of the Deacon Process a real challenge. Due to
these practical problems the original Deacon process has not been widely employed. Although
there exist some variants like the Mitsui-Toatsu chlorine process (based on a Cr2O3 catalyst)
the fundamental limitations of the original Deacon catalyst have not been overcome.

The standard method for Cl2 production and recovery nowadays is electrolysis. Electrolysis
can be performed starting from aqueous NaCl (chlor-alkali process) or HCl (using oxygen-
depolarized cathodes). Electrolysis is a highly energy demanding process with an estimated
consumption 1100 kWh of electric energy per ton HCl. [33] With the ever-increasing prices
for electric energy more economic processes are highly in demand. Only ten years ago an
improved Deacon-type process was developed by Sumitomo Chemical. [135] The new Deacon-
Sumitomo process uses a RuO2 catalyst supported on rutile-TiO2. This catalyst is similar
to the dimensionally stable anodes (DSAs) employed in the chlor-alkali process since the late
1960s. [136] It is highly active in the HCl oxidation, so that the process temperature can be
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Figure 4.1: The �chlorine tree� shows compounds for which Cl2 is necessary during during produc-
tion. [133]

reduced to 280-340 °C, subsequently increasing the equilibrium conversion to 85-95 %. [33] The
Sumitomo catalyst is also highly stable, preventing loss of catalyst material and deactivation
during the reaction, thus improving reactor duty cycle. [33] The Deacon-Sumitomo process
overcomes most of the problems of the original Deacon process. It also o�ers a signi�cant
improvement in energy consumption compared to electrolysis from 1100 kWh to 160 kWh per
ton of Cl2. It is thus a promising starting point to reintroduce Deacon-type HCl recycling into
the industry. The presentation of the Sumitomo process also renewed scienti�c interest in the
Deacon reaction. A similar catalyst, RuO2 supported on SnO2, has recently been presented [137]
and patented [138, 139] by Bayer MaterialScience. Other promising catalyst materials, such as
U3O8, have also been proposed. [140, 141]

One problem that remains is the low availability of ruthenium that is required to produce
the catalyst because resource shortage leads to price volatility. The ruthenium price is cur-
rently at a 10-year-low (cf. Fig. 4.2) after recovering from a spike occurring between 2006 and
2008 which was caused by increased ruthenium demand for hard disk drive production. [143]
However, as new applications for ruthenium-based materials are discovered, such as new cata-
lysts (i.e., electrocatalysts for fuel cell applications) or supercapacitors, further price spikes are
to be expected in the future. Because of the price �uctuations there is a strong demand for
processes and products free of platinum metals. The ongoing research on Sumitomo Kagaku's
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Figure 4.2: Development of the ruthenium
price during the last 15 years. Figure gener-
ated using data from Ref. [142]. The price
spikes occurring between 2006 and 2008 were
caused by an increase in demand for ruthe-
nium by the hard disk drive industry. [143]

RuO2@TiO2 catalyst therefore revolves around understanding the properties of RuO2 as a cat-
alyst material and �nding materials with similar properties that are more abundant and less
expensive but have similar stability and activity. The following sections provide a review of the
recent literature regarding the research on RuO2 as a catalyst in the Deacon process.

4.1.1 Chlorination of the RuO2(110) catalyst surface

The elementary steps for the HCl oxidation over RuO2(110) were elucidated using surface
science experiments. The previous �ndings have been summarized in a recent review in Ref.
[35]. It was found that, when dosing HCl on the clean, stoichiometric RuO2(110) surface, HCl
adsorbs dissociatively, [144] transferring a hydrogen atom to Obr, thereby forming OHbr and
Clot. When heating the surface to 600 K, OHbr can recombine with neighboring OHbr to form
H2Obr which subsequently desorbs. [144, 145] Through the desorption of H2O, vacancies are
formed in the bridge rows that are subsequently �lled by di�usion of Cl from the cus sites to the
bridge sites, thereby forming Clbr. The chlorination of RuO2(110) is self-limiting because the
surface becomes unable to form more H2O molecules as soon as most of the Obr are replaced
by Clbr. This was demonstrated by dosing HCl onto a previously chlorinated surface. [144] The
resulting TD spectrum shows only HCl desorption at 520 K, but no desorption of H2O or Cl2.
The fact that HCl can still adsorb suggests that not all the Obr were replaced by Clbr because
HCl can chemisorb only if the hydrogen atom is transferred to Oot or Obr.1 Physisorption of HCl,
however, is rather weak and should result in a desorption signal at much lower temperature.
It was also suggested by quantitative LEED-IV measurements that the chlorination degree is
only 50 %±20 %. [144] This partially chlorinated surface is also less active in the CO oxidation:
when dosing CO on a partially chlorinated surface the CO2 signal obtained in the TD spectrum
is greatly diminished compared to the CO2 signal observed when the same amount of CO is
dosed onto a stoichiometric surface. When the surface is chlorinated under harsh conditions
(10 L HCl dosed at 700 K) the CO2 signal vanishes entirely and the quantitative LEED analysis
shows that all Obr were replaced by Clbr. [144]

From a purely stoichiometric view point the surface cannot be entirely chlorinated in a
single step if only HCl is dosed at temperatures lower than 600 K. For the formation of a single

1This was unknown to the authors at the time but was later con�rmed by DFT calculations. [49]
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H2O molecule (i.e., the formation of a single bridge vacancy) two hydrogen atoms from HCl
are required. Adsorption of two HCl molecules, however, requires two cus sites. This means
that if 1 ML of HCl is adsorbed, only half the Obr can be transformed into H2O, resulting
in a maximum chlorination degree of 0.5 in a single step. The chlorination of RuO2(110) can
be promoted by exposing the surface to H2 prior to dosing HCl. [146] By dosing H2 at room
temperature some of the Obr can be hydrogenated (OHbr). Each OHbr can be transformed into
H2O by acceptation of a single hydrogen atom from HCl, thus creating more Vbr. A quantitative
analysis of the Clbr XPS signal shows that without prior dosage of H2 a chlorination degree of
only 20 % is achieved, while pre-exposing the surface to 15 L H2 leads to a chlorination degree
of 60 %. [146] These experiments are supported by DFT-based KMC simulations which show
that chlorination under isothermal conditions is faster if a partially hydrogenated RuO2(110) is
used as a starting structure [31]. In principle, bridge chlorination of RuO2(110) is also possible
if only Cl2 is dosed at elevated temperatures (500 K). [146] The direct replacement of Obr

by Cl proceeds via a di�usion mechanism where Obr di�uses onto a cus site and the vacancy
is subsequently �lled by Cl which di�uses into the vacancy from a cus site. If su�cient Oot

is present, it can recombine to O2 and desorb. However, this mechanism is con�gurationally
demanding because oxygen can leave the surface only as O2 if no hydrogen is present, and
recombination of two Ootis unlikely if the coverage of Oot is low. Another factor that hinders
recombination is the one-dimensionality of the cus rows because Clot can sit between Oot and
prevent their recombination. [51] Adsorption of H2 and HCl, however, transforms the Obr into
a better leaving group (H2O) which does not su�er from the statistical inhibition that the O2

recombination is limited by. [146] The Obr can also be transformed into other good leaving
groups, such as CO2. This can be accomplished by dosing CO along with Cl2. Similar to pre-
exposition to H2, CO co-dosage accelerates bridge chlorination by removing Obr in the form of
CO2, thereby freeing bridge sites that can be occupied by Clbr. [146]

The bridge chlorination is not only self-limiting, it is also reversible. Dosing O2 onto a
fully chlorinated surface leads to replacement of Clbr by Obr after annealing to 600 K. [147]
With subsequent O2 deposition and annealing cycles the TD signal for O2 desorption decreases,
indicating a reduced number of free cus sites. The re-oxidation with O2 proceeds by a di�usion
mechanism where Clbr di�uses to the cus sites and Oot can hop into the vacancies, forming Obr.
This is an exact reversal of the di�usion mechanism for chlorination by Cl2. However, because
the surface was only annealed to 600 K in the re-oxidation experiments, Cl2 desorption did not
take place to a large extent, thereby accumulating on the surface. This hinders O2 adsorption,
thus reducing the de-chlorination rate. [147] The de-chlorination by O2 su�ers from the same
statistical limitations as the di�usion mechanism for chlorination by Cl2.

Similar chlorination experiments were conducted by Hevia et al. using the temporal anal-
ysis of products (TAP) method. [148] In a TAP reactor HCl is pulsed over di�erent catalyst
samples and the response is measured using mass spectrometry. During the �rst pulses the
HCl response is weak and grows larger in subsequent pulses. This indicates catalyst chlorina-
tion. Quantitative analysis of the measured Cl uptake resulted in 74 % surface chlorination
after convergence of the HCl response. This chlorination experiment was repeated using Cl2 as
a chlorination agent, resulting in 58 % surface chlorination. The measured curves show that
chlorination using Cl2 is not only slower than using HCl, the equilibrated chlorination degree
is also lower. Slower chlorination can be explained mechanistically (see previous paragraph)
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and the lower chlorination degree can be explained from thermodynamics: when HCl is used
for chlorination, H2O molecules form, which makes the reaction energetically more favorable
compared to the O2 formation that occurs when Cl2 is used for chlorination.

4.1.2 Mechanism of the Deacon reaction over RuO2(110)

The bridge chlorination of the RuO2(110) surface is assumed to be one of the factors that make
RuO2 a stable catalyst in the harsh HCl oxidation environment. Despite the high stability in
HCl atmosphere, it is still active as a catalyst in the HCl oxidation. This can be demonstrated
by dosing 1.3 L of HCl onto the partially chlorinated surface at 420 K, followed by 0.1 L of O2 at
200 K. The resulting TD spectrum shows H2O formation at 410 K, desorption of residual HCl
at 450 K and �nally Cl2 formation in a broad signal centered at 700 K. [144] The HCl oxidation
has two products, H2O and Cl2. Thermodynamically, the reaction is mainly driven by the
formation of H2O, which is a very stable product. The fact that H2O has a lower desorption
temperature suggests that it also drives the reaction kinetically. From the combination of
TPD with XPS experiments and DFT calculations the mechanism for the one-dimensional
HCl oxidation over RuO2(110) was derived: [49, 149] HCl adsorbs dissociatively, transferring
a hydrogen atom to Obr, thereby forming OHbr. After O2 dosage the hydrogen atoms are
transferred to Oot, thereby forming H2Oot. Because Oot is present in excess on the surface, O2

desorption can be observed at 400 K. H2Oot desorbs at slightly higher temperature (420 K).
The H2O formation is not perfectly e�cient because the transfer of a hydrogen atom from Obr

to Oot is almost thermoneutral (∆E(DFT)≈ +0.052 eV), as well as the formation of H2Oot

from OHbr ∆E(DFT)≈ -0.061 eV, which means that the OHbr, OHot and H2Oot intermediate
are always in equilibrium on the surface. This limits the e�ciency of H2O formation, i.e., some
OHbr will always be left on the surface. This leads to the formation of some HCl at 450 K
where some residual OHbr recombine with Clot to HCl and desorb. The remaining Clot can
�nally recombine at 700 K.

If the dosing order is reversed (�rst 0.1 L O2, followed by 1.3 L HCl), the HCl desorption
signal occurs at slightly elevated temperature (520 K). The desorption temperatures of the
other signals remain una�ected. When O2 is dosed �rst, most of the hydrogen atoms from HCl
are transferred to Oot, rather that Obr. Hydrogen is more strongly bound to Oot than to Obr

when stabilized by Clot, resulting in a slightly elevated desorption temperature of HCl if O2 is
dosed �rst. [49] The mechanism illustrates that the surface is still able to accept HCl even after
partial chlorination. For the formation of H2O and Clot, however, the presence of additional
Oot is required. [144] The reaction proceeds with a similar mechanism on the stoichiometric
surface. However, the stoichiometric surface is able to accept more HCl because more Obr are
available.

Co-adsorption experiments of HCl and O2 on the stoichiometric surface where HCl is dosed
�rst at 420 K and the surface is subsequently saturated with O2 at room temperature, however,
show new features appearing in the TD spectrum. In addition to the regular O2 desorption
signal at 400 K there is a second O2 desorption signal that occurs between 720 K and 750 K
(depending on dosages). [49, 51] When HCl �rst adsorbs, all hydrogen atoms are transferred
to Obr. When O2 is dosed at room temperature, pairs of Oot form on the free cus sites. When
the surface is annealed to 420 K the hydrogen atoms are transferred to Oot, thereby forming
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H2Oot which subsequently desorbs. Since the H2O formation consumes single Oot, however, odd
numbers of Oot can be left between the Clot. After O2 desorption, some single Oot remain on the
surface which are trapped between Clot and thus cannot recombine to form O2. O2 desorption
is enabled again as soon as Cl2 has desorbed from the surface, thus removing the Clot which
block the di�uion path between the single trapped Oot. Alternatively, the trapped Oot can
recombine with Obr that are available in excess on the surface. Both desorption paths become
available in the same temperature range (700-750 K). Experiment-based KMC simulations
of the co-adsorption experiments, however, suggest that most O2 molecules desorbing in that
temperature range are formed through recombination of Oot with Obr. [51] This unique behavior
shows that the RuO2(110) surface su�ers from dimensional constraints because Clot and Oot

can di�use only along the cus rows ([001] direction). The cus rows form narrow channels where
single adsorbate atoms can block transport by di�usion, which can lead to poisoning of the
catalyst surface. [51] However, the role of trapped oxygen under actual reaction conditions is
not entirely clear yet, as it might as well have a promoting e�ect. One of the problems in the
HCl oxidation is that O2 (410 K) and Cl2 (700 K) desorb in very di�erent temperature ranges,
which means that under reaction conditions most of the cus sites will be occupied by Clot,
while Oot, whose presence on the surface is crucial for the formation of H2O, does not occur
frequently. The trapping mechanism, however, ensures that, whenever one Oot is turned into
H2O and desorbs, the other Oot will also be transformed into H2O at some point, because it
cannot leave the surface. [51]

Mechanistic insight at high partial pressures was obtained using the TAP method. [148]
Pulsing 2:1 mixtures of HCl and O2 over the pure RuO2 catalyst sample at 623 K shows that
H2O and Cl2 evolve in broad signals. The signal width is indicative of impeded desorption.
Interestingly, the H2O signal has an even larger width at half maximum than the Cl2 signal,
although the H2O desorption occurs at lower temperatures in the TPD experiments. [148]
Pump-probe experiments where one educt was used as a pump molecule (�rst pulse) and
the other was used for probing (second pulse) revealed more information about the dynamic
nature of the system. [148] The experiments were conducted with both equilibrated (partially
chlorinated) and fresh samples. The results show that the chlorinated and fresh samples show
strong mechanistic di�erences: While the fresh samples produce more Cl2 during the HCl
pulse, the equilibrated samples produce more Cl2 during the O2 pulses, regardless of pulse
order for both samples. Overall, the equilibrated samples produce more Cl2 than the fresh
ones. [148] This shows that the fresh (not chlorinated) samples can accept HCl and produce
Cl2 without the presence of weakly bound Oot, hinting at strong participation of Obr in the
reaction mechanism. Quite in contrast, the chlorinated sample cannot activate HCl without the
presence of Oot because most of the Obr are substituted by Clbr, leaving no oxygen on the surface
that might accept the hydrogen atoms released by HCl dissociation. The chlorinated sample,
however, can release Cl2 upon O2 dosage, even if no HCl was dosed before, suggesting that
strongly bound Clbr are re-substituted by Obr, thereby releasing Cl2. The samples also di�er in
how the time delay (∆t) between the pulses a�ects the total amount of Cl2 produced. While the
Cl2 production of the chlorinated sample is almost una�ected by ∆t, the Cl2 production of the
fresh samples can be reduced by a factor of two if ∆t is increased from 1 s to 12 s. This shows
that the Cl2 production on the fresh sample strongly depends of the presence of weakly adsorbed
species while this is not the case for the chlorinated sample. The Deacon reaction on RuO2(110)
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Figure 4.3: Energetics for one possible sequence of reaction steps of the HCl oxidation over stoichio-
metric RuO2(110). The energetic reference is the mildly reduced surface (where all Obr are removed)
with the elements (O2, Cl2, H2) in the gas phase at 0 K. Numbers in black denote the total energy,

numbers in blue the energy di�erence between consecutive states. All numbers are given in eV.

thus is not a purely one-dimensional reaction where only weakly adsorbed species participate.
Rather, the strongly adsorbed bridge species play a major role in the mechanism. [148]

The surface science experiments are complemented by DFT calculations on the stoichiome-
tric [150] and (fully) chlorinated [149, 151, 152] surfaces. The surface energetics for one possible
sequence of reaction steps on the stoichiometric surface are displayed in Fig. 4.3. The activa-
tion energies for some elementary steps are also available in the literature. [150] Cl2 desorption
is generally agreed to be the step with the highest activation energy. [97, 150] On the stoichio-
metric surface the participation of Obr is essential for the reaction mechanism because it makes
the permanent presence of Oot on the surface unnecessary. In contrast, on the fully chlorinated
surface the Langmuir-Hinshelwood mechanism proceeds in a one-dimensional fashion without
the participation of Obr. [149, 151, 152] It requires O2 adsorption prior to HCl adsorption. Al-
though the energies associated with the elementary steps are very similar in the one-dimensional
mechanism it su�ers from additional constraints for the distribution of intermediates because
the reaction proceeds only in a one-dimensional fashion along the cus rows ([001] direction). In
addition, on the fully chlorinated surface a two-dimensional Mars-van-Krevelen mechanism is
also possible, as shown by the TAP experiments by Hevia et al. [148] Considering that there are
di�erent mechanisms, depending on whether the surface is chlorinated or not, raises the ques-
tion what is actually the active phase of the catalyst (stoichiometric or [partially] chlorinated).
Some evidence points toward a (1×2) - Obr/Clbr phase where Obr and Clbr form an ordered,
alternating overlayer. [150, 152, 153] Both Studt et al. and Lopez et al. used DFT-based ther-
modynamics to come to this conclusion. However, both studies used very small sets of surface
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con�gurations, possibly resulting in biased conclusions. Furthermore, Lopez et al. used only
O2 and Cl2 as gas phase species. Chlorination is thermodynamically less favored if Cl2 is used
as a chlorination agent rather than HCl, which should result in a lower degree of chlorination in
the ab-initio surface phase diagram. Therefore, the chlorination degree, and with it the exact
mechanism of the HCl oxidation under industrial conditions are still not known.

4.1.3 Catalyst activity

In addition to the mechanistic studies with experimental (TPD, XPS, TAP) and theoretical
methods (DFT) several experimental studies related to catalyst activity are available in the
literature. [33, 34, 52, 53, 150] Iwanaga et al. and Seki et al. �rst described RuO2 supported
on rutile-TiO2 as a new catalyst for the HCl oxidation in a Deacon-type process. They demon-
strated that the catalyst activity of RuO2 supported on conventional supports like Al2O3 or
SiO2 is quite high, but it can be increased by a factor of �ve by growing RuO2 on rutile-
TiO2. [33, 34] The strong support e�ect is linked to the homogeneous epitaxial growth of RuO2

on the support surface, resulting in a well-dispersed catalyst layer which is also more stable
compared to small particles that can sinter at elevated temperatures. The support essentially
contributes to the stability of industrial RuO2 catalysts, but RuO2 by itself, grown as a thin
�lm on a Ru single crystal also exhibits remarkable stability in a HCl environment. This was
shown by Zweidinger et al. who observed the change of oxide thickness in HCl environment
using in-situ surface X-ray di�raction (SXRD). The experiments revealed that RuO2(110) and
RuO2(100) grown on Ru(0001) and Ru(101̄0) single crystals is long-term stable in gas mixtures
of O2 and HCl. Under oxidizing conditions the oxide layer even grows in thickness. Even under
1 mbar of pure HCl the oxide is not reduced at temperatures lower than 600 K.

Experimental studies exploring the dependency of catalyst activity on the partial pressures
of the reactants show that the reaction orders in HCl and O2 are positive, even if the respective
reactant is present in excess in the gas feed. [52, 150] The reaction order in O2 lies between
0.4 and 1.0, depending on the experimental protocol: without adding products to the gas feed
the reaction order is 0.4 and rises to 1.0 when both products, H2O and Cl2 are added to the
gas stream (simulating 20 % conversion). For HCl the reaction order is between 0.2 and 0.5
(determined with the same protocols). The fact that O2 has a very high reaction order of up to
1.0, even when it is present in excess suggests that the presence of oxygen is crucial for catalyst
activity and that a stoichiometric amount of O2 is not necessarily optimal. This discovery was
named �oxygen promoting e�ect�. It is currently not known how high the O2 excess can be
before O2 starts to inhibit the catalyst activity because no experiments with large excess of O2

have been conducted so far. Both products H2O and Cl2 are known to inhibit the catalyst.
Cl2 inhibition was already proposed by surface science studies that observed a high desorption
temperature of Cl2 (700 K). [144, 149] Hevia et al. later voiced additional concerns about the
role of H2O as a catalyst inhibitor. [148] In their TAP reactor study, very broad response signals
for both Cl2 and H2O were observed which indicate strong interaction with the catalyst. These
�ndings were later con�rmed by Teschner et al. who report identical reaction orders of −1 in
both H2O and Cl2, indicating strong product inhibition. [52] The apparent activation energy
for a 1:1 mixture of O2 and HCl was reported to be 69 kJ/mol. [52]
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In addition to the kinetic studies, Teschner et al. present in operando Prompt Gamma Ac-
tivation Analysis (PGAA) experiments. PGAA is a suitable method to quantify the elemental
composition of the catalyst sample at operando pressures and temperatures. Although PGAA
itself is not surface-sensitive, it can be used to quantify the chlorine coverage on the surface
of RuO2 rather accurately because under typical experimental conditions (slight oxygen ex-
cess) no bulk chlorination takes place. The PGAA experiments were conducted while varying
the O2/HCl ratio from 0.25:1 to 4:1 at 573 K. From the results it is clear that, not only is
the total coverage of Cl on the catalyst is very high (between 0.66 and 0.72), the Cl cover-
age also decreases with increasing p(O2). [52] Unfortunately, the PGAA method is not able to
distinguish between the strongly bound Clbr and the weakly bound Clot species, allowing no
conclusion concerning the nature of the chlorine species under these experimental conditions.
Combining PGAA and activity measurements Teschner et al. also explored the temperature
dependency of the catalyst activity for di�erent reactant feeds. [53] It was observed that the
apparent activation energy strongly depends on the reactant gas feed, especially with prod-
ucts added to the gas stream. While for HCl/O2 mixtures without additional2 H2O and Cl2,
apparent activation energies between 60 and 70 kJ/mol were derived and adding H2O or Cl2
leads to a signi�cant increase of the apparent activation energy up to 150 kJ/mol. A linear
relationship between ln(Aapp) (with Aapp the pre-exponential factor in the Arrhenius equation)
and EA,app was obtained (Constable-Cremer plot). From the slope of the Constable-Cremer
plot an isokinetic temperature of 671 K could be derived, although the Arrhenius curves them-
selves do not exhibit as isokinetic relationship (i.e., there is no intersection of all lines at a
common temperature). Additional PGAA data were presented that link the chlorine coverage
on the catalyst with the partial pressure of O2 at 503 K and 543 K. At 503 K the Cl coverage
is signi�cantly higher than previously reported for 573 K (between 0.88 and 0.995). The data
provided in Refs. [52] and [53] (including supporting material) enable to draw a basic picture
of the dependency of the Cl coverage on temperature and HCl/O2 ratio which is important for
benchmarking KMC simulations.

4.2 Motivation for Kinetic Monte Carlo simulations

The above considerations show that, although a lot of experimental and theoretical research has
been conducted on the HCl oxidation over RuO2, still not much is known about the reaction
under industrial conditions. One of the features that make the HCl oxidation over RuO2(110)
such an interesting system for theoretical modeling is that the mechanism changes on the atomic
scale, depending on whether the surface is chlorinated or not. On the completely chlorinated
oxide the reaction follows a mostly one-dimensional Langmuir-Hinshelwood mechanism with a
minor Mars-van-Krevelen contribution (re-oxidation of bridge sites). On the stoichiometric ox-
ide, the Obr strongly participate in the Langmuir-Hinshelwood mechanism, acting as basic sites
for accepting hydrogen atoms from dissociating HCl. Which mechanism dominates depends on
the degree of bridge chlorination. Therefore, one of the most important questions is how the
chlorination degree depends on the reaction conditions, such as temperature, HCl/O2 ratio and

2The catalytic measurements themselves were conducted at high conversion, as opposed to common practice
in �ow reactor experiments. [154] Therefore, Cl2 and H2O are always present in large quantities in the gas feed.
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conversion. To obtain meaningful results on the chlorination degree, the dependency of surface
energies on chlorine coverage and bridge hydroxylation must be accurately described. This can
be achieved using a DFT-based cluster expansion, similar to the one used for the CO oxidation.
One addition is necessary, however: OH and H2O species are present on the surface that can
form hydrogen bonds with electronegative species, such as O or Cl, making additional parame-
ters necessary that describe these directional bonds. Although the question can be approached
purely from thermodynamics (in the form of a DFT-based phase diagram), pure thermody-
namics are not expected to give very good results because the chlorination mechanism requires
the formation of an H2Obr molecule to create vacancies in the bridge rows: although the overall
bridge chlorination is not strongly endothermic (+0.25 eV [147]) the formation of H2Obr is a
highly endothermic step (≈ +1.2 eV) in the chlorination mechanism that may lead to kinetic
inhibition, preventing chlorination at lower temperatures. Therefore, obtaining accurate values
for the chlorination degree will require kinetic simulations, at least at low temperatures where
the H2Obr formation strongly inhibits chlorination. Not only the chlorination degree, but also
the arrangement of Clbr on the surface is decisive for the mechanism. It is known from thermal
desorption experiments and complementing DFT calculations that Obr sites are less basic when
directly next to a Clbr. [49] This should have pronounced e�ects on the kinetics, because not
all Obr will be equally active in HCl activation. This means that the kinetic simulation must
keep track of the individual neighborhood of sites. KMC simulations are therefore very suit-
able because they simulate the kinetics on atomic scale, and can employ interaction models of
(almost) arbitrary complexity. The simulations can take into account how the distribution of
Clbr in�uences the reaction mechanism, which enables di�erentiating between the two reaction
mechanisms (Langmuir-Hinshelwood and Mars-van-Krevelen) and draws a more accurate pic-
ture of the whole reaction mechanism than the model experiments (surface science and TAP)
can.

After establishing a cluster expansion model for the intermediates of the HCl oxidation on
the RuO2(110) surface, the thermodynamics of the lattice-gas system will be examined �rst.
Finally, detailed kinetic simulations will be conducted under a variety of conditions to examine
the role each reactant has in the mechanism and to obtain a more detailed mechanistic model
of the reaction, depending on the gas phase conditions. The results of the kinetic simulations
are compared to the results obtained from the thermodynamic lattice-gas model. Deviations
between experiment and simulation, as well as the e�ect of small parameter changes on the
simulations, will be discussed. For certain simulation series a rate control analysis using the
Campbell method [79, 80] will be performed in order to identify the rate-determining step and
how it changes, depending on the conditions.

4.3 Geometries and energetics of intermediates

For establishing a parameter set that properly incorporates the interactions between adsorbed
species, many surface con�gurations have to be computed using DFT. The surface energies of
the con�gurations are expressed as a weighted sum over the interaction parameters, includ-
ing pairwise and three-body interactions, as well as hydrogen bonds. Finally, the interaction
energies are �tted to the surface energies using linear least-squares regression. The cluster



4.3. Geometries and energetics of intermediates 91

expansion parameter set for the HCl oxidation over RuO2(110) is based on 315 di�erent con-
�gurations and incorporates 112 interaction parameters. A complete list of parameters and
the statistical descriptors measuring the quality of the �t are given in Appendix B.1. In the
following subsections, the adsorption properties of the intermediates in the HCl oxidation and
their interaction with each other are brie�y discussed. Each subsection focuses on a species
and the e�ect of neighbors on this particular species. The interaction energies presented in
this section were derived using the cluster expansion. For the properties of oxygen adsorbed
on RuO2(110), please refer to Section 3.2.1.

The DFT calculations were conducted using the PBE functional [123] of the GGA family.
The calculations were performed using the Vienna ab-initio Simulation Package (VASP), version
5.2.1. [124, 125] The RuO2(110) surface is described in a symmetric slab model with �ve oxide
trilayers separated by 25 Å of vacuum. All oxide layers were relaxed during the geometry
optimization. The plane-wave cuto� energy was 550 eV and 6×12×1 k-points were used for the
(1×1) super cells. For larger super cells the number of k-points was adapted to keep the k-point
density in reciprocal space constant. This approach ensures that the adsorption energies are
converged within 0.2 meV, and total energies are converged within 14 meV per atom.

4.3.1 References for adsorption energy calculations

It has been discussed previously in the literature that O2 may not be the best choice of reference
for calculating formation enthalpies of oxides and chemisorption energies in DFT. It is a well-
known fact that atomization enthalpies of several small molecules, especially O2, are severely
overestimated in GGA functionals. [155] In the present DFT approach the atomization energy
is overestimated by 129.97 kJ/mol (1.337 eV). Therefore, using O2 without any corrections as
energetic reference in DFT calculations is frequently questioned. Several ways of overcoming
this problem have been proposed in the literature, such as correcting the total energy of O2

empirically, so that the proper atomization energy is obtained, [121] or using H2O as a reference,
thereby avoiding O2 entirely. [156] The latter has been proposed for enthalpies of formation of
oxides for which electrochemical data are available. In electrochemical experiments. H2O is the
natural reference. This approach yields enthalpies of formation that are in very good agreement
with experimental data. It can be transferred to heterogeneous catalysis by calculating a semi-
empirical total energy of the oxygen molecule, taking into account the experimental enthalpy
of formation (at 0 K) of the H2O molecule:

∆fHexpt(H2O, 0K) = EDFT(H2O)− 1

2
Ese(O2)− EDFT(H2). (4.2)

A more thorough analysis of the problem was conducted by calculating dimerization energies
of hydrogen and oxygen, as well as reaction enthalpies for the formation of H2O, from all
combinations of molecular and atomic species (H, H2, O, O2). The experimental reaction
enthalpies at 0 K [157] were compared with the DFT-calculated values with and without zero-
point correction. For the zero-point correction (ZPC), experimentally-determined vibrational
frequencies were applied using the harmonic approximation. The results are compiled in Table
4.1. It is quite evident that the error of the dimerization energy of 2 O → O2 is by far the
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Table 4.1: Comparison of experimentally calculated dimerization energies at 0 K and reaction en-
thalpies for the formation of H2O from atomic and molecular educts with the corresponding DFT-
calculated values with and without zero-point correction. The deviation between the zero-point cor-
rected DFT value and the experimental value is given in the rightmost column. Experimental values
were obtained from CCCBDB. [157] All energies are given in kJ/mol. Experimental values are extrap-

olated to 0 K.

Reaction ∆rHexpt (0 K) ∆rHDFT ∆rHDFT,ZPC
∆rHDFT,ZPC -
∆rHexpt (0 K)

2 O → O2 -493.69 -631.98 -622.66 -128.97
2 H → H2 -432.07 -437.79 -411.45 20.624

2 H + O → H2O -917.80 -996.60 -942.67 -24.875
H2+ 1

2
O2 → H2O -238.90 -242.82 -219.90 19.003

H2 + O → H2O -485.70 -558.81 -531.23 -45,529
2 H + 1

2
O2 → H2O -671.00 -680.61 -631.34 39.657

largest of the set with -128.97 kJ/mol. The error of the enthalpy of formation of H2O from the
elements H2 and O2, however, is quite small � 19 kJ/mol.3

Herein, Ese(O2) denotes the empirically corrected total energy of the oxygen molecule.
This approach obtains a corrected total energy of the oxygen molecule of -9.943 eV with the
given computational setup. Surprisingly enough, this value agrees reasonably well with the
actual total energy of the O2 molecule obtained from standard DFT calculations (-9.861). This
suggests that the total energy of the O2 molecule, while not being entirely correct, is not able to
explain the large error of the O2 atomization energy of 1.337 eV (cf. Table 4.1). The enthalpy
of formation of the H2O molecule only di�ers by 0.197 eV between DFT and experiment, which
is considerably less than the error for the atomization energy of O2.

The list of reaction enthalpy deviations allows for a numerical estimation of total energy
errors of the molecular and atomic species. Total energies are not well-de�ned; therefore a direct
comparison between theory and experiment is not possible. However, the absolute error of the
DFT-calculated reaction enthalpy is equal to the sum of errors of the molecular and atomic
species, weighted by stoichiometric coe�cients. The minimum errors of the total energy are
then obtained by pseudo-inverting the matrix of stoichiometric coe�cients (ν+) and multiplying
the result by the reaction enthalpy errors.

∆Etot = ν+(EDFT,ZPC − Eexpt,0 K). (4.3)

The pseudoinverse is obtained from singular value decomposition. To the author's knowledge
such an approach for determining errors of total energies in DFT calculations has not been
applied before in the literature. The resulting errors along with the total energies are compiled
in Table 4.2. The error for O2 is indeed quite high with −27.84 kJ/mol. It is, however, far
outweighed by the error of atomic oxygen which amounts to 50.57 kJ/mol. It can be concluded

3This is still very far away from �chemical accuracy�, where the error should be lower than 4 kJ/mol. However,
for GGA calculations the generally accepted uncertainty is 20 meV (19.3 kJ/mol), so this magnitude of deviation
is not unusual.
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Table 4.2: Total energy errors of DFT (PBE) given in eV (top) and kJ/mol (bottom) for atomic and
molecular species determined by singular value decomposition of the reaction enthalpy matrix.

species H H2 O O2 H2O

total energy / eV -1,117 -6,772 -1,656 -9,861 -14,219
total energy (zpc) / eV -1,117 -6,499 -1,656 -9,765 -13,634

Error (zpc) / eV -0,1068 0,0004 0,5242 -0,2886 0,0530

total energy / (kJ/mol) -107,8 -653,4 -159,8 -951,5 -1372,0
total energy (zpc) / (kJ/mol) -107,8 -627,1 -159,8 -942,2 -1315,4

Error (zpc) / (kJ/mol) -10,30 0,04 50,57 -27,84 5,11

from the error analysis that the deviation of the atomization energy of O2 from experiment
mostly originates from the total energy error of atomic oxygen, rather than molecular oxygen.
In comparison, the errors of the other species are rather small. Both H, H2, and H2O have errors
between 0 and 10 kJ/mol, which is well within the error bar expected for a GGA functional.
These results do justify the use of H2O as a reference the way it is done in electrochemistry.
However, they do not support the correction of the gas-phase energy of O2 by the atomization
energy or the use of atomic oxygen as a reference because the error of the atomization energy
mostly stems from atomic oxygen.

However, the results also suggest that O2 is not a very bad reference. The error of using 1/2
O2 as a reference for adsorption energy calculations is only −13.92 kJ/mol (−0.1443 eV), which
is within the error bar expected for adsorption energies obtained with GGA. Unfortunately, the
error of the O2 molecule is not able to explain the observed overbinding of O2 on transition metal
substrates. A correction of the O2 total energy by the just-determined value would result in a
higher energy of O2 (−9.488 eV). This would actually cause stronger chemisorption, worsening
the overbinding problem. It is likely that the errors occurring in chemisorbed structures are
similar to the error of the O2 molecule, so that the errors partially compensate each other when
the chemisorption energy is computed. For H2O chemisorption, the situation is more favorable.
Because the errors of H2 and O2 have di�erent signs they compensate each other, resulting in
a slightly smaller total error for the H2O adsorption energy of −6.24 kJ/mol than when using
H2O as a reference (−10.25 kJ/mol).

As a conclusion, O2 is a suitable reference, so it will be used without correction to compute
chemisorption energies. The O2 total energy could, in principle, be corrected by the error of
−27.84 kJ/mol derived herein, However, applying it to the total energy of O2 would actually
worsen the overbinding problem, so the correction will not be applied here.

4.3.2 Clot/br

Chlorine can adsorb on-top of the Ru5f (Clot) and in the bridge position connecting two Ru4f

(Clbr).
The Clot has an extrapolated zero-coverage chemisorption energy of−1.41 eV when adsorbed

on a stoichiometric RuO2(110) surface. On a fully chlorinated surface, the chemisorption en-
ergy is reduced to −1.33 eV. The Ru�Cl bond length is 2.278 Å on the stoichiometric surface
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(with θ(Clot) = 0.5). On the fully chlorinated surface, it is slightly lengthened to 2.285 Å, re-
�ecting weaker adsorption on the surface. Clot atoms interact quite strongly with other species
adsorbed in the vicinity in a mostly repulsive manner. To give some examples: The Clot-Clot

nearest-neighbor interaction amounts to +0.193 eV. The Clot-Oot interaction has almost the
same strength at +0.186 eV. The Clot-OHot interaction is even more repulsive at +0.224 eV.
However, this interaction is almost fully compensated by a strong hydrogen bond which amounts
to −0.196 eV. Only with a neighboring H2Oot the interaction is attractive (−0.07 eV, including
hydrogen bond). For the interaction of Clot with bridging species, the picture is very similar.
There is a repulsive interaction with Clbr and Obr (0.230 eV and 0.146 eV, respectively). For
OHbr the interaction is attractive, partially due to strong hydrogen bonds (+0.066 eV lateral
repulsion and −0.127 eV hydrogen bond). H2Obr in particular is strongly stabilized by Clot

(-0.546 eV) due to a strong hydrogen bond. OHbr and H2Obr also strongly in�uence the Ru�Cl
bond. It is lengthened from 2.278 Å (Clot-Obr) to 2.338 Å for a Clot-OHbr pair and 2.402 Å for
a Clot-H2Obr pair. This emphasizes that the attractive interaction is not the result of strength-
ening the Ru�Cl bond because that would result in shorter bonds. Rather, the stabilization
is the result of a speci�c hydrogen bond between OH/H2O and Cl, thus weakening the Ru�Cl
bond.

The chemisorption energy of Clbr strongly depends on the chlorination degree. It varies
between −2.08 eV on a fully chlorinated surface and −2.44 eV on a half chlorinated surface.
The chlorination degree has no e�ect on the Ru�Cl bond length which is always close to 2.40 Å.
Rather, Clbr stabilizes Obr, resulting in a shortening of the Ru�O bond from 1.906 Å on the
stoichiometric surface to 1.876 Å on the half chlorinated surface. This means that the apparent
increase in Clbr chemisorption energy is actually an increase in Obr chemisorption energy. The
nearest-neighbor attractive interaction between Clbr and Obr of −0.190 eV is mediated by the
lattice and overcompensates any electrostatic repulsion that may exist. OHbr and H2Obr behave
in a similar fashion but with signi�cantly lower interaction energies (−0.034 eV and −0.023 eV,
respectively). Only the Clbr-Clbr interaction is strongly repulsive with +0.193 eV. The inter-
action with species on the neighboring cus site is almost exclusively repulsive. With Clot, Oot

and OHot the interaction amounts to +0.230 eV, +0.099 eV and +0.224 eV, respectively. The
repulsive interaction with OH is partially compensated by a hydrogen bond which amounts to
−0.196 eV. The only exception is the interaction with H2Oot, which is attractive (−0.081 eV,
lateral interaction and hydrogen bond combined).

In comparison with experimental data, slight underbinding of Clot is evident. Thermal
desorption spectra of Cl2 desorption from partially chlorinated RuO2(110) show a symmetric
desorption signal centered at 700 K. This corresponds to a zero-coverage adsorption energy
for Clot of +1.6 eV within the framework of approximations in KMC and assuming that the
interaction energies are not a�ected by the underbinding. According to DFT, the stoichiometric
and fully chlorinated surfaces the zero-coverage chemisorption energies are 1.41 eV and 1.33 eV,
respectively. This means that Clot underbinds by at least 0.2 eV. The fault does not necessarily
lie with the DFT functional. Rather, the strongly simpli�ed thermodynamic treatment is
to be blamed here: the experimental TD spectrum measures the free energy of adsorption.
However, in the KMC model, the adsorption entropy is assumed to be zero which can lead to
signi�cant deviation from experiments at 700 K because the frustrated translational degrees
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of freedom (low-frequency vibrations) signi�cantly contribute to the partition function. The
vibrational wave numbers of frustrated translational degrees of freedom of Clot are between 100
and 300 cm−1, corresponding to vibrational temperatures of 150 to 420 K. This means that the
vibrations are fully excited at 700 K. Based on the vibrational energy levels, the entropy of an
adsorbed Clot amounts to approximately 50 kJ/mol at 700 K. This results in a free energy of
adsorption of 1.63 to 1.71 eV at 700 K (including zero-point correction), which is in excellent
agreement with the experimentally derived free energy of adsorption.

4.3.3 OHot/br

Hydroxyl groups also occur in two variants on the RuO2(110) surface: OHot and OHbr. OH
has a special role as both hydrogen donor and acceptor and is an important intermediate in
the Deacon reaction. The adsorption energy of an OH group can be calculated in several ways.
Obviously, it can be referenced to a hydroxyl radical in the gas phase. However, that would
make little sense because such a radical is very unstable and an unlikely desorption product.
It is more meaningful to reference the adsorption energy to 1

2
(O2 + H2). This �chemisorption

energy� also contains the energies of the O�H bond formation and O2/H2 bond breaking and is
therefore not a pure chemisorption energy. For mere comparison of adsorption strengths of OH
groups, however, it does not matter which reference is used. For the KMC model, the elements
will be used as an energy reference later on, so the same will be done in this paragraph to avoid
confusion.

OHbr looks similar to Obr in geometry. It is two-fold bound to the two underlying Ru4f . The
hydrogen binds to the oxygen with an angle toward the vertical ([110] direction) of 46.2°. The
O�H bond is 0.975 Å long, only slightly longer than the O�H bond in gaseous H2O (0.958 Å).
The Ru�O bond in OHbr is stretched to 2.089 Å compared to Obr (1.905 Å). It is weakened
compared to the Ru�O bond in non-hydrogenated Obr due to additional coordination of the
Obr to hydrogen. The zero-coverage chemisorption energy of OHbr (referenced to 1

2
(O2 +

H2)) is approximately 3.23 eV. This energy, however, can be highly misleading, as OHbr has
attractive interactions with all other bridge species. Next to two other OHbr, the chemisorption
energy becomes 3.32 eV. Next to two Obr it is as high as 3.64 eV. The interaction with Clbr

is only slightly attractive, resulting in a chemisorption energy of only 3.25 eV. With H2Obr

the interaction energies are similar to Clbr. This means that OHbr generally favors Obr as a
direct neighbor. The lateral interaction of OHbr with neighboring on-top species is somewhat
repulsive. However, the repulsion is compensated by strong hydrogen bonds, resulting in a
net attraction of −0.2832 eV with Clot (+0.0878 eV lateral and −0.371 eV hydrogen bond),
−0.0806 eV with Oot (+0.036 eV lateral, −0.117 eV hydrogen bond) and −0.0606 eV with OHot

(+0.0662 eV lateral and -0.127 eV hydrogen bond). The adsorption energies of OHot and OHbr

are not directly accessible by experiments, so that a comparison with experimental data is not
possible.

OHot shows ambiguous behavior depending on whether it accepts or donates a hydrogen
bond. Since OHot is one-fold bond to the surface, it can freely rotate around the Ru�O bond.
It assumes di�erent conformations, depending on which aspect of bonding (hydrogen bond
acceptation or donation) dominates. It can donate a hydrogen bond toward O, Cl, OH and



96 4.3. Geometries and energetics of intermediates

Figure 4.4: Di�erent conformations of
neighboring OHot and OHbr groups seen
from [110] direction (a) angulated and
b) linear). The angulated conformation
(a) is more favorable by 0.06 eV. The
H−O· · ·H angle in the angulated confor-
mation is 114.94°. Hydrogen bonds are

indicated in red.

H2Oot (H2Obr cannot accept hydrogen bonds) and turns toward whichever species o�ers most
favorable bonding. When adsorbed next to OHbr, however, OHot generally prefers accepting a
hydrogen bond from OHbr. When OHot accepts a hydrogen bond, a speci�c H�O· · ·H angle
of approximately 115° is assumed. The bond angle is una�ected by the presence of nearby
electronegative species like Oot or Clot to which OHot could, in principle, donate a hydrogen
bond. Figures 4.4 a) and b) show top views of OHot/OHbr pairs. Only the con�guration of
the hydrogen bonds is di�erent: 4.4 a) shows the angulated con�guration, while 4.4 b) shows
a straight con�guration. Intuitively, one would think that the straight con�guration (Fig. 4.4
b) ) should be more favorable because it has two hydrogen bonds (OHbr to OHot and OHot

to OHbr), as opposed to only one in the angulated variant. However, the energy di�erence
between the con�gurations is 0.06 eV, favoring the angulated variant where there is only a
single hydrogen bond (Fig. 4.4 a) ). In this con�guration, the Oot�H bond is 0.977 Å long and
the Obr�H bond is 1.002 Å long. The H�O· · ·H angle is 114.94°. The preference of the angulated
geometry emphasizes the covalent character of the hydrogen bond: if the interaction was purely
electrostatic, the �linear� geometry should be preferred because it maximizes the dipole-dipole
interaction. Due to the structural similarity with H2Oot and notably covalent character of the
interaction, this angulated con�guration will henceforth be referred to as �dissociated H2Oot�.
The recombination of OHot and OHbr into an H2Oot is almost thermoneutral (−0.06 eV) and
activated by only 0.17 eV. The hydrogen atom can be exchanged quasi-freely between the two
oxygen atoms. The angulated con�guration remains mostly unperturbed, even if a suitable
hydrogen bond acceptor like Oot is placed next to the OHot. In that case, the Oot�H and
Obr�H bonds expand to 0.982 Å and 1.003 Å, respectively, and the H�O�H angle shrinks to
113.4°. The change is noticeable, but very small, suggesting that the attractive interaction to
the neighboring Oot is existent, but much weaker than the OHbr�OHot hydrogen bond.

4.3.4 H2Oot/br

In the most favorable geometry, the H2Oot is adsorbed almost parallel to the surface. Other
geometries (e.g., H2Oot perpendicular to the surface or coordination via the hydrogen atoms)
are adopted only at high coverages of H2Oot and H2Obr. On the stoichiometric surface, one OH
bond points toward the Obr, forming a hydrogen bond. The adsorption geometry of H2Oot is
shown in Fig. 4.5 from three di�erent view points.

The H2O molecule in the gas phase has two degenerate O�H bonds with a length of 0.958 Å
and a H−O−H bond angle of 104.5°. When adsorbed in on-top position on RuO2(110), the
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molecular C2v symmetry is broken. The O�H bond that connects the H2O to the Obr via a
hydrogen bond is stretched to 1.033 Å. The other O�H bond is also slightly lengthened to
0.975 Å. The H�O�H bond angle relaxes to 107.8 Å. The Ru�O bond is 2.180 Å long and
not perpendicular to the surface with an angle of 13.4° toward the vertical ([110] direction).
This results in a H· · ·Obr distance of 1.615 Å. The H2Oot chemisorption energy is strongly
dependent on the con�guration and coverage. On the stoichiometric surface with θ(H2Oot)=
1/3, it amounts to 1.10 eV.

When adsorbed next to a vacancy, the adsorption geometry remains asymmetric. Although
the O�H bonds are at 0.977 Å and 0.978 Å almost degenerate, one bond is oriented accurately
along the [001] direction. The other faces into the direction of the O3f . The H−O−H bond
angle is reduced to 106.5°. The whole molecule is rotated on the surface by about 15° compared
to adsorption next to Obr. The Ru�O bond is also slightly longer than when adsorbed next to
Obr (2.221 Å) and the chemisorption energy is reduced to 0.70 eV.

H2O can also occupy the bridge position. It is an important intermediate during the chlo-
rination of RuO2(110), which occurs when dosing HCl on the empty surface and annealing to
500 K. The bridging H2O is greatly stabilized by neighboring Clot, but destabilized by Oot and
OHot, resulting in spontaneous dissociation of H2Obr. The search for the most favorable ad-
sorption geometry returned two likely candidates. The more obvious one has the H2O molecule
adsorbed perpendicular to the surface with a mirror plane perpendicular to the [001] direction
(Fig. 4.6 a) ). The two O�H bonds are 0.976 Å and 0.984 Å long (Cs symmetry) with a
large bond angle of 109.52°. The Ru�O distance is 2.281 Å. This adsorption geometry was
described before in detail by Sun et al. [158] The H2O molecule is slightly bent toward the
surface. Its asymmetry was attributed to an attractive interaction between the H2Obr and the
nearby Ru5f and was pointed out as the reason for the sti� δ(H�O�H) vibration observed in
experiments. [159] A closer look, however, reveals that the geometry is Cs-symmetric only for
high coverages. With decreasing coverage of H2Obr (the remaining bridge sites are occupied by
Obr), the angle of the H2O angle bisector toward the vertical (β angle) decreases (cf. Fig. 4.6
c) ) from 25° at θ(H2Obr) = 1 to 0.6° at θ(H2Obr) = 1/6, making the adsorbed H2O molecule
quasi-C2v-symmetric. Sun et al. base their considerations on an experiment by Wang et al.
in which 1 L H2 was dosed on a stoichiometric RuO2(110) surface at 85 K. [159] According to
the authors, only 12 % of the Obr are transformed into the �dihydrogen� (H2Obr species) upon

Figure 4.5: H2Oot from three di�erent view points. a) [-110], b) [001], c) [110].
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Figure 4.6: Di�erent geometries
for H2Obr with bond lengths and

angles.
a) Cs symmetric geometry.
b) C1 symmetric geometry.

c) Dependency of the angles α
and β of the Cs-symmetric H2Obr

group on the super cell size. Only
one bridge site per super cell is
occupied by H2Obr. All others
are occupied by Obr. α (black)
is de�ned as the H�O�H angle, β
(red) is the angle of the bisect-
ing line of the H�O�H angle to-
ward the vertical (shown on the
left side). Trend lines are added

only for guidance of the eye.

H2 adsorption. At 12 % coverage the H2Obr species should be C2v-symmetric. The break of
symmetry at higher coverages seems to be a consequence of the long-range interaction between
H2Obr. This results in larger β angles for (1×2) and (1×4) super cells and smaller β angles for
(1×3) and (1×5) super cells (cf. black curve in Fig. 4.6 c) ). For larger distances β approaches
zero, indicating no interaction between the H2Obr. This behavior is highly correlated with
the adsorption energies of the Cs symmetric H2Obr (see page 99 for a detailed discussion) and
structural features observed in STM experiments (cf. page 100).

Another geometry for H2Obr was found which looks similar to the H2Oot geometry (Fig.
4.6 b) ). The H2Obr is adsorbed almost parallel to the surface and is not centered within the
bridge site. The two O�H bonds are similar in length (0.976 Å and 0.995 Å) with the longer
one oriented along the [001] direction and pointing toward the neighboring Obr. The H�O�H
bond angle is 106.45°. The two Ru�O bonds are 2.269 Å and 3.145 Å long, emphasizing the
asymmetry (C1 symmetry) of the conformation. The distance between H and the nearby Obr

is quite low with 1.930 Å.

Comparison with STM experiments

There seems to be no de�nite answer to the question which conformation is more favorable.
Rather, it depends on the coverage of H2Obr and neighborhood. The adsorption energies of
H2Obr were calculated for con�gurations containing only H2Obr and Obr and no vacancies in the
bridge rows (Fig. 4.7 a) ). For the C1-symmetric H2Obr (green curve) the chemisorption energy
varies between 0.66 eV and 0.69 eV for 1/6 < θ(H2Obr) ≤ 1/2. Only for θ(H2Obr) = 1 the
chemisorption is signi�cantly weaker with 0.31 eV. For the Cs-symmetric H2Obr (pink curve),



4.3. Geometries and energetics of intermediates 99

Figure 4.7: a) Chemisorption energies for di�erent H2Obr/ot species. b) Comparison of dissociated
and non-dissociated H2Oot species on the stoichiometric surface.

stronger variation with coverage is observed. At θ(H2Obr) = 1/6, the chemisorption energy is
0.81 eV and falls to 0.48 eV at θ(H2Obr) = 1/2. At θ(H2Obr) = 1/5 and 1/3, apparent outliers
are observed where the chemisorption is signi�cantly weaker (see below for an explanation). The
curves show that for θ(H2Obr) ≤ 1/3 the Cs-symmetric H2Obr is preferred. For higher θ(H2Obr),
the C1-symmetric geometry is more favorable. A similar phenomenon has been observed before
for the adsorption of CObr where a transition between a symmetric and asymmetric structure
takes place when the coverage of CObr increases (cf. Section 3.2.2). Figure 4.7 a) also shows the
adsorption energy of H2Oot adsorbed next to two bridge vacancies (brown curve), i.e., without
stabilization by hydrogen bonds. It is evident that for θ(H2O) > 1/2 the on-top site preferred,
even if H2Oot is not stabilized by hydrogen bonds. For θ(H2O) ≤ 1/2 the asymmetric H2Obr

and H2Oot have almost identical chemisorption energies. The adsorption energies for di�erent
H2Oot species on the stoichiometric surface without vacancies are displayed in Fig. 4.7 b). The
hydrogen bond stabilization of H2Oot makes it clearly preferred over C1/Cs-symmetric H2Obr

and H2Oot/Vbr at all coverages. The di�erent H2Oot species are examined in closer detail in
Section 4.3.4.

A closer look at the pink curve in Fig. 4.7 a) reveals that θ (H2Obr,Cs) = 1/6 and 1/4 give
the same chemisorption energy, as well as 1/5 and 1/3. This can be explained by alternations in
the Ru�Obr bond length which are introduced by vacancies (Vbr) or H2Obr. The pattern created
by the modulations is displayed in Fig. 4.9 a) (bottom) for a (1 × 4) super cell with a single Cs-
symmetric H2Obr. The Obr directly adjacent to the H2Obr is closer to the underlying Ru4f than
the next Obr in the middle between the H2Obr. Such modulations also appear in larger super
cells, such as (1×6). For (1×6) super cells the Ru5f�Obr

4 interlayer distances for the di�erent
O atoms along the [001] direction are listed in Table 4.3 for di�erent bridge species. There are
up to six oxygen atoms in total ((1 × 6) super cell), but due to symmetry reasons, O4 and O5

are equivalent to O2 and O1, respectively and are not mentioned explicitly in the table. Data
are given for Cs-H2Obr, C1-H2Obr and Vbr. H2Obr,Cs and Vbr induce very similar modulations

4Ru5f was chosen as a reference because its position along the [110] vector does not vary much, in contrast
to the Ru4f .
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Table 4.3 & Figure 4.8: Interlayer distances (values given in Å) between di�erent oxygen species
in a (1 × 6) super cell for di�erent H2Obr and Vbr geometries. Indices of oxygen species indicate
the distance toward the H2Obr (0) along the [001] direction. Figure: Visualization of the corrugation

pro�les for the di�erent species, with X = (H2Obr,Cs , H2Obr,C1 , OHbr, Vbr).

H2Obr,Cs H2Obr,C1 OHbr Vbr

O0 1.764 2.103 1.565
O1 1.255 1.241 1.244 1.227
O2 1.480 1.289 1.396 1.445
O3 1.238 1.272 1.231 1.240

Figure 4.9: a) DFT-STM simulation for a (1 × 2)-1H2Obr,Cs-3Obr con�guration at −0.66 V. b) STM
image (−0.66 V) of the RuO2(110) surface after dosage of 20 L H2 at room temperature. H2 binds to
the Obr, thereby forming H2Obr,Cs , which gives rise to the same modulations as observed in a) (green

box). Similar modulations appear around vacancies (red box). Image taken from [160].

of the Obr rows, indicated by the low interlayer spacing of O1 and O3 (1.227-1.255 Å) and the
elevated position of O2 (1.445 and 1.48 Å). Quite in contrast,in the H2Obr,C1 structure , all Obr

have an interlayer spacing of 1.241-1.289 Å. The corrugation of Obr results in additional bright
spots in STM image in the vicinity of H2Obr,Cs and Vbr at the second-nearest Obr. That the
modulations in the STM image can be caused by the corrugation of the Obr rows can easily be
demonstrated by simulation of an STM image at -0.66 V (Fig. 4.9 a) ). Such modulations have
been observed previously in STM studies of the H2 adsorption on stoichiometric RuO2(110)
at room temperature (see Fig. 4.9 for an example image [145]). They appear in the vicinity
of H2Obr (green box) and Vbr (red box). The DFT-STM simulations reproduce the pattern
around the H2Obr very well. This indicates that the water species observed in these experiments
is H2Obr,Cs , since H2Obr,C1 does not give rise to strong modulations. For super cells where the
H2Obr,Cs are separated by an even number of Obr the modulations along the [001] and [00-1]
directions interfere in a destructive manner due to the periodic boundary conditions. As a
consequence, the H2Obr,Cs geometry is less favorable in the (1×3) and (1×5) super cells (cf.
Fig. 4.7). Because modulations do not occur in the H2Obr,C1 geometry, the chemisorption
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Figure 4.10: TDS experiments with
D2O (temperature ramp: 2.1 K/s). A
clean, stoichiometric RuO2(110) sur-
face was exposed to di�erent doses of
D2O at 150 K. The TDS experiments
were conducted in the LEED/TDS
chamber of the Over group which is
described in detail in Refs. [49] and
[161]. The oxide was prepared by dos-
ing 1.5·105 L at 680 K on a Ru(0001)
single crystal. For quanti�cation
of the desorption rate a quadrupole
mass spectrometer (QMS) with sec-
ondary electron multiplier (SEM) was

used.

energy does not depend on whether the H2Obr,Cs are spaced by an even or odd number of Obr.
The chemisorption energy for H2Obr,C1 depends only on total coverage.

Combining all the insight from the considerations in the present section it can be concluded
that H2Obr,Cs strongly prefers an odd number of Obr as spacing between two nearby H2Obr,Cs

when the distance between them is small. In a super cell larger or equal to (1×6) the H2Obr,Cs

do not appear to interact with each other. This is due to the strong modulations in the Obr

rows that are induced by H2Obr,Cs groups. If an odd number of Obr is between the H2Obr the
modulations induced by the two H2Obr,Cs groups interfere in a constructive manner which is
more favorable than the destructive interference observed when the H2Obr,Cs are spaced by an
even number of Obr. The modulations are short ranged, however, which means that H2Obr,Cs

do not interact this way when the H2Obr,Cs-H2Obr,Cs are spaced by more than �ve Obr. Similar
modulations occur for Vbr and OHbr (though weaker), but not for H2Obr,C1 groups.

Further comparison with experiments

TDS experiments with D2O on the stoichiometric RuO2(110) surface (Fig. 4.10) resulted in
a desorption signal at 395 K at D2O dosages5 up to 0.8 L (α signal). The signal shape and
dosage dependency suggests �rst-order (non-associative) or quasi-�rst-order desorption [162].
At dosages higher than 0.4 L a second signal appears at 210 K (β signal) which continuously
shifts to lower temperature with increasing dosage. When it saturates around 1.0 L the maxi-
mum is at 200 K. At dosages higher than 1.0 L a new low-temperature signal appears at 190 K
(γ signal) which is very sharp and also shifts to lower temperature with increasing dosage. It
overlaps with the β signal which appears only as a high-temperature shoulder. The γ signal
does not appear to saturate at dosages up to 2.0 L. Due to the desorption temperature and
saturation behavior the β and γ signals were assigned to bilayer and multilayer desorption
of D2O, respectively. Bi- and multilayer adsorption of water is not considered in the KMC

5For H2O slightly higher desorption temperatures of 410 K were observed. [162]
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model because they do not play a role in the HCl oxidation at typical reactant pressures and
temperatures due to weak interaction with the substrate. The α desorption signal is shifted by
about 15 K to lower temperatures compared to H2O. From the H2O desorption temperature
of 410 K, a free energy of chemisorption of H2O of 1.8 eV (within the KMC approximations)
could be derived. With DFT the chemisorption energy is only 1.16 eV at 1 ML coverage. The
deviation between the experiment and DFT is very large (0.64 eV). There are several possible
explanations for the observed discrepancy, as detailed in the following.

Dispersion plays a signi�cant role for H2O, which does not interact strongly with the metal
centers. Dispersion-corrected DFT calculations with three di�erent functionals (PBE-D2 [163],
PBE-D3 [60] and optB88-vdW (based on the vdW-DF addition by Dion et al. [164])) revealed
that dispersion contributes between -0.28 eV and -0.38 eV to the total chemisorption energy.
The strongest adsorption is obtained with PBE-D2 while it is the weakest with PBE-D3. The
deviation between the three functionals is quite small, although they belong to two di�erent
groups of approaches for dispersion correction. The magnitude of dispersion interaction (≈
-0.33 eV) is therefore assumed to be reliable. Dispersion therefore accounts for almost half of
the observed deviation between DFT (PBE) and experiment.

Dissociation of the H2Oot (transfer of hydrogen to Obr, resulting in the angulated geometry
shown in Fig. 4.4 a) ) may also play a role in the given temperature range. Fig. 4.7 b) shows
a comparison between the adsorption energies of dissociated and non-dissociated H2Oot con�g-
urations. First of all, the chemisorption energies of the di�erent species show di�erent trends.
While the chemisorption of the dissociated con�gurations weakens with increasing coverage,
the adsorption of the non-dissociated species does not show a clear trend. For coverages of 1/3,
1/2 and 1 very similar chemisorption energies between 1.1 eV and 1.05 eV are obtained, but
the con�guration at 2/3 seems considerably less favorable. At full coverage, the di�erence in
chemisorption energy between the fully dissociated (only OHbr and OHot) and non-dissociated
con�gurations is negligible. There is, however, a partially dissociated con�guration where ev-
ery second H2O molecule is dissociated. In this con�guration the adsorption energy of H2O
averages to 1.25 eV which is signi�cantly more favorable than that of the non-dissociated and
fully dissociated con�gurations (1.16 eV and 1.15 eV, respectively). At lower H2O coverages
the fully dissociated form seems to dominate. Unfortunately, for partially dissociated con�gu-
rations there are many di�erent possibilities at lower coverage, so that no chemisorption energy
can be given. At θ(H2O) = 1/3 the di�erence between the fully dissociated and non-dissociated
forms is 0.109 eV. Interestingly, the (averaged) chemisorption energy is highest for a coverage
of 1 (partially dissociated form). This means that, at temperatures where H2Oot di�usion is
possible, island formation should be observed where the local coverage is close to 1, and desorp-
tion should occur mostly along the island perimeter. Due to island formation the chemisorption
energy of H2Oot should be independent of the total coverage. The barrier for recombination of
OHot with OHbr is only 0.17 eV. This small barrier does not hinder dissociation or re-association
of H2O at temperatures higher than 70 K, so that dissociation is even possible at 150 K where
H2O was dosed in the experiment. However, the re-association barrier does add up with the
adsorption energy upon desorption, resulting in an apparent desorption energy of 1.42 eV (not
including dispersion correction).

A smaller source of error is the missing thermodynamic treatment of the adsorbed and
dissociated H2O molecule. Due to its weak interaction with the surface, it rests on a rather
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�at potential energy surface, resulting in weak frustrated translational and rotational degrees of
freedom. They give rise to a small entropy contribution. From the vibrational partition function
alone, the entropy is almost negligible at 3.6 J/(K mol). However, since the rotational barriers
seem to be quite low, the adsorbed H2O molecule should rotate at least partially at 400 K,
which would signi�cantly increase the entropy. The rotational contribution to entropy should
be no more than 200 J/(mol K), which is the entropy of freely rotating H2O molecules at 400 K
in the gas phase. Seeing as the total entropy of liquid H2O is only 92 J/(mol K), [165] however,
the entropy contribution of adsorbed H2O should be signi�cantly smaller than 200 J/(mol K).
Unfortunately, the accurate thermodynamic treatment of adsorbed H2O is very di�cult, seeing
as there are various conformations of H2Oot as well as dissociation to take into account. Fur-
thermore, due to the low dissociation barrier of H2Oot it is not even clear if the dissociated and
associated states can be fully separated into independent states. This is di�cult to overcome.
However, with the entropy of liquid water as a hard upper limit, we can give an estimate for
the maximum error due to the missing thermodynamic treatment. Assuming that the three
translational degrees of freedom and the three rotational degrees of freedom contribute equally
to the observed entropy of 92 J/(mol K) at 400 K, and assuming that two of these rotational
degrees of freedom are excited in the H2Oot results in a rotational entropy of 31 J/(mol K) for
the adsorbed H2Oot. At 400 K rotation (31 J/(mol K)) and vibration (3.6 J/(mol K)) therefore
should contribute no more than −0.14 eV (−T · S) to the total free energy of adsorption.

Altogether, these three sources of error are indeed able to fully account for the deviation
observed between experiment and DFT: Dispersion and dissociation contribute about 0.64 eV
(0.33 eV −0.31 eV)6 to the chemisorption energy, which results in a chemisorption energy
of 1.75 eV (expt. 1.8 eV). Entropy may account for 0.14 eV at most. The contribution of
dissociation will be implicitly contained in the KMCmodel, unlike dispersion and entropy, which
gives an apparent H2Oot adsorption energy of 1.42 eV. This still deviates from the experimental
value, but not as much as apparent on �rst glance. To conclude, although the deviation between
DFT and experiment is very large, it can be fully explained by taking into account the partial
dissociation, island formation, missing dispersion interaction and thermodynamics.

4.4 The surface phase diagram of the HCl oxidation

The surface phase diagram for the HCl oxidation over RuO2(110) at chemical equilibrium was
calculated as explained in Chapter 2.6 in the pressure range between 10−12 bar and 103 bar at
575 K (Fig. 4.11 a) ). The Sumitomo process usually employs temperatures between 500 K
and 620 K at p(HCl)/p(O2) ≈ 1 at a total pressure up to 10 bar. 575 K thus serves as a typical
temperature for the Sumitomo process. The H2O and Cl2 partial pressures are adapted for
every combination of p(HCl) and p(O2) such that the law of mass action

K(T ) =
peq(H2O) peq(Cl2)

p2
eq(HCl) p

1/2
eq (O2) p

1
2
◦

(4.4)

6Compared to the non-dissociated H2Oot at low coverages.
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Figure 4.11: Equilibrium surface phase diagrams for the HCl oxidation over RuO2(110) as a function
of p(HCl) and p(O2) at 575 K. a) Phase diagram for the regular parameter set. b) Hypothetical phase
diagram for the parameter set based on the same set of DFT calculations, but �tted without lateral
interactions. The orange lines indicate where partial chlorination starts: on the left side all con�gu-
rations only have Obr and on the right side the con�gurations have at least one Clbr. The white lines
indicate conditions where p(HCl)/p(O2) = 1. The area inside the white ellipses approximately corre-
sponds to the industrial conditions. The region enclosed in blue in a) shows for which con�gurations

recombination of two Clot is possible.

is ful�lled. The white line indicates conditions where p(HCl)/p(O2) = 1. The light green phase
in the bottom left corner (very low p(O2) and p(HCl)) shows the stoichiometric oxide which is
stable at 575 K up to 10−8 mbar HCl and 10−10 mbar O2. The part of the phase diagram on
the left side of the orange line shows variations of the stoichiometric oxide (where all bridge
sites are occupied by oxygen) with varying Oot, Clot and OHot coverages. No substitution of
the Obr by Clbr or hydrogenation is evident in this range of pressures. On the right side of
the orange line, all phases show some degree of reduction, either through hydrogenation of an
Obr (resulting in an OHbr) or substitution of Obr by Clbr. The right side of the phase diagram
is dominated by the (1 × 2)-1Clbr-1Obr-1Clot phase which exists over a very large range of
partial pressures with p(O2) < 10−4 bar and 10−7 bar < p(HCl) < 100 bar. It is strongly
favored energetically because it maximizes the attractive Obr-Clbr interaction. This phase (and
variations with di�erent on-top species) has previously been proposed to be the active phase
under industrial reaction conditions. Since the reaction is typically conducted at p(HCl)/p(O2)
≈ 1 for activity and stability reasons (white line in the phase diagram), the proposal seems
questionable. In fact, at p(HCl)/p(O2) ≈ 1, the (1 × 2)-1Clbr-1Obr-1Clot phase is favored only
in the pressure range between 10−7 bar and 10−4 bar. Beyond 10−4 bar, phases with θ(Clbr) =
1/3 dominate.

From the phase diagram, some conclusions about the activity can be drawn based on two
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basic assumptions. First, we propose that Clot must be adsorbed on the catalyst in order to
form Cl2. Second, the adsorbed Clot must be able to access other Clot because the Cl2 formation
is a recombinative process and di�usion along the cus rows requires free sites. These two very
basic assumptions allow us to mark the catalytically active phases in the phase diagram. They
form a closed region which is marked by the blue hatched area which covers most of the phase
diagram. The conditions of the Sumitomo process (marked with a white circle 7) are inside this
region. However, the 'active phase' under these conditions ((1 × 3)-1Clbr-2Obr-2Clot) does not
allow for HCl adsorption because there are no vacancies adjacent to an Obr or Oot. The phase
diagram alone therefore suggests low activity since adsorption of HCl is not possible. This is
an obvious contradiction because it is known from experiments that the catalyst is in fact very
active under these conditions. KMC simulations conducted with the very same parameter set
also show that the surface is very active under atmospheric pressures. It can be concluded
that the phase diagram only serves as a rough indicator of trends. But since it only shows
the most favorable phase, it lacks a lot of information, i.e., what other phases with a similar
grand canonical potential exist, how big a part of the surface is actually occupied by the most
favorable phase and, ultimately, how does the surface look like if all potential phases and their
distribution on the surface are taken into account? Furthermore, a phase diagram calculation
assumes that the gas phase is in chemical equilibrium, i.e., it gives no actual information about
the surface at low conversion where the actual reaction can take place. Because the catalyst
is inactive at equilibrium, the con�gurations shown in the phase diagram are not necessarily
active phases, which may lead to false conclusions about the catalyst activity.

However, from the phase diagram we can extract valuable information about the abundant
intermediates and potential phase transitions on the catalyst surface when the ratio of educt
partial pressures is changed. In the example given here (Fig. 4.11 a) ), there are no phase
transitions because neighboring 'phases' (con�gurations) have a very similar composition. This
is a direct consequence of the lateral interactions that smoothen the transition between the
oxidized and the chlorinated surface.

DFT-based thermodynamics have previously been applied to a number of systems. Among
the literature examples, the CO oxidation over RuO2(110) is notable, for which a DFT-based
phase diagram using the constrained thermodynamics approach was calculated by Reuter et
al. [94, 166] The phase diagram shows distinct surface con�gurations that contain either only
oxygen or only CO. The region of reactant partial pressures for which presence of both reactants
is thermodynamically favored is very narrow. It was shown in Chapter 3 that this is not the
case if lateral interactions are properly accounted for. For the HCl oxidation the e�ect of lateral
interactions on the thermodynamics of the system can be examined using only phase diagrams.
The phase diagram without lateral interactions is shown in Fig. 4.11 b) ). It is obvious that the
total number of di�erent con�gurations appearing in the phase diagram is greatly diminished.
If KMC simulations were conducted using the parameter set without lateral interactions only
a small diversity of di�erent con�gurations would be observed. Interestingly, there is no bridge
chlorination at all, even at high HCl excess when there are no lateral interactions. This means
that bridge chlorination occurs exclusively because of attractive interactions between Obr and
Clbr. Furthermore, the surface is always completely covered by Oot and Clot, which would

7The phase diagram shows equilibrium conditions. For a total pressure of 5 bar an equilibrium conversion
of 93 % is reached. [33] This means that p(HCl) at equilibrium is on the order of magnitude of 0.1 bar.



106 4.4. The surface phase diagram of the HCl oxidation

result in strong poisoning of the surface, except at very low partial pressures. Using DFT-
based thermodynamics the e�ects of changing the adsorption (and interaction) parameters can
be explored with little computational e�ort. From the simple comparison shown here, it can
be concluded that lateral interactions play a major role in increasing diversity on the catalyst
surface. The improvement of the catalyst simulation when interactions are introduced into the
model is not purely quantitative, but qualitative, because completely di�erent con�gurations
can appear as a result of stabilizing/destabilizing interactions.

In the following section, a deeper analysis of the phase diagram employing the distribution
of con�gurations on the surface will be conducted.

4.4.1 Disorder on the surface due to lateral interactions

From the previous section it was concluded that the phase diagram alone does not have the
capability of predicting whether or not the surface is active under certain conditions because
it is computed at chemical equilibrium in the gas phase, which means that the reaction goes
neither forward, nor backward. Also, the phase diagram shows only the most favorable phase,
but not which other phases coexist with it and how much of the surface is actually occupied by
the most favorable phase. In order to gain more insight into the surface under non-equilibrium
conditions, surface statistics as presented in Section 4.12 can be employed.

The distributions of con�gurations were calculated for initial partial pressures p(O2) =
25 mbar and p(HCl) = 100 mbar at conversion between 0.01 % and 99.99 %. Fig. 4.12 a) and
b) shows the weighted and averaged coverages for the con�gurations that constitute 99.99 %
of the surface as a function of the conversion. Fig. 4.12 b) shows the ten most abundant
phases and their percentages according to the weighted Boltzmann distribution. Because the
non-equilibrium thermodynamics employed here are only an approximation the results are most
accurate at equilibrium, which corresponds to a conversion of 65 % for the given temperature
and partial pressures.

As Figures 4.12 a) and b) show the surface undergoes strong changes from low to high
conversion. At low conversion, the chlorination degree is very high (0.4). Only 10 % of
the bridge sites are hydrogenated (OHbr). H2Obr is a minority species, but seems to occur
occasionally. This leaves half the bridge sites in their regular oxidized state. The situation is
similar on the cus sites which are mostly (70 %) occupied by Clot. 10 % of the cus sites are
occupied by OHot and H2Obr. Oot is almost never found. The most abundant con�gurations
are shown in the top row of Fig. 4.12 c). The three most abundant con�gurations occupy
about 7-10 % of the surface each. They have chlorination degrees of 1/3 and 2/3 and high
Clot coverage. The remaining con�gurations have abundance lower than 3.5 %. They represent
less stable (more active) surface states than the major con�gurations and are expected to have
shorter life times. All together, the ten most abundant con�gurations account for only 44 %
of the whole surface. For the calculation of the coverages, the con�gurations that constitute
99.99 % of the surface are evaluated. This corresponds to a total of approximately 3000 di�erent
con�gurations at a conversion of 0.01 %. The sheer number of di�erent con�gurations required
to represent the surface illustrates that the picture of a single 'catalytically active surface
phase' is hardly appropriate in the case of the HCl oxidation over RuO2(110) because even
the three most abundant con�gurations only constitute 27 % of the surface. From a purely
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Figure 4.12: Coverages for a) bridge species and b) on-top species as a function of conversion at
565 K with p0(O2) = 25 mbar and p0(HCl) = 100 mbar. c) The ten most abundant con�gurations at
0.01 %, 0.5 % and 99.99 %. The black numbers above each con�guration indicate the abundance in

percent.

thermodynamic standpoint the surface should be expected to be very chaotic, rather than well-
ordered. Even fundamental quantities like the chlorination degree seem to be inhomogeneous,
seeing as some of the abundant con�gurations have a di�erent bridge chlorination degree. Most
have a chlorination degree of 1/3, but some areas should have higher chlorination degrees (1/2
and 2/3),8 resulting in a total bridge chlorination of 0.4.

With increasing conversion, the bridging chlorination and hydrogenation degree decrease,
resulting in a re-oxidation of the surface. Similarly, the coverage of Clot decreases, while that
of Oot increases. The OHot coverage does not change much. At 50 % conversion the bridge
chlorination degree is down to 0.3, while the Clot and Oot coverages are 0.5 and 0.28, respec-
tively. Among the ten most abundant con�gurations there is only one containing a hydroxyl

8It should be noted that, due to the limited range of lateral interactions, no con�guration with chlorination
di�erent from 0, 1/3, 1/2, 2/3 and 1 can be obtained. The importance of the (1 × 3)-1Clbr-2Obr con�guration
is probably overestimated here.
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group, but many that contain Oot. Again, there are many di�erent con�gurations and the
ten con�gurations shown in the �gure sum up to only 39.5 %. As with low conversion, there
are roughly 3000 additional con�gurations that have to be taken into account to account for
99.99 % of the surface.

When the gas composition approaches total conversion (beyond equilibrium conversion,
i.e., the reaction goes backwards), the surface changes again. At total conversion there are
no Clbr and no OHbr, which means that the surface is completely oxidized. On the cus sites
there is very little Clot, but some OHot (20 %). The remaining cus sites are occupied by Oot.
Because the surface assumes a binary state (i.e., intermediates are either abundant or missing
entirely, as indicated by the coverages) the distribution of con�gurations changes. The most
abundant con�guration now occupies 55.9 % of the surface. Together with the second and
third most abundant con�gurations 79.6 % of the surface can be described. The total number
of con�gurations that constitute 99.99 % of the surface decreases to 1000. The most abundant
con�gurations are dominated by Oot and Obr. Interestingly, Clot and Clbr rarely occur. This
indicates that, from a purely thermodynamic standpoint, Cl2 does not act as a catalyst inhibitor
because dissociation of Cl2 seems to be unfavored.

To conclude, it is possible to learn a lot about the surface only from thermodynamic con-
siderations. From the bridge chlorination degree as a function of conversion we learn that it
is much easier to chlorinate the surface using HCl and O2 than using Cl2 and H2O. This has
previously been proposed from experimental observations, but the reasons given were purely
kinetic in nature. However, even thermodynamics alone dictate that chlorination using Cl2 and
H2O is not favorable. A rough estimate of the Clot coverage under the given conditions can
also be obtained. This gives a hint about catalyst inhibition. In the case presented here the
maximum Clot coverage is only 0.7, which is far from poisoning the catalyst. Higher conversion
also does not lead to more poisoning by Clot. Rather, the surface seems to be �poisoned� by
oxygen (Oot) which is formed from the dissociation of H2O and subsequent HCl desorption.
Furthermore, the abundance distribution of con�gurations suggests that there is no single or-
dered phase on the catalyst. Rather, many con�gurations with similar abundance are present
on the surface, suggesting that the catalyst surface should be disordered with many di�erent
con�gurations present. The reason for this observation clearly lies in the lateral interactions:
due to many small energy contributions there are a lot of con�gurations that look very di�erent
(even containing completely di�erent species) and have only slightly di�erent grand canonical
potentials, resulting in similar abundance on the surface.

Of course, the conclusions are valid only if the results from DFT-based thermodynamics
are somewhat close to reality. Whether the surface truly behaves as shown here cannot be
determined from experiments easily. However, it will be shown later in this chapter (Section
4.6.3) that the thermodynamic results agree very well with KMC simulations under the same
conditions employing the full mechanism kinetically. The agreement is not quantitatively per-
fect, but some trends are very well described. Particularly the dependency of the Obr/ot and
Clbr/ot species on the conversion is very well reproduced, even reaching quantitative agreement
in some cases. There are a few general reasons why KMC and DFT-based thermodynamics
yield di�erent results: First of all, the approximations employed in the DFT-based thermody-
namics are strictly valid only close to equilibrium. The most active state at low conversion,
however, is very far from equilibrium. At conversion lower than 5 % and higher than 95 %
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good agreement between the two approaches should not be expected.9 Secondly, some surface
properties are actually governed by kinetics, especially those where di�erent reaction paths
with di�erent activation energies compete. The feasibility of some steps with high activation
barriers is governed by the temperature. Therefore, it should be expected that at high tem-
perature better agreement between the kinetic simulations and thermodynamics is achieved.
Another very important factor is that con�gurations are treated as ordered phases that extend
periodically in both directions. This also means that phase boundaries are not taken into ac-
count. However, considering that the surface is comprised of many di�erent con�gurations in a
disordered fashion, the actual lateral extension of the surface 'phases' is very small. This ren-
ders the phase boundaries even more important than the phases themselves which potentially
poses the biggest problem with the approach presented here. The accuracy can be improved
somewhat by including larger con�gurations into the calculations. However, the computation
time increases exponentially with con�guration size.10 Therefore the approach is feasible only
for small con�gurations. However, even given the present limitations it is quite powerful to
predict trends in surface coverages before actual kinetic simulations are conducted, at least for
reactions like the HCl oxidation where the surface state of the catalyst is strongly governed by
thermodynamics.

4.5 Transition State calculations

In addition to the adsorption energetics which are described by the cluster expansion, the KMC
simulations require activation energies (transition state energies) for all elementary steps. The
elementary steps are grouped in (dissociative) adsorption/(associative) desorption, di�usion
(hopping) and hydrogen transfer reactions. Although hydrogen transfer reactions can also be
considered as di�usion or hopping steps, they are modeled as (chemical) reactions because they
alter the chemical identity of the species involved (e.g., *OH + *OH → H2O* + O*). Because
RuO2(110) has two di�erent types of surface sites, there are multiple version of the �same�
reaction which are modeled individually. In some cases, such as HCl adsorption/desorption,
chemical reactions and desorption/adsorption cannot be separated because a hydrogen atom
has to be transferred to a neighboring oxygen species. All transition state calculations were
performed using the string method.

4.5.1 Dissociative Adsorption

One particularly noteworthy feature of the HCl oxidation over RuO2(110) is that there are
several elementary steps with zero (≡ 0) activation energy. Some of these were already identi�ed
as having �near zero� activation energy from experiments. The transition state calculations show
that some dissociative adsorption steps proceed with a very small barrier that may not be of
relevance at �nite temperature. Some others, however, have no activation energy at all.

9The numbers given here are relevant only for the HCl oxidation where the equilibrium conversion is �close�
to 50 %.

10At least with the presently employed brute-force algorithm.
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O2 dissociation

The dissociation of O2 is discussed at length in the chapter on the CO oxidation (cf. Section
3.2.1, page 42). All the conclusions drawn there also apply to the O2 dissociation in the HCl
oxidation.

HCl dissociation

It has previously been observed in experiments that the dissociative adsorption of HCl proceeds
without notable barrier. [149] The most important dissociation processes are those where Cl
adsorbs onto a cus site and the hydrogen atom is transferred to Oot/br or OHot/br. The steps
where Cl adsorbs into a bridge site can be modeled theoretically as well, but they are not relevant
for the reaction at all because bridging vacancies are extremely rare in the HCl oxidation at
elevated pressures11. Therefore, the activation energies for these steps were not computed
explicitly and their activation energies are simply assumed as zero.

Transition state calculations for the HCl + O/OHbr/ot → Clot + OH/H2Obr/ot pathways
demonstrate that the dissociation of HCl proceeds without barrier in most cases (Fig. 4.13).
A physisorbed or weakly chemisorbed precursor state of HCl was not observed when HCl
adsorbs next to O or OH species because HCl dissociates barrierlessly. Only a surface with
fully chlorinated bridges is able to stabilize a weakly adsorbed HCl molecule. The undissociated
HCl molecule has an adsorption energy between 0.25 eV and 0.60 eV, depending on coverage
and direct neighborhood.

Within the series of transition state calculations, two di�erent mechanisms for HCl dis-
sociation were observed. HCl + Obr, HCl + OHbr and HCl + OHot dissociate with the same
mechanism (mechanism A). Only HCl + Oot dissociates with a di�erent mechanism (mechanism
B).

In mechanism A, HCl approaches the surface as an intact molecule until the distance between
the H in HCl and the hydrogen-accepting O is around 1.8 to 1.9 Å. When the cus site is empty
(i.e., the Ru is coordinatively unsaturated) the Rucus is normally located below the base plane
of the RuO5 pyramid. It is lifted into the pyramidal plane already at a Ru�Cl distance as large
as 3.8 Å. The interaction between Cl and Rucus seems to be weak, but long-ranged. The weak
Rucus�Cl bond provides a stabilization of the adsorbing molecule, which is indicated by the
total energy decreasing long before the Cl�H bond even starts to dissociate. When the O�H
distance is below 1.9 Å (corresponding to a reaction coordinate around 0.6-0.8), the Rubr�Obr

and Cl�H bonds start stretching to facilitate the formation of the new O�H bond. When the
Cl�H starts to dissociate, the Rucus�Cl distance is still 2.8 Å, but the Cl* is stabilized by the
interaction with the newly formed OH/H2O group and the Rucus. After the formation of the
O�H bond, the Cl moves toward the Rucus, until the �nal distance of 2.38 Å is reached. The
dissociative adsorption proceeds in this fashion for the pathways in Fig. 4.13 a), c) and d).
In each diagram, the central inset shows the geometry where the Cl�H bond is �rst stretched
longer than the gas phase bond length of 1.275 Å.

11Analysis of the occurrence of elementary steps in KMC simulations indeed shop that none of the dissociation
steps where Cl adsorbs onto a bridge site ever occur, despite having zero activation energy.
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Figure 4.13: Transition state calculations for dissociative adsorption of HCl. In the starting geome-
tries HCl was placed at a distance of 6 Å above the topmost Ru layer, parallel to the surface. The
starting and �nal con�gurations are shown in the KMC representation on the left and the right hand
sides of the diagrams. The central insets show the geometries at the point where the H�Cl bond starts
to stretch measurably, except in b) where the transition state is shown. a) HCl + Obr → Clot + OHbr;
b) HCl + Oot → Clot + OHot; c) HCl + OHbr → Clot + H2Obr; a) HCl + OHot → Clot + H2Oot.

The only HCl dissociation process that follows mechanism B is HCl + Oot → Clot + OHbr

(Fig. 4.13 b) ), for which a small activation energy was found in the transition state calculation.
The energy slightly decreases from the gas phase level up to ξ ≈ 0.38, followed by an activated
state with a small activation barrier of 0.05 eV. After the maximum the energy steeply descends
until the dissociation is complete. The total energy at the transition state is a little lower than
the gas phase energy level. The inset geometry depicts the transition state. At the transition
state the Cl�H bond is already mostly dissociated and the O�H bond length only slightly longer
than in the �nal state. The Cl does not interact attractively with the Rucus, indicated by the
Rucus position which remains below the RuO5 pyramidal plane until ξ ≈ 0.67 (corresponding
to a Ru�Cl distance of 3.16 Å). In mechanism B the Cl�H bond �rst dissociates, and then
the Ru�Cl bond forms. In mechanism A, on the other hand, there is an attractive interaction
between the Rucus and the Clot even before the Cl�H bond dissociates.



112 4.5. Transition State calculations

Figure 4.14: Dissociation of Cl2 over a partially chlorinated RuO2(110) surface. In the initial state
the Cl2 molecule is located at a distance of 5.27 Å to the uppermost Ru layer and is aligned parallel
to the cus rows ([001] direction). a) Energy vs. reaction coordinate. The geometry where the energy
starts to decrease from the vacuum level (ξ = 0.65) is depicted in the inset geometry. The small hill at
ξ = 0.3 can be traced back to insu�cient convergence. b) Cl-Rucus and Cl-Cl distances vs. reaction

coordinate.

Cl2 dissociation

The mechanism of the Cl2 dissociation (one-, two-, or three-step process) has not been es-
tablished yet, and detailed experimental data on this particular step of the mechanism are not
available in the literature. For the dissociative adsorption of a homonuclear, diatomic molecule,
there are several possible mechanisms: the molecule could adsorb as an intact dimer, termi-
nally bound to a site. In subsequent steps, it forms a bidentate complex and �nally dissociates.
The two-step variant either assumes monodentad adsorption as the �rst step, followed by one-
step dissociation, or bidentate adsorption as the �rst step and subsequent dissociation. In the
one-step mechanism the bond breaks homolytically with the simultaneous formation of both
surface-adsorbate bonds without adsorbed precursor states.

In the simplest mechanism the Cl2 dissociation proceeds in a single step. A transition
state calculation was performed starting from a Cl2 molecule �xed at a distance of 5.27 Å
from the surface with the bond parallel to the surface. As the �nal state, the fully dissociated
geometry with two Cl bound on-top of two neighboring Rucus was chosen. The energy curve
of the transition state calculation is presented in Fig. 4.14 a). The energy (relative to the
vacuum level) is 0 while the molecule approaches the surface in an almost parallel alignment
to the surface. At ξ = 0.6, the energy starts to steeply descend until the Rucus�Clot bonds
are formed. The dissociation proceeds via homolytic bond cleavage without a precursor state
and without a barrier. Fig. 4.14 b) details the dependency of the Cl�Cl bond length and the
Cl�Rucus distance on the reaction coordinate. The Ru�Cl distance depends almost linearly on
the reaction coordinate. At ξ = 0.6 the Cl�Cl bond starts to stretch, which coincides with the
energy descent in Fig. 4.14 a). Interestingly, the bond already starts stretching at quite large
distance from the surface (3.5 Å), which is reminiscent of the HCl dissociative adsorption. The
same long-range attractive interaction that causes the Rucus to shift into the RuO5 pyramidal
base plane is conceivable during the Cl2 dissociation as well (at ξ = 0.6).
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Table 4.4: Activation energies for di�usion processes obtained by transition
state calculations.

di�usion di�usion
Species from to barrier / eV Species from to barrier / eV

O ot ot 1.181 OH ot ot 1.08
O ot br 0.95 OH ot br 1.08
O br ot 2.30 OH br ot 2.41
O br br 0.85

Cl ot ot 0.62 H2O ot ot 1.03
Cl ot br 0.20 H2O ot br 0.85
Cl br ot 1.30 H2O br ot 1.16
Cl br br 0.65

1 extrapolated value

The one-step mechanism for dissociative Cl2 adsorption proceeds without barrier. Although
this alone is a strong indicator that the one-step mechanism is plausible, the two- and three-step
mechanisms shall not be left unexplored. In the two-step mechanism Cl2 �rst adsorbs (barrier-
lessly) as a bidentate complex, bound to two neighboring Rucus atoms which dissociates with
a barrier in the second step. Such a bidentate complex was not found in the DFT calculations
because Cl2 instantly dissociates when su�ciently close to the Rucus. This also rules out the
three-step mechanism where the bidentate complex is formed in the second step. This three-
step mechanism is not possible because there is no bidentate complex of Cl2 on Rucus. This
leaves one �nal possibility of a two-step mechanism where Cl2 �rst adsorbs as a monodentate
complex which dissociates in a single step, transferring the topmost Cl atom to the neighboring
Rucus. A monodentate complex (Cl2)ot was indeed discovered using DFT calculations. It is
weakly adsorbed (0.63 eV). The Cl�Cl bond length is stretched (2.185 Å) compared to the
gas phase (1.988 Å [157]). The monodentate complex has C1 symmetry and is stabilized by
the neighboring Obr (indicated by displacement of the Obr toward the Cl). A transition state
calculation for the dissociation of the monodentate complex was not performed. Considering
that the monodentate complex is a minimum on the PES, the dissociation must have at least a
small barrier, which makes this mechanism less favorable than the one-step dissociation mech-
anism which proceeds without barrier. Considering that the energy di�erence between the
fully dissociated state and the monodentate complex is 1.55 eV it also seems unlikely that the
monodentate complex plays a role as an intermediate in the HCl oxidation.

4.5.2 Di�usion barriers

All HCl oxidation intermediates can di�use along the [001] and [1̄10] directions. This section
is dedicated to providing an overview without discussing all the details. The di�usion barriers
are summed up in Table 4.4.
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Figure 4.15: Di�usion barrier of Oot di�usion
as a function of the super cell size. For low cov-
erage con�gurations with one Oot in the super
cell were used. In the high coverage con�gu-
rations all on-top sites but one were occupied
by oxygen, resulting in a single on-top vacancy.
Regression curves of the form a/A2 + b/A + c
were �tted to the data points. The extrapo-
lated di�usion barriers at in�nitely large su-
per cell size are given by the parameter c. At
low coverage c = 1.18 eV and at high coverage

c = 1.11 eV.

Di�usion barrier of Oot

An overview of the literature data concerning this particular di�usion barrier shows that there
is a signi�cant scattering between the data from di�erent groups. Values ranging between
1.05 eV and 1.60 eV have been reported by literature sources: Reuter et al: 1.60 eV, [6] Hess
et al: 1.53 eV, [45] Wang et al: 1.36 eV, [109] Shah et al: 1.05 eV. [41]

High di�usion barriers can have a signi�cant impact on the catalytic activity if the process
temperature is lower than the di�usion temperature. The di�usion temperature is de�ned as the
temperature where di�usion becomes observable on the laboratory scale. This is typically the
case when the di�usion rate exceeds 1 s−1, though the exact value depends on the experimental
method. Assuming a frequency factor of 1013 s−1 the di�usion temperature is approximated by

Tdiff ≈
Ediff

R ln(1013)
. (4.5)

The di�usion temperatures predicted by the literature values scatter between 350 and 750 K.
Experimentally, the di�usion barrier is estimated to be between 0.9 and 1.3 eV. The lower
limit is given by the observation that Oot is immobile at room temperature on the STM time
scale (minutes to hours). [100, 104, 110] The upper limit is given by the TD spectrum: KMC
simulations have shown that di�usion barriers higher than 1.3 eV signi�cantly alter the shape of
the TD spectrum due to immobility of Oot at the desorption temperature of 400 K. At di�usion
barriers higher than 1.4 eV an additional high-temperature signal appears that indicates the
di�usion temperature. Such a signal has not been observed in TD experiments [98] so far and
is therefore dismissed as an artifact caused by an unreasonably high di�usion barrier. When
Oot are modeled as completely immobile species (di�usion deactivated) the high temperature
signal appears around 720 K where Oot recombine with neighboring Obr. Such a signal has been
reported only for co-adsorption experiments of HCl and O2 where Oot are trapped between
Clot. [51]

The large scattering of activation barriers reported by di�erent groups is quite astonishing
because the transition state is not geometrically complicated and should be robust with regard
to the method used for transition state modeling. Di�usion barriers also should not be strongly
a�ected by the choice of GGA functional; in fact, even groups using the same functional report
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vastly di�erent values. In order to �nd the reason for the large scattering between the groups,
transition state calculations for di�erent computational setups were conducted. [167] These
�experiments� revealed that the Oot di�usion barrier is signi�cantly a�ected only by the size of
the supercell.12 If the calculation is done in the smallest possible supercell (1×1), an activation
barrier of almost 2 eV is obtained. As the cell size is increased, the di�usion barrier (Ediff,o)
quickly converges to 1.18 eV (Fig. 4.15). Although it is in principle known that activation
energies can be a�ected by the super cell size, it is common practice to use the smallest possible
super cell for transition state calculations in order to save computational time. In NEB or
string calculations, this is particularly important because several images along the minimum
energy path have to be calculated. However, the example of Oot di�usion shows that saving
computational time does not always pay o�. How can one know how to choose the super cell
size in order not to waste any time and still get a reasonable barrier? In order to shed light on
this subject, the di�usion of Oot will be examined in detail in the following discussion.

Oot di�usion along the Ru-1f-cus atoms ([001] direction) is generally unfavored on RuO2(110)
due to the large distance between neighboring Rucus sites. The distance between two neigh-
boring Rucus sites is very large (3.12 A) compared to the Rucus-Oot bond (≈ 1.7Å). Complete
dissociation of the Rucus-Oot bond would be endothermic by 4.5 eV and therefore does not
occur. Rather, the �exible RuO2 lattice provides stabilization in order to reduce the Rucus-Oot

bond length in the transition state, preventing the dissociation of the Rucus-Oot bond. The
less strain is induced in the lattice, the lower the di�usion barrier. In a (1×1) super cell (cf.
Fig. 4.16 a) ), stabilization is obtained exclusively by displacing the Rucus perpendicular to the
surface. Because the Rucus-Rucus distance is �xed by periodic boundary conditions, displacing
the Rucus along the [110] direction is the only option for stabilizing the transition state. To
allow for such a large displacement above the base plane of the RucusO5 pyramid, the subsurface
Rucus-O3f bond must be stretched, �nally resulting in the 2 eV di�usion barrier observed for
this super cell.

In larger super cells, tilting of the (RucusO5)-pyramids occurs (cf. Fig. 4.16 b) and c) ).
Thereby the Rucus-Rucus distance in the transition state can be reduced from 3.12 Å in a (1×1)
super cell to 2.77 Å in a (1×6) super cell, thus greatly reducing the di�usion barrier to 1.53
eV. In contrast, the Rucus-Odiff distance hardly changes between a (1×1) and a (1×4) supercell
(2.01 Å and 1.97 Å, respectively). The shortening of the Rucus-Rucus distance leads to a tilt
of the corresponding octahedrons, resulting in a 20deg angle of the equatorial planes. The
local coordination environment of the di�using Oot strongly resembles the Obr geometry. If the
transition state calculation is performed in a (1×2) cell, the surface becomes strongly corrugated
because all octahedrons of the uppermost bulk layer are tilted in opposing directions. This is
not very realistic because it models a layer of Oot with θ(Oot) = 0.5, where all Oot di�use at
the same time. If a larger supercell is employed, the corrugation is reduced because at least
one cell without a tilted octahedron is inserted which can absorb the strain. As a result, the
geometry of the �spacing� cell is di�erent from the relaxed surface. In this particular case, the
Rucus-Rucus distance in the cell which is farthest away from the transitions can be used as an

12Cuto� energy, GGA functional, dispersion correction and choice of pseudo potential have only very little
e�ect on the di�usion barrier.
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Figure 4.16: Geometries of Oot and Clot di�usion transition states. Left column: initial state, central
column: transition state, right column: transition state with RuO5 pyramids indicated in blue lines,
showing deformation of the surface. Di�usion of Oot in a) (1×1), b) (1×2), and c) (1×4) super cells.

d) Di�usion of Clot in a (1×4) super cell for comparison.

indicator to measure the residual strain.13 The Rucus-Rucus distance decreases from 3.33 Å in
a (1×2) super cell to 3.180 Å in a (1×6) super cell. The equilibrium distance is 3.119 Å. There
is still a small deviation, which suggests that the geometry is still not perfectly converged with
respect to super cell size.

For comparison the transition state geometry of a di�using Clot is depicted in Fig. 4.16
d). It is quite evident that the Ru�Cl bond is considerably longer and softer, which leads to
very little distortion of the lattice in the transition state. This elementary process therefore
does not require very large super cells to return good activation energies. This illustrates that
the required super cell size should be determined for each elementary step individually because
di�erent intermediates can behave very di�erently on the same substrate.

Not only the distance between di�using Oot in [001] direction a�ects the di�usion barrier.

13The more the bond lengths resemble the relaxed (1×1) supercell the better the transition state is converged
with respect to the super cell size.
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In [1̄10] direction, a di�erent stabilization mechanism is at work, which involves expanding the
lattice to stabilize the transition state. The expansion is indicated by the distance between
the Ru4f atoms in [1̄10] direction. In a (1×n) super cell, this distance is �xed to 6.39 Å due
to periodic boundary conditions. In a (2×4) super cell, the distance between Ru4f directly
adjacent to the di�using Oot is increased to 6.54 Å in the transition state. This leads to
a greatly increased distance between the O3f that connect the two RuO5 pyramids between
which the di�using Oot is transferred. This distortion of the pyramids leads to an even smaller
Rucus-Rucus distance in the transition state than in the (1×6) super cell (2.67 Å). It is clear that
increasing the super cell size in terms of total surface area reduces lattice strain and thereby
the di�usion barrier, but di�erent stabilization mechanisms exist for the di�erent directions.

It should be noted that the e�ects observed here are not attributed to the Oot coverage,
but only to the super cell size. The same calculations were repeated for con�gurations where
all but one cus site are occupied by Oot. The resulting di�usion barriers are plotted in Fig.
4.15 along with the low-coverage values. The di�usion barriers notably di�er only for super
cells larger than (1×4). The extrapolated values obtained by �tting a hyperbolic function to
the di�usion barriers are 1.18 eV for the low-coverage con�gurations and 1.11 eV for the high-
coverage con�gurations. Although the extrapolated values slightly di�er, the in�uence from
the super cell size is considerably larger.

The author expects similar stabilization mechanisms to be present on other oxide surfaces
so that transition state calculations where the super cell size is not taken into consideration will
inevitably result in unreasonably high di�usion barriers. The above considerations demonstrate
that the transition state geometry (bond lengths and angles) is expected to converge at very
large super cells. Performing many calculations in di�erent super cells is quite impractical
because even a single evaluation of an activation barrier is quite computationally intensive. As
a rule of thumb, however, a transition state can be considered reliable if the geometry of the
cell farthest away from the transition state is identical or at least very close to the initial and
�nal state.

4.5.3 Hydrogen exchange between hydroxyl groups and oxygen

Hydrogen atoms can be exchanged between hydroxyl groups (OHot/br) and adsorbed oxygen
(Oot/br). There are three distinct reaction paths: OHot + Oot, OHbr + Oot and OHbr + Obr.
The OHot + Obr exchange is the backward reaction of OHbr + Oot and is not considered
individually. The energy pro�les for the transfer reactions are plotted in Fig. 4.17 along with
the transition state geometries. Some of the processes presented in this and the following section
have previously been described in the literature. [145, 150] A comparison of literature values
with the present work is compiled in Table 4.5 (upper part).

For the hydrogen transfer between OHot and Oot the barrier is rater low at 0.29 eV (cf.
Fig. 4.17). Because the initial and �nal state are symmetry-equivalent the transition state is
C2v-symmetric with the hydrogen atom centered between the Oot. In the transition state the
Ru�O bonds are elongated to 1.831 Å compared to the initial state (1.717 Å). The two Oot

approach each other in the transition state resulting in an O�O distance of 2.446 Å which is
signi�cantly shorter than the O-O distance in the initial state (2.994). This assists in reducing
the distance the hydrogen atom has to cross between the two Oot and results in an O�H distance
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Figure 4.17: Energy curves for the three OH + O recombination reactions. Initial, �nal states and
transition states are shown as insets in the diagrams. a) OHot + Oot, b) Obr + OHot, c) OHbr + Obr.

in the transition state of 1.238 Å. Knapp et al. report an activation energy of 0.22 eV for this
elementary step. [145]

The hydrogen transfer between OHbr and Oot is mechanistically very important in the HCl
oxidation over RuO2(110) because the Obr are the primary basic sites that can accept hydrogen
atoms from dissociating HCl. To enable H2O formation, however, the hydrogen atom has to
be transferred to Oot. The hydrogen transfer from OHbr to Oot is almost thermoneutral with
an energy di�erence of only +0.05 eV (cf. Fig. 4.17). The activation barrier is also not very
high (0.43 eV), so that the hydrogen atom can be exchanged freely between Obr and Oot at
the reaction temperatures which are typically higher than 500 K. The transition state has Cs

symmetry and is structurally similar to the previously described OHot + Oot hydrogen transfer.
The Obr and Oot approach each other in the transition state to reduce the distance the hydrogen
atom has to cross. However, because the Obr cannot be displaced quite as easily as the Oot,
the O�O distance in the transition state is a little longer (2.617 Å), resulting in a larger O�H
distances as well (Oot�H: 1.297 Å, Obr�H: 1.346 Å). Lopez et al. report a similar barrier for this
hydrogen transfer (0.55 eV), while the value by Knapp et al. is signi�cantly lower at 0.28 eV.

Transferring hydrogen atoms from OHbr to Obr is sterically di�cult. This process has
previously been described by Knapp et al. who report a di�usion barrier of 2.5 eV. [145] For
the sake of completeness this calculation was redone and resulted in a slightly lower barrier
of 2.22 eV (cf. Fig. 4.17). The transition state is C2v-symmetric with the hydrogen atom
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Table 4.5: Comparison of literature values for di�erent hydrogen transfer processes. Barriers for
reverse processes are given in parentheses, if available.

Process Activation energy / eV

This work Knapp et al. [145] Lopez et al. [150]

OHot + Oot 0.29 0.22 �
OHbr + Oot 0.43 (0.46) 0.281 0.55 (0.56)
OHbr + Obr 2.22 2.5 �

OHot + OHot 0.196 (0.273) � 0.24 (0.35)
OHbr + OHot 0.170 (0.230) � 0.38 (0.65)

1 The activation energy for the reverse process and energy di�erence
were not reported

centered between the Obr. Because the Obr are two-fold bound to the surface, they cannot
easily be displaced along the [001] direction. The hydrogen atom therefore has to cross quite
a large distance without stabilization by the Obr. In the transition state the Obr-H distance is
1.637 Å. Because the Obr-H bond almost completely dissociates to enable hydrogen di�usion
the resulting activation energy is very high at 2.11 eV.

4.5.4 Recombination of hydroxyl groups

There are four possible paths for the recombination of hydroxyl groups to water: OHot + OHot,
OHot + OHbr (→ H2Oot + Obr) , OHbr + OHot (→ H2Obr + Oot, H2Obr desorbs instantly),
and OHbr + OHbr. Figure 4.18 shows the energy curves for all four recombination processes
along with the transition state geometries.

The OHot-OHot recombination starts from an angulated con�guration where one OHot is
hydrogen-bound to the other with an H· · ·O�H angle of 122.4° and a hydrogen bond length
of 1.919 Å. The precursor is structurally similar to the dissociated H2O structure described in
detail in Section 4.3.3, but involves two OHot, not an OHot and OHbr. The recombination is
exothermic by −0.077 eV with the �nal state being an H2Oot with two hydrogen bonds (to Obr

and Oot). Because the initial state is structurally similar to the �nal state the activation energy
for the hydrogen transfer is exceptionally low at 0.196 eV, which suggests that the proton can
be freely exchanged between the OHot and the Oot. In the transition state the two O atoms
approach each other, resulting in an O-O distance of 2.51 Å and O�H distances of 1.114 Å
(Oot · · ·H) and 1.412 Å (Obr · · ·H).

The initial state for the OHot + OHbr (→ H2Oot + Obr) recombination is also an angulated
conformation as described in Section 4.3.3, this time involving an OHbr and OHot (cf. initial
state in Fig. 4.18 b) ). The recombination proceeds via a transition state where the Obr-Oot

distance is shortened to 2.451 Å and the proton is positioned between the two oxygen atoms at
OH distances of 1.288 Å (Oot · · ·H) and 1.180 Å (Obr · · ·H). The activation energy is very low at
0.17 eV. The recombination to an on-top H2O molecule is slightly exothermic by approximately
−0.06 eV. The �nal state is structurally similar to the one described in the previous paragraph
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Figure 4.18: Energy curves for the four OH + OH recombination reactions. Initial and �nal states
are shown as insets on the left and right sides of the diagram. The transition states are shown as

central insets. a) OHot + OHot, b) OHot + OHbr, c) OHbr + OHot, d) OHbr + OHbr.

with the H2Oot molecule adsorbed parallel to the surface, stabilized by two hydrogen bonds.

OHot and OHbr can also recombine to form an H2Obr molecule. However, H2Obr is not stable
when adsorbed next to an Oot, resulting in instantaneous desorption of H2O. The initial state
for the recombination (cf. Fig. 4.18 c) ) is an OHot group adsorbed next to an OHbr group with
the OHot donating a hydrogen bond to the OHbr. The H· · ·O�H angle is 117.6°, resulting in
a structure very similar to H2O, but bound to the surface via its O atom. The recombination
to gaseous H2O proceeds without kinetic barrier, but is endothermic by 2.15 eV, resulting in
monotonously increasing energy until the H2O is su�ciently far away from the surface to not
interact with it. There is no transition state. The geometry inset in Fig. 4.18 c) shows a
snapshot of the hydrogen transfer where the Obr-Oot distance is minimized. In this state the
OHbr is already detached from the Rubr (d(Ru· · ·O) = 2.71 Å). After the H2O molecule has
been formed ξ ≈ 0.35 a hydrogen bond toward the Oot remains until the H2O is su�ciently
far away from the surface, resulting in continuously increasing energy. However, there is no
separate minimum for the state where there is only a hydrogen bond toward Oot, which means
that this reaction can be modeled as a single-step process. Since this recombination is strongly
endothermic, it's very unlikely to occur during the actual reaction, especially because OHot and
OHbr can also recombine to an H2Oot, which is exothermic by 0.06 eV and activated by only
0.17 eV.
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Figure 4.19: Energy curves for the three H2O + OH reaction steps. Initial and �nal states and
transition states are shown as insets. a) H2Oot + OHot, b) H2Oot + OHbr, c) H2Obr + OHbr.

The recombination of two neighboring OHbr is also endothermic by 1.21 eV (Fig. 4.18 d) ).
The energy curve is notably asymmetric with the transition state very close to the �nal state. In
the initial state the two OHbr groups are arranged parallel to each other.14 For recombination,
one OHbr detaches from the Ru atom located away from the other OH and moves very close to
the central Rubr. The other OHbr group rotates in place. At the transition state the hydrogen
atom is practically centered between the two oxygen atoms with O�H distances of approximately
1.25 Å. The H2Obr molecule which is �nally formed is adsorbed in an asymmetric conformation
(cf. Section 4.3.4). The actual activation energy for the recombination is quite low (0.183 eV),
but since the recombination is endothermic by 1.209 eV, the resulting barrier is 1.392 eV. Due
to the endothermicity this process is very unlikely to occur during the simulation. Especially
because the interaction between neighboring OHbr is strongly repulsive, which makes it very
rare for two OHbr to adsorb next to each other at low OHbr coverages.

4.5.5 Hydrogen transfer between water and hydroxyl groups

Hydrogen transfer is also possible between an adsorbed H2O and a hydroxyl group. For this
elementary step there are only three possibilities: H2Oot + OHot, H2Obr + OHot, and H2Obr

+ OHbr. The H2Oot + OHbr reaction is the backward reaction of H2Obr + OHot and therefore

14The anti-parallel arrangement was not examined here but is expected to have a similar activation energy.
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does not constitute an individual elementary step. None of the reactions contribute to the
formation of water because both the educt and product side have a water molecule. Rather,
they should be considered mere hydrogen transfer/di�usion reaction.

For the H2Oot + OHot reaction the �nal state is identical to the initial state (cf. Fig. 4.19
a) ). The H2Oot is stabilized by hydrogen bonds to Obr and OHot. The OHot is adsorbed in the
water-like angulated arrangement with an H· · ·O�H angle of 122.0°. The hydrogen transfer has
zero net reaction energy because the initial and �nal states are identical. Because the H· · ·O
distance is already quite small in the initial state (1.665 Å) the hydrogen transfer is activated
only by 0.13 eV. The transition state shown in the central inset of Fig. 4.19 a) is Cs-symmetric
with O· · ·H distances of 1.234 Å.

The initial state for the H2Oot + OHbr reaction has an H2Oot molecule adsorbed next to
a bridging hydroxyl group with one of the hydrogen bonds of H2O pointing toward the OHbr

(cf. left inset in Fig. 4.19 b) ). The initial H· · ·O distance is 1.746 Å. The product of the
reaction, H2Obr, however, is not stable when adsorbed next to a hydroxyl group, resulting in
instantaneous desorption of H2O. The energy of the reaction curve continuously increases from
the initial state to the �nal state where H2O is completely detached from the surface. There
is no transition state along the reaction coordinate. The geometry where the O-O distance is
minimized (at ξ ≈ 0.3) is shown as an inset in Fig. 4.19 b). The bridging hydroxyl group is
strongly displaced from its original position, practically dissociating the two O-Ru bonds before
the hydrogen atom is transferred. The reaction is strongly endothermic (+2.22 eV), rendering
it insigni�cant for the HCl reaction mechanism.

The �nal possibility for exchanging hydrogen atoms is between H2Obr and OHbr (Fig. 4.19 c)
). In the initial state the H2Obr is adsorbed in asymmetric con�guration, but facing away from
the OHbr (facing toward the OHbr is not favorable). The �nal state is an exact mirror image of
the initial state, resulting in zero net energy di�erence between the states. The Cs symmetric
transition state looks similar to the one of the H2Oot + OHot reaction. In the transition state
the hydrogen atom is centered between the OHbr groups with quite a large O· · ·H distance of
1.895 Å. Transferring a hydrogen atom along this pathway is quite unfavorable, resulting in a
rather high barrier of 1.34 eV. Furthermore, the starting con�guration with H2Obr and OHbr

in direct neighborhood is very unlikely to occur during the reaction because H2Obr itself is a
rare intermediate. Paired with the very high activation energy this process most likely does
not play an important role in the mechanism.

4.6 Kinetic studies

The parameter set for KMC simulations consists of the full cluster expansion parameters (listed
in Section B.1) and the activation energies corrected for microreversibility (listed in Section
B.1). KMC simulations were applied to conditions where experimental data are available in
order to assess the DFT-derived parameters. Con�gurations and coverages obtained from
the simulations provide detailed microscopic insight into the surface processes under reaction
conditions. This allows for further deductions about the active phase, the reaction mechanism
under di�erent conditions and the RDS.
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Figure 4.20: a) Log-Log plot of TOF (rate of Cl2 formation) versus p(O2)/p(HCl) at 565 K and
di�erent p(HCl). The trend of the maximum activity is indicated by a black arrow. b) ditto, at

p(HCl) = 10 mbar and di�erent temperatures.

4.6.1 The oxygen promoting e�ect

It was found experimentally that oxygen has a promoting e�ect on the reaction (positive re-
action order), even at over-stoichiometric ratios of p(O2)/p(HCl). [52, 150] This discovery was
named �oxygen promoting e�ect�. The same e�ect is also observed in KMC simulations, which
can provide an atomic-scale explanation of the observed oxygen promotion. Simulations related
to oxygen promotion were conducted for p(HCl) = (1 mbar, 10 mbar, 100 mbar), 0.03 mbar ≤
p(O2) ≤ 10000 mbar and 490 K ≤ T ≤ 620 K. A selection of the thus-obtained TOF data are
plotted in Fig. 4.20.

The simulation results at all p(HCl) and temperatures have it in common that the reaction
order in O2 is positive at under-stoichiometric and slightly over-stoichiometric p(O2). Only
at strongly over-stoichiometric p(O2) inhibition by oxygen was observed. The maximum rate
of Cl2 formation was observed for a p(O2)/p(HCl) ratio between 3 and 30, depending on the
temperature. Figure 4.20 a) shows a log-log plot of the Cl2 formation rate versus p(O2)/p(HCl)
for di�erent p(HCl) between 1 and 100 mbar. Increasing p(HCl) leads to an increase in TOF for
all p(O2). Simultaneously the maximum of activity shifts to lower p(O2)/p(HCl), as indicated
by the black arrow. The overall shift is not very big: the maximum of activity shifts from
p(O2)/p(HCl) = 10 at p(HCl) = 1 mbar to pmaxrate(O2)/p(HCl) ≈ 6 at 100 mbar.

The e�ect of the temperature on p(O2)/p(HCl) where the TOF is maximized is more pro-
nounced: activity curves were calculated for p(HCl) = 10 mbar at temperatures between 530 K
and 620 K. The results are plotted in Fig. 4.20 b) ). The reaction rate increases with temper-
ature and the maximum of activity shifts to higher p(O2) with increasing temperature. The
maximum is found at a p(O2)/p(HCl) ratio of 10 at 530 K and shifts to 30 at 620 K.

The dependency of the surface con�guration on p(O2) was inspected in closer detail for
p(HCl) = 10 mbar and T = 565 K (cf. Fig. 4.20 a) (brown curve)). The coverages as a function
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of p(O2) are plotted in 4.21 a) and b). Simulation snapshots at reducing, stoichiometric and
oxidizing conditions are provided in Fig. 4.21 c). Although the reaction rate as a function of
p(O2) is continuous, three di�erent regimes can be distinguished from the coverage plot:

1. Under-stoichiometric p(O2): θ(Clot) and θ(OHbr) increase with p(O2);

2. approximately stoichiometric p(O2): θ(Clot) and θ(OHbr) are almost constant;

3. over-stoichiometric p(O2): θ(Clot) and θ(OHbr) decrease with p(O2).

The regimes are de�ned by the coverages of Clot and OHbr, which do not change in a monotonous
fashion. Other features, like θ(Oot), θ(Obr) and θ(Clbr) change monotonously: θ(Oot) and
θ(Obr) increase, while θ(Clbr) decreases over the whole range of p(O2). The three regimes will
be discussed in more detail in the following.

Reducing regime

The under-stoichiometric regime with p(O2) ≤ 1 mbar at p(HCl) = 100 mbar exposes two
important features. At strong O2 de�ciency the bridging rows are partially chlorinated, but as
p(O2) is increased from 1 mbar to 10 mbar the surface is re-oxidized, resulting in a decrease
of θ(Clbr) from 0.4 to 0.1. This means that the dominant surface phase changes from half-
chlorinated to stoichiometric (with defects). Clbr defects persist up to p(O2) ≈ 100 mbar. The
removal of Clbr, or rather their re-substitution by Obr, makes more basic Obr sites for HCl
adsorption available. This results in an increase of the Clot and OHbr coverages from 0.55 to
0.68 and from 0.1 to 0.37, respectively. The reaction order in O2 is 0.5. The quantities that
de�ne the catalyst activity are the number of Clot-Clot and OHbr-Clot pairs. At great oxygen
de�ciency, the Clot coverage is lower than 2/3. This means that most Clot do not have another
Clot in direct vicinity due to strong lateral repulsion between Clot. The arrangement of Clbr also
controls the Clot distribution, because Clot adsorbs preferentially next to OHbr or Obr rather
than Clbr. Furthermore, Obr lose most of their basicity when next to Clbr, which makes them
inactive in the activation (dissociation) of HCl at the given pressures and temperatures.15 With
almost half the bridge sites occupied by Clbr, the small number of Obr limits the adsorption
of HCl because most Obr are �anked by at least one Clbr (cf. Con�guration I in Fig. 4.21
c) ). The OHbr present on the surface are always �anked by at least one Obr, though Obr on
either side is even more energetically favored. This is why an increase of θ(Clbr) always lowers
the maximum number of Clot. Reducing the number of Clbr (by increasing p(O2)) therefore
increases the basicity of bridge sites and causes an increase in Clot coverage (despite constant
p(HCl)). This �nally results in a relatively high reaction order in O2 of 0.5 at O2 de�ciency.

Stoichiometric p(O2)

Around the stoichiometric composition there is a broad regime where the reaction does not
undergo much change. It ranges from under-stoichiometric to slightly over-stoichiometric p(O2)

15Thermodynamically, half the bridge sites must always be occupied by Obr, while the sum of θ(OHbr) and
θ(Clbr) cannot exceed 0.5 in the given range of temperature and partial pressures. This is not necessarily true
for lower temperatures and/or higher pressures.
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Figure 4.21: Simulation results at 565 K, p(HCl) = 100 mbar. a) Coverages of bridge species as
a function of p(O2). b) Coverages of on-top species as a function of p(O2). Regimes are indicated
by yellow (reducing), red (stoichiometric) and green (oxidizing) background. The stoichiometric gas
composition is indicated by a black, dashed line. c) Simulation snapshots at p(O2) = 0.3 mbar (I),

30 mbar (II), and 3000 mbar (III).

(3 mbar ≤ p(O2) ≤ 30 mbar). The reaction order in O2 is positive but decreases in this
pressure range from 0.35 to 0.22. This regime is de�ned by the phase transition from partially
chlorinated/hydrogenated to stoichiometric/hydrogenated. The coverages of Clot and OHbr are
almost constant: θ(Clot) slightly increases from 0.69 at p(O2) = 3 mbar to 0.71 at p(O2) =
10 mbar and then drops again to 0.62 at p(O2) = 300 mbar. In a similar fashion, θ(OHbr)
increases from 0.30 to 0.38 and then drops to 0.31. It should be noted that, although the Clot

coverage has a maximum in the stoichiometric regime, the reaction rate does not, i.e., it rises
steadily. The activity is determined by the coverages of OHbr and Clot because these quantities
determine the Cl2/HCl desorption selectivity: the Cl2 desorption rate is determined by the
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Figure 4.22: Numerical evaluation of sur-
face con�gurations at 565 K and p(HCl) =
100 mbar: coverage of Clot and probability of
occurrence for certain con�gurations, de�ned
as the total number of occurrences per snap-
shot and per site. The relative occurrence
of Clot-Clot pairs (brown curve) is de�ned as
#Clot−#Clot pairs

#(Clot)
. Additionally, log(TOF) is

plotted (red curve and right axis) for com-
parison. Splines are added only for guidance

of the eye.

number of Clot-Clot pairs, while the HCl desorption rate is de�ned by the number of OHbr-
Clot pairs. Counting pairs in the surface con�gurations reveals that despite the constant Clot

coverage within the stoichiometric regime, the absolute number of Clot-Clot pairs (Fig. 4.22,
pink curve) increases. The con�guration at stoichiometric conditions shows that Clot form a
rather dense overlayer in some areas, but arrange in a loose fashion in others (heterogeneous
distribution on the surface). It is quite evident from comparing the green curve in Fig. 4.22 (Clot

coverage) with the pink curve (Clot-Clot pairs) that the maximum of Clot-Clot pairs (absolute)
occurs at slightly higher p(O2) (30-300 mbar) than the maximum of the Clot coverage (10-
30 mbar). This becomes even more clear when considering the relative number of Clot-Clot pairs
(brown curve), i.e., the number of pairs divided by the number of Clot. The relative number
of Clot-Clot pairs continuously increases up to p(O2) ≈ 1000 mbar, which means that the Clot

assume a more dense arrangement, despite the decreasing total coverage. This happens because
the Clot overlayer is compressed due to increasing Oot coverage. A heterogeneous distribution
of Clot and Oot on the surface, where each species forms longer chains on the cus rows seems
preferred. In comparison, a surface where all Oot are homogeneously distributed as single atoms
(and trapped) would not nearly be as active because the number of Clot-Clot pairs would be
minimized � and in addition, the surface would be blocked by alternating Clot-Oot structures
that do not allow for either Cl2 or O2 desorption. The results indicate that the e�ect of oxygen
promotion in the stoichiometric regime can be explained by the fact that Oot tend to cluster
together on the surface, rather than being distributed statistically, thereby compressing the
Clot overlayer and increasing the number of Clot pairs.

Oxidizing regime

In the oxidizing regime (p(O2)/p(HCl) ≥ 1) the trend of the reaction rate is de�ned by the
competition for free sites between Oot and Clot. In this regime the reaction order in O2 changes
from positive to negative (oxygen inhibition). The maximum of activity is at quite high O2

excess (p(O2) ≈ 1000 mbar). The coverage of Oot increases steadily from 0.25 to 0.55, occupying
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Figure 4.23: a) Degree of rate control for important elementary steps as a function of log(p(O2)) for
simulations with p(HCl) = 100 mbar, p(Cl2) = p(H2O) = 0 at 565 K. b) Degree of rate control with
products in the gas stream (p(Cl2) = p(H2O) = 5 mbar). The other variables are identical to a).

signi�cant portions of the surface. The Clot coverage does not decrease as much (from 0.62 to
0.43), which leads to a steady increase of the total surface coverage. The con�guration (Fig.
4.22 c) III) reveals that the surface is very crowded and there is considerably less Clot than at
stoichiometric conditions. However, the Oot accumulate in short chains, thereby forcing the Clot

together. The TOF is maximized at p(O2) = 1000 mbar, which coincides with the maximum in
the relative number of Clot-Clot pairs as well as the maximum of trapped Oot. In the oxidizing
regime the number of trapped Clot constantly rises, which is a strongly inhibiting factor because
trapped Clot can only leave the surface as HCl if adsorbed next to an OHbr group. However, the
number of OHbr also strongly decreases in the oxidizing regime and the con�guration in Fig.
4.21 c) III shows some trapped Clot which are not �anked by an OHbr, thereby blocking the
surface. Altogether, these factors lead to catalyst inhibition at strongly oxidizing conditions.

The rate-determining step

It was experimentally found that the reaction order in O2 is positive [150] and PGAA experi-
ments revealed that most of the cus sites are covered by Clot, which inhibits O2 adsorption. [53]
From these results it was concluded that the adsorption of oxygen is rate-determining at stoi-
chiometric and slightly over-stoichiometric p(O2). [53] The concept of rate control as de�ned by
Campbell [80] and introduced in Section 2.2.4 was applied to the previously discussed series of
KMC simulations with T = 565 K, p(HCl) = 100 mbar and 0.03 mbar ≤ p(O2) ≤ 10000 mbar.
Figures 4.23 a) and b) show the results for the simulations without H2O and Cl2 and with
p(H2O) = p(Cl2) = 5 mbar in the gas stream, respectively. Even on �rst glance the results
without and with the products look very di�erent. This makes sense, considering the experi-
mental results that product poisoning is very strong and that the reaction order in O2 changes
from 0.4 at low conversion to 1.0 at 20 % conversion. [52]

At zero conversion (Fig. 4.23 a) ) the reaction is controlled by di�erent elementary steps,
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depending on p(O2). Because the highest DRC is only 0.25 and there are always several dif-
ferent elementary steps with a similar DRC, the reaction rate control is �mixed�, i.e., several
di�erent elementary steps determine the overall rate (there is no single RDS). At very low
p(O2) the elementary steps with the highest DRC are Cl2 adsorption/desorption and O2 ad-
sorption/desorption. Over the whole range of p(O2) the Cl2 adsorption/desorption has a slightly
higher DRC than the O2 adsorption/desorption. The DRCs of these two steps continuously
decrease with p(O2). Because the DRC of Cl2 adsorption/desorption is higher than that of
O2 it can be concluded that the Cl2 desorption has a stronger control over the rate than the
O2 adsorption. There are two reasons for this: First of all, Cl2 desorption and O2 adsorption
are mechanistically linked because the total surface occupancy is high. The rate is actually
controlled by the free cus sites, and the main species occupying these sites is Clot. Cl2 des-
orption frees sites and O2 adsorption requires free sites. Therefore, it makes sense for the two
elementary steps to have similar degrees of rate control. The DRC of O2 adsorption/desorption
is slightly lower than that of Cl2 adsorption/desorption because the adsorption and desorption
of O2 is partially equilibrated: increasing the rate constant accelerates both forward and back-
ward processes, which means that the desorption of O2 also takes place more often. This is not
the case for Cl2 adsorption and desorption because the partial pressure of Cl2 is very low. Even
after increasing the rate constant for Cl2 adsorption the adsorption rate of Cl2 is still negligibly
low, i.e., Cl2 adsorption never takes place.

At p(O2) ≥ 30 mbar, close to the maximum TOF the Clot di�usion along the cus sites
([001] direction) becomes the most rate-controlling step. The DRC for Clot di�usion does
not strongly vary in the examined range of p(O2), always assuming a value between 0.15 and
0.2. This elementary step has never been considered important because the di�usion barrier
is not very high (0.62 eV), so that di�usion at the typical temperatures where HCl oxidation
experiments are conducted (> 500 K) is very fast. However, it makes sense that di�usion plays
a role because the repulsion between neighboring Clot is very strong and Cl2 desorption can
only take place when two Clot occupy neighboring sites. Di�usion is necessary to bring the Clot

together as long as there are vacancies on the surface, and the di�usion barrier is increased
by the repulsion between the Clot. The p(O2) range where di�usion controls the rate coincides
with the stoichiometric regime painted red in Figs. 4.21 a) and 4.21 b). At stoichiometric
composition the descending curves of the DRC for Cl2 and O2 adsorption/desorption intersect
with the ascending curves for HCl adsorption/desorption and the OHbr/Oot hydrogen exchange
(cf. Fig. 4.23 a) ). This marks a transition of the reaction between reducing and oxidizing
regime.

At even higher p(O2) the HCl adsorption/desorption and OHbr/Oot hydrogen exchange
become more rate-controlling than the Clot di�usion. The DRCs for the two elementary steps
are quite similar and �uctuate, so it cannot be stated for certain whether or not one of the two
has a higher DRC. Mechanistically, rate control by HCl adsorption/desorption and OHbr/Oot

hydrogen exchange means that the formation of H2Oot controls the rate. There are two likely
ways to form H2O: by combining OHbr and and OHot to Obr and H2Obr and by hydrogen transfer
from HCl to OHot. The recombination of two OHot is, in principle, also possible, but even single
OHot are very rare as an intermediate. Two OHot in direct neighborhood hardly occur, except
during H2Oot dissociation. All H2Oot formation mechanisms depend on the presence of OHot on
the surface. Therefore, any elementary step that produces OHot should promote the reaction.
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There are only two such steps, HCl adsorption with hydrogen transfer to Oot and OHbr/Oot

hydrogen exchange. H2Oot dissociation also produces OHot, but is not considered here because
it does so by destroying a product H2O molecule. When the hydrogen coverage on the surface
in the form of H2O and OH groups diminishes due to increasing p(O2) the elementary steps that
produce the critical intermediate OHot become rate-determining. Additionally, the hydrogen
transfer between HCl and OHot, seems to be a crucial factor in the reaction because it not
only depends on the presence of OHot, but there also has to be a free site next to the OHot.
Analyzing the event frequency reveals that approximately half the H2O molecules are formed
through OHbr/OHot and the other half through hydrogen transfer from HCl to OHot.

To conclude, the RDS analysis has shown that the rate control is mixed over the whole
range of conditions, which means that there are two or more steps with very similar degrees
of rate control. Although it is mechanistically linked to the O2 adsorption, the Cl2 desorption
has a higher DRC because the backward reaction (Cl2 adsorption) cannot take place due to the
very low p(Cl2). Under stoichiometric conditions the Clot di�usion is rate-controlling because
all other elementary steps are at their optimum. Under oxidizing conditions there are two
steps that have equal control over the reaction rate: the HCl adsorption/desorption and the
OHbr/Oot hydrogen exchange, both of which are required for the H2O formation.

The situation is very di�erent when 5 mbar H2O and Cl2 are added to the reactant mixture
with otherwise identical conditions (Fig. 4.23 b) ). Under reducing conditions the adsorp-
tion/desorption of O2 is the sole rate-controlling step. Cl2 adsorption, however, has a DRC
very close to zero, which means that changing the rate constant does not a�ect the reaction at
all. Now that Cl2 is present in the gas phase, Cl2 adsorption can take place as well, and Cl2
adsorption and desorption are equilibrated.16 Changing the rate constant of an equilibrated
elementary step does not have a strong in�uence on the overall reaction, naturally explaining
that the DRC of Cl2 adsorption/desorption is zero. The DRC of O2 adsorption/desorption
quickly decreases with p(O2), intersecting with the curve for OHbr/Oot hydrogen exchange at
p(O2) = 10 mbar and quickly decreasing to zero. At p(O2) ≥ 10 mbar the situation is similar to
the simulation without products in the gas phase: both OHbr/Oot hydrogen exchange and HCl
adsorption/desorption control the rate almost equally, indicating that H2O formation limits the
reaction rate.

This simulation series shows that the rate-determining step does not only depend on the
educt ratio, but also on the presence of products. The simulations indicate that Cl2 adsorption
and desorption are in equilibrium, even if just a little Cl2 is present in the gas phase, making the
desorption rate constant of Cl2 irrelevant from a kinetic point of view. Rather, the desorption
of Cl2 in the presence of products seems to be controlled only by the adsorption/desorption
equilibrium. This con�rms the experimental �nding that O2 adsorption is the rate-controlling
step, but only under reducing conditions.

4.6.2 Reaction orders in HCl

Experimentally, a positive reaction order in HCl was found at T = 573 K and p(O2) = 250 mbar
in a �ow reactor. The experimentally determined reaction orders are 0.2 (without additional

16This notion is con�rmed by counting the number of individual Cl2 adsorption and desorption events.
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products in the gas stream) and 0.5 (with 60 mbar and H2O and 60 mbar Cl2) (i.e., the
same experimental protocols as used for the determination of the reaction orders in O2). [52]
Similar results can be obtained by KMC simulations. Under HCl de�cient conditions, a strongly
positive reaction order was found. It ranges between 0.86 and 1.3, dependent on p(O2) and
T . In general, the reaction order in HCl increases along with T and p(O2) but decreases along
with p(HCl), resulting a reaction order of 0.2-0.3 at stoichiometric conditions at T ≥ 595 K.

Oxidizing conditions

The reaction orders are examined in closer detail for p(O2) = 100 mbar and 490 K ≤ T ≤ 680 K.
The reaction rates along with coverages and con�gurations under the indicated conditions are
shown in Fig. 4.24. Under O2 excess, a signi�cant portion of the surface is occupied by Oot,
regardless of temperature (Fig. 4.24 b) and c) ). The sites occupied by Oot are not available
for HCl adsorption/splitting which means that there is a competition between HCl and O2 for
free sites. The higher p(HCl), the more Oot are replaced by Clot, which consequently increases
the Cl2 formation rate, up to a point where θ(Clot) exceeds ≈ 0.5. Since θ(OHbr) also increases
with p(HCl), the e�ciency of the reaction (conversion probability), de�ned by the ratio of
adsorbed HCl molecules and desorbed Cl2 molecules decreases. At low temperatures there is a
well-de�ned maximum of catalytic activity (Fig. 4.24 a), T ≤ 565 K) which appears at under-
stoichiometric p(HCl). At higher temperatures the reaction order in HCl is positive over the
whole range of p(HCl).

In the temperature range between 490 K and 565 K the HCl-de�cient o(HCl) (linear segment
on the left side of diagram 4.24 a) ) increases with T from 0.86 to 0.96. The p(HCl) range where
the log-log plot is linear depends on the temperature. This behavior is de�ned by selectivity of
HCl and Cl2 desorption: a high Clot coverage facilitates Clot-Clot recombination. In contrast,
OHbr promotes HCl formation, which is undesirable. Under the given conditions (p(O2) =
100 mbar and 490 K ≤ T ≤ 620 K, HCl de�ciency), the temperature in�uences the balance
between Cl2 desorption and HCl desorption in a subtle way: a comparison of Diagrams 4.24 b)
and c) shows that θ(Clot) decreases with increasing temperature. θ(OHbr) is very close to zero
in this regime, regardless of temperature, which means that HCl desorption is rather unlikely.
However, at low temperature, the OHbr coverage suddenly starts to increase already at p(HCl)
≈ 0.3 mbar and then quickly rises to 0.5, making HCl desorption a strongly inhibiting factor. At
higher temperatures, however, the OHbr coverage remains close to zero up to p(HCl) = 3 mbar.
This is why the linear segment in Fig. 4.24 a) is considerably longer at higher temperatures.

Minimum of catalyst activity

Close to the stoichiometric conditions the TOF passes through a minimum (cf. Fig. 4.24 a),
curves with T ≤ 565 K). The exact p(HCl)/p(O2) where the minimum is located shifts with
temperature to higher p(HCl). At temperatures higher than 595 K the minimum vanishes and
a positive reaction order in HCl is observed over the whole range of p(HCl).

This minimum in catalyst activity shall be examined in closer detail for 490 K, p(O2) =
10 mbar. At low p(HCl) the surface is completely oxidized, with Obr coverage close to 1 and
θ(Oot) = 0.84 (cf. Fig. 4.24 b) ). Clot is a minor species. With increasing p(HCl), θ(Oot)
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Figure 4.24: a) Log-log plot of TOF (rate of Cl2 formation) versus p(HCl) at p(O2) = 10 mbar and
di�erent temperatures. Con�gurations are shown for the conditions where inhibition by HCl �rst sets
in. b) Coverages as a function of log(p(HCl) / mbar) at 490 K. c) Coverages as a function of log(p(HCl)
/ mbar) at 490 K. Stoichiometric conditions are marked by a vertical line in all three diagrams and
conditions for which con�gurations are shown in a) are marked by small circles. Coverages of the

species which are not shown in b) and c) are negligibly small.

and θ(Clot) linearly decrease/increase, respectively, slowly reducing the surface. θ(OHbr) starts
to rise around 0.3 mbar HCl. The surface is soon saturated with hydrogen because θ(OHbr)
cannot increase beyond 0.5.17 The small segment where the TOF decreases with p(HCl) occurs
between 1 mbar and 30 mbar HCl. This roughly corresponds to the narrow window where
the surface transforms from oxidized to partially reduced (saturated with hydrogen). In this
small segment between 1 mbar and 30 mbar the reaction rate is determined by the competition
between Cl2 desorption and HCl desorption: while the Clot coverage, and with it the number of
Clot-Clot pairs, increases and promotes the Cl2 formation, so increases θ(OHbr), which promotes
the HCl desorption. At 490 K, however, the HCl desorption bene�ts more strongly from the
accumulation of OHbr-Clot pairs than the Cl2 desorption bene�ts from Clot-Clot pairs because
HCl desorption has a smaller activation energy than Cl2 desorption. This results in decreasing

17The Obr sites are not su�ciently basic to accept more hydrogen atoms from HCl when �anked by either
OHbr or Clbr at the given temperatures and pressures.
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TOF with a reaction order of (approximately) -0.46.
At higher temperature (T ≥ 565 K), this minimum in catalyst activity is missing (cf. Fig.

4.24 a) ), i.e., the TOF increases continuously. Fig. 4.24 c) shows that the surface is not
fully hydrogenated, even at very high p(HCl). Instead, surface chlorination sets in already at
0.3 mbar. This leads to an increasing di�erence between θ(Clot) and θ(OHbr) with increasing
p(HCl), which means that the Cl2 desorption rate increases faster with p(HCl) than the HCl
desorption rate. Chlorination does not take place to a large degree at temperatures lower than
565 K, except at very high HCl excess. At higher temperatures, chlorination suppresses the
formation of HCl, thus stabilizing the catalyst activity.

Reducing conditions

The reaction rate starts to increase again at p(HCl) = 30 mbar. The coverage plot shows that
θ(OHbr) saturates, while θ(Clot) continues to increase. This results in the formation of more
Clot-Clot pairs, while the number of OHbr-Clot pairs stagnates, which leads to a net increase in
activity and a slightly positive reaction order of approximately 0.17.

It should be expected that a the TOF will reach a maximum t extremely high HCl excess,
beyond which more HCl will poison the catalyst. It lies outside the range of p(HCl) studied
here; however, poisoning should set in as soon as the chlorination degree exceeds a certain level.
It is unclear, however, how well KMC simulations would describe conditions with extremely
high HCl excess because bulk reduction which is known to deactivate the catalyst [168] is not
described in the KMC model.

Thus follows that there are three reaction regimes: Under strongly oxidizing conditions
the surface is oxidized and covered by oxygen. HCl and O2 compete for free sites. In the
second reaction regime the surface is transformed from oxidized to (partially) hydrogenated.
A minimum occurs at low temperatures because the HCl desorption rate increases faster with
p(HCl) than the Cl2 desorption rate. In the third reaction regime the surface is saturated
with hydrogen, resulting in no further increase of the HCl desorption rate. However, the Clot

coverage still rises, increasing the Cl2 desorption rate.

4.6.3 Product inhibition and conversion

Product inhibition always occurs in technical reactors where the goal is achieving high conver-
sion levels. In �ow reactors the conversion increases along the catalyst bed. In batch reactors
conversion increases with time. The HCl oxidation has two products, H2O and Cl2, which are
formed in a ratio of 1:1. In theoretical simulations it is possible to consider the e�ect of both
products individually or combined. Experimentally, it is more di�cult to measure the e�ect of
one product individually because some conversion is always necessary in order to measure the
activity of the catalyst. Under technical conditions, however, both products occur together,
so that their joint e�ect is most relevant for the real catalyst/reactor system. In the present
section, three series of calculations on product inhibition will be presented. All calculations are
done at a p(HCl)/p(O2) ratio of 1 (slight oxygen excess) and the product partial pressures are
varied: H2O individually, Cl2 individually, and both together (p(H2O)/p(Cl2) = 1). Finally,
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the e�ect of conversion (i.e., educt partial pressures decrease while product partial pressures
increase) on the catalyst surface will be examined.

H2O inhibition

Simulations were conducted for p(O2) = p(HCl) = 300 mbar, 490 K≤ T ≤ 620 K and 0.001 mbar
≤ p(H2O) ≤ 100 mbar (Fig. 4.25). These conditions allow us to discuss the e�ects of water,
depending on a temperature and p(H2O). It turns out that the reaction order in H2O strongly
depends on the temperature and p(H2O), ranging from −0.01 to −8. In general, inhibition is
stronger at lower T and higher p(H2O), with the strongest inhibition (o(H2O) = -8) found at
490 K and 100 mbar ≤ p(H2O) ≤ 200 mbar.

The results were examined in closer detail for T = 530 K (Fig. 4.25 b) and c) ). At
p(H2O) < 1 mbar the surface is dominated by Clot, with about 17 % of the cus sites occupied
by Oot. There is little to no H2O on the surface. The bridge rows are mostly occupied by Obr

(57 %) and OHbr (41 %). Clbr is present only as a defect (≈2 %). With o(H2Oot) ≈ −0.018
H2O inhibition in practically non-existent.

At p(H2O) > 10 mbar the surface begins to change signi�cantly. Most notably, θ(Clot)
and θ(OHbr) decrease, indicating an inhibition of HCl adsorption. The coverages of Obr and
H2Oot rise simultaneously. The changes in the coverages, however, have little e�ect on catalyst
activity at this point. The reaction order in H2O is still very close to zero (≈ -0.05). It should
be noted that H2Oot does not dissociate when adsorbed directly next to Clot, so that θ(OHbr)
decreases and θ(OHot) remains close to zero, despite the availability of hydrogen.

With increasing p(H2O) the poisoning e�ect of water sets in. At p(H2O) = 50 mbar the
coverages of Clot and OHbr drop to 0.65 and 0.27, respectively. θ(H2Oot) increases to 0.26. A
closer look at the con�guration at p(H2O) = 50 mbar (Fig. 4.25 b) II) reveals that H2Oot and
Clot preferentially form ordered alternating patterns. These patterns are ordered on short and
long range, undisturbed by the presence or absence of OHbr. As a consequence Clot cannot
recombine with neighboring Clot into Cl2 because they are often separated by H2Oot, which
results in deactivation of the surface area covered by these Clot/H2Oot patterns. With an
H2Oot coverage of 0.26, approximately half the surface is blocked by alternating Clot/H2Oot

structures. In the unblocked regions, Clot densely occupy the surface, so that the catalyst
activity is not entirely lost. Because H2O can desorb freely at the given temperature, the
blocked areas are not static. As a consequence, the Clot/H2Oot patches quickly migrate over
the surface, never losing their long-range order. At p(H2O) = 50 mbar the reaction order in
H2O drops to −2, indicating strong poisoning by H2O.

At p(H2O) = 300 mbar a saturation is reached where the coverages do not change any
further. With θ(Clot) = 0.51 and θ(H2Oot) = 0.43 the cus sites are almost entirely blocked, as
clearly discernible in the con�guration (Fig. 4.25 B) III). The catalyst is completely deactivated
by H2O.

Qualitatively, the simulation results are in quite good agreement with experimental data that
show that H2O strongly inhibits the reaction at 573 K and p(O2) = p(HCl) = 250 mbar. [52, 53]
The experimental data were plotted in a log-log plot in order to compare the shapes of the TOF
curves. The resulting experimental log-log plot is presented in Fig. 4.26 together with the KMC
curve for 595 K and p(O2) = p(HCl) = 300 mbar. The line shapes agree rather well, except at
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Figure 4.25: a) Log-log plot of TOF (rate of Cl2 formation) versus p(H2O) at di�erent temperatures
with p(O2) = p(HCl) = 300 mbar and p(Cl2) = 0. b) Con�gurations at T = 530 K and p(H2O) =
10 mbar 50 mbar and 300 mbar. H2O adsorption leads to deactivation of large portions of the catalyst
surface by formation of ordered H2Oot/Clot overlayers. c) Coverages of bridge and on-top species as a

function of log(p(H2O)) at 530 K.
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Figure 4.26: Log-log plot of TOF (rate
of Cl2 formation) versus p(H2O), normal-
ized to the rate at p(H2O) = 0. Black
circles: data extracted from Ref. [52]
for T = 573 K and p(HCl) = p(O2) =
250 mbar. In the range between 0 and
100 mbar the original plot has an almost
linear segment but no actual data points
are present, so three points were inter-
polated (black triangles) to approximate
the trend at low p(H2O). Red circles:
KMC data for T = 595 K and p(HCl)

= p(O2) = 300 mbar.

very high p(H2O). Although the description of the experimental data in the original publication
suggests that the reaction order in H2O is constant and close to −1, this is not actually the
case. Rather, a similar trend as in the simulation is observed with little inhibition at low
p(H2O) and larger negative reaction order at high p(H2O). The H2O inhibition is described
rather well in the KMC model, even though the H2O adsorption energy on the stoichiometric
surface is somewhat underestimated. H2Oot interacts strongly with the neighboring Clot, which
increases the adsorption energy of H2Oot by 0.21 eV in the presence of Clot. Additionally,
the Clot adsorption energy is underestimated by about 0.1 eV. Since both energies (H2Oot

and Clot adsorption) are underestimated, some error compensation takes place, resulting in
unexpectedly good agreement between simulation and experimental data for the H2O inhibition.
The somewhat larger discrepancy at higher p(H2O) can be rationalized by considering the low
activity under these conditions. Low catalyst activities are prone to overestimation, e.g., due
Cl2 formation on the catalyst support or on metal parts of the reactor, which is normally
negligible, but may play a role when the actual catalyst activity is very low. Furthermore, the
data were extracted from the original �gure by hand, possibly resulting in overestimation at
low catalyst activities.

Cl2 inhibition

Although experimental data unambiguously show that Cl2 in the gas stream strongly inhibits
the catalyst, [52, 53] adding Cl2 to the reactant stream was found to have practically no e�ect
in simulations at p(O2) = p(HCl) = 300 mbar, 490 K ≤ T ≤ 620 K and 0.001 mbar ≤ p(Cl2) ≤
100 mbar (data not shown). The reaction orders in Cl2 are between -0.01 and -0.07 in the whole
range of conditions, with stronger inhibition observed at higher temperatures and higher p(Cl2).
The coverages of intermediates are practically independent of p(Cl2). The results suggest that
inhibition by Cl2 is not an important factor in the reaction under the given conditions. This
seems counter-intuitive at �rst because Cl2 is a reaction product and Clot binds strongly to
the surface, thereby blocking sites that are needed for the reaction. However, the results make
sense, considering that the DRC of Cl2 adsorption/desorption is found to be zero when Cl2 is
introduced into the gas stream (cf. Fig. 4.23 b) ).
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Figure 4.27: a) Log-log plot of TOF (rate of Cl2 formation) versus p(Cl2) di�erent temperatures with
p(O2) = p(HCl) = 3 mbar and p(H2O) = 0. The Cl2 inhibition is stronger at higher temperatures. b)

Coverages of bridge and on-top species as a function of log(p(Cl2)) at 565 K.

In order to obtain less ambiguous data, the simulations were repeated at a lower educt
pressure (p(O2) = p(HCl) = 3 mbar, 490 K ≤ T ≤ 620 K and 0.001 mbar ≤ p(Cl2) ≤ 100 mbar).
The resulting log-log plots of reaction rate versus p(Cl2) are shown in Fig. 4.27 a). At this
pressure inhibition by Cl2 is much more evident, especially at higher temperatures. Reaction
orders in Cl2 are between 0 and -0.64. The simulation series for T = 565 K is examined in
closer detail. The coverages for this series of calculations are plotted in Fig. 4.27 b). The bridge
rows are partially chlorinated (4.5-5.9 %), but the chlorination degree does not signi�cantly rise
with increasing p(Cl2). The OHbr coverage drops from 0.11 to 0.065. Obr shows no clear trend,
�uctuating between 0.81 and 0.88. The total coverage of cus sites at 565 K is practically
constant at 0.664-0.676. The individual occupancies of the on-top intermediates, however, are
not. θ(Oot) drops from 0.14 to 0.09 and θ(Clot) rises from 0.52 to 0.57. The overall change of the
surface is very minor, even at very high p(Cl2). The con�gurations at high p(Cl2) look almost
identical to those at low p(Cl2). Still, a reduction of activity by a factor of 2.4 is observed.
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The loss of activity can be attributed entirely to a change of Cl2/HCl selectivity, since the HCl
conversion probability also drops by a factor of 2.7. The conversion probability P is calculated
by

P = 1− #HCl desorbed

#HCl adsorbed
. (4.6)

The conversion probability thus describes how many HCl molecules that adsorb on the surface
are converted into Cl2, rather than desorbing again without further reaction. The HCl conver-
sion probability is typically quite low; for the series of simulations discussed here it decreases
from 4 · 10−3 to 1.5 · 10−3 with increasing Cl2 partial pressure. Competition for free sites, on
the other hand, is barely an issue because 1/3 of the cus sites is free, irrespective of Cl2 partial
pressure. Adsorption and desorption of Cl2 are equilibrated at high p(Cl2) (with the adsorption
and desorption rates being 8 times as high as the net reaction rate). Because Cl2 adsorption
and HCl adsorption share a common intermediate, however, the presence of Cl2 also a�ects the
HCl adsorption equilibrium, promoting the backward reaction (HCl desorption), rather than
the forward reaction (Cl2 desorption). This is also somewhat indicated by a decrease in OHbr

coverage, which can be interpreted as an inhibition of HCl adsorption. This shows that Cl2
does not inhibit the catalyst by blocking active sites, but rather by shifting the HCl adsorption
equilibrium to the gas phase.

Overall, the e�ect of Cl2 on the reaction is rather small compared to H2O. At p(O2) =
p(HCl) = 300 mbar practically no e�ect of Cl2 on the reaction is discernible. Only at lower
educt pressures (p(O2) = p(HCl) = 3 mbar) signi�cant inhibition was observed. This disagrees
with available experimental data that clearly demonstrate Cl2 inhibition on the reaction with
a reaction order of −1 in the pressure range of 100 mbar to 1 bar. [52] The literature data show
that Cl2 has a similar inhibiting e�ect similar to H2O at T = 565 K and p(O2) = p(HCl) =
250 mbar. In the simulations no inhibition was observed at all under these conditions. There
are several possible ways of explaining the discrepancy. It is known that the adsorption energy
of Clot is underestimated by 0.1-0.2 eV, but that alone is hardly able to explain the di�erence be-
tween theory and experiment. It is possible, however, that the catalyst deactivation under high
p(Cl2) follows a mechanism which is not included in the KMC model. Bulk chlorination of the
catalyst or unfavorable reactions of the SnO2 support employed in the experiment are possible
sources of error. To rule out a support e�ect, experiments with pure RuO2 would be necessary.
It is also possible that molecularly adsorbed Cl2,ot may play a role. It has a chemisorption
energy (entropy neglected) of 0.69 eV at θ(Cl2,ot) = 1/3 on the stoichiometric surface. With
the chemical potential µ(Cl2) ≈ -1.35 eV at 570 K the adsorption of Cl2 is endergonic within
the approximations of the model. It seems unlikely that the entropy contribution is su�ciently
large to make the adsorption thermochemically neutral. An entropic analysis of Cl2,ot was not
conducted and is considered out of scope of the present study. It should be stressed, however,
that experiments also show that the Clot coverage is very high, even without additional Cl2
in the gas stream. The coverage of Clot as a function of p(Cl2), however, was not examined
experimentally, so that the deviation from experiments for this series of calculations remains
rather elusive. More experiments are necessary to gain further insight into Cl2 inhibition, as a
simple site blocking mechanism as assumed so far and implemented in the KMC model does
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not explain the strong catalyst inhibition by Cl2.

H2O and Cl2 combined

In a technical reactor H2O and Cl2 are formed together with a ratio of 1:1. The combined e�ect
of H2O and Cl2 is therefore most relevant for technical application. The previous results have
shown that H2O has a strongly inhibiting e�ect, mostly at low temperatures. Cl2, on the other
hand, only has a very weak e�ect at high pressure where the catalyst surface is already fully
occupied by Clot. At lower educt pressures an inhibiting e�ect of Cl2 was mostly observed at
higher temperatures.

Simulations were conducted for p(O2) = p(HCl) = 300 mbar with 490 K ≤ T ≤ 620 K.
p(H2O) and p(Cl2) were varied between 0.001 mbar and 100 mbar at a ratio of 1 (data not
shown). Overall the results look very similar to the ones from Section 4.6.3 (H2O inhibition):
H2O clearly dominates even if both H2O and Cl2 are present. The in�uence of Cl2 on the
kinetics can only be observed at 620 K, though the e�ect is very small.

The simulations involving both Cl2 and H2O did not show any kind of synergistic e�ect
between the two products. Rather, the inhibiting e�ect of a mixture of H2O and Cl2 can be
attributed almost entirely to H2O, and the resulting coverage plots look almost identical to the
ones in Fig. 4.25 a).

E�ect of conversion

In the technical implementation, it is desirable to achieve a high conversion. If possible, the
reaction should progress all the way to the equilibrium conversion. The reactor design strongly
depends on the desired conversion and on the conversion-dependence of catalyst activity.

The HCl oxidation was simulated as a function of conversion at T = 565 K and stoichiometric
conditions with p0%(O2) = 25 mbar and p0%(HCl) = 100 mbar. At stoichiometrically complete
conversion (100 %) HCl and O2 are completely turned to Cl2 and H2O (p(Cl2) = p(H2O)
= 50 mbar18). This approach di�ers from the simulations presented in the previous sections
because the educt partial pressures were previously taken to be constant and only p(H2O)
and p(Cl2) were varied, thus yielding the reaction orders in H2O and Cl2. Here, the educt
partial pressures are adapted according to conversion, thus yielding the activity change over
the catalyst bed length (�ow reactor) or over time (batch reactor). At the given temperature
and partial pressures the equilibrium conversion is 68 % according to the law of mass action.

The results of the simulations are presented in Fig. 4.28. The reaction rate (Fig. 4.28 a) )
decreases continuously with increasing conversion. At very low conversion (below 1 %), the
TOF decreases steeply, followed by a plateau between 10 % and 30 %. Between 30 % and 55 %
there is another steep drop. At 55 % the rate is already very close to zero. At the equilibrium
conversion of 68 % the rate passes through zero and becomes negative, which means that the
products are converted to educts. The zero-rate conversion derived from KMC quantitatively
agrees with the equilibrium conversion derived by solving the equilibrium constant equation at
the given conditions. Around the equilibrium conversion there is a segment between 55 % and

18This approach is not exactly equivalent to an industrial reactor, where the total pressure is constant, which
would result in �nal p(H2O) = p(Cl2) = 62.5 mbar.
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Figure 4.28: Conversion-dependent KMC simulations at T = 565 K, p0%(HCl) = 100 mbar and
p0%(O2) = 25 mbar. a) TOF as a function of conversion. Negative TOF indicates that the reaction
goes backward. b), c) Coverages of bridge and on-top species as a function of conversion. d) Simulation

snapshots at di�erent conversions as indicated below the images.

90 % where the rate changes very little with conversion. At conversions higher than 90 % the
backward reaction rate steeply increases.

From the reaction rate curve �ve reaction regimes can be distinguished:

1. 0 %-1 %: high activity, strong conversion-dependence,

2. 1 %-30 %: high activity, weak conversion-dependence,

3. 30 %-55 %: medium activity, strong conversion-dependence,
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4. 55 %-90 %: near-zero activity, weak conversion-dependence,

5. 90 %-100 %: high activity for backward reaction, strong conversion-dependence.

At a conversion of less than 1 % the catalyst is very active. The con�guration at 10−8 %
(Fig. 4.28 d) I) shows that approximately 1/3 of the bridge sites are chlorinated, but the Clbr

are arranged in a disordered fashion. There seems to be some preference for either one or
three Obr/OHbr between the Clbr. On the cus rows most sites are occupied by Clot, though
some Oot and vacancies are also present. Oot occurs most often in pairs, suggesting that O2

adsorption takes place more frequently than H2O formation. When the conversion increases
to 1 % the surface coverages remain more or less the same, except for θ(Oot) which decreases
from 0.25 to 0.18. As a consequence the TOF steeply drops. An RDS analysis (data not
shown) shows that between 0 % and 1 % conversion the rate-determining step changes from Cl2
adsorption/desorption to O2 adsorption/desorption, because Cl2 adsorption is in equilibrium,
even with very small quantities of Cl2 present in the gas phase.

Between 1 % and 30 % the TOF is almost constant. However, the surface undergoes some
change in this regime. The bridge chlorination decreases with conversion � consequentially the
coverages of OHbr, Obr and Clot increase. In contrast, the coverage of Oot decreases. Due to
the de-chlorination of the bridges the basicity of the surface increases, which means that it can
accept more HCl, despite decreasing p(HCl). The con�guration at 20 % conversion (Fig. 4.28
d) II) shows that many Obr are hydrogenated. On the cus sites Clot dominates even more than
at lower conversion. Vacancies and Oot occur quite rarely, and all Oot present on the surface
are trapped. Some H2Oot also occur on the surface, mostly stemming from re-adsorption from
the gas phase. The TOF is constant despite the pronounced changes on the surface because the
catalyst is able to compensate for the increased adsorption of product molecules by increasing
its basicity, allowing for more HCl uptake.

When the conversion reaches 30 % the decrease of p(HCl) �nally results in decreasing cover-
ages of OHbr and Clot. Interestingly, Cl2 re-adsorption does not lead to increasing Clot coverage.
Quite in contrast, re-adsorption of H2O results in increasing θ(H2Oot) as the conversion rises.
These factors combined lead to a strong decrease of the Cl2 formation rate between 30 % and
55 % conversion.

Around the equilibrium conversion, between 55 % and 90 % the catalyst undergoes another
change as the surface is re-oxidized, resulting in dehydrogenation of the Obr. At 90 % conversion
most of the bridge sites are occupied by Obr. This coincides with rising θ(Oot). The coverages
of the other species remain more or less the same. At 70 % the simulation snapshot (Fig. 4.28
d) III) shows that H2Oot occupies a major part of the cus sites, forming somewhat ordered
patterns with Clot, similar to the ones previously described in Section 4.6.3. 70 % conversion is
very close to equilibrium, which means that the forward and backward reactions are balanced.
For practical considerations, however, this con�guration shows the �nal state of the catalyst
(because the reaction cannot actually go beyond the equilibrium conversion).

Close to stoichiometrically complete conversion the surface undergoes another major change,
this time on the cus sites. The Clot and H2Oot coverages steeply drop, approaching zero, while
the coverages of Oot and OHot rise. Because the educts, HCl and O2, are no longer present
in the gas stream, only Cl2 and H2O can adsorb on the catalyst. Yet, the coverages of Clot

and H2Oot decrease. This happens because the backward reactions, O2 desorption and HCl
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desorption, are rather fast. This leads to instantaneous HCl formation when H2O and Clot are
in direct neighborhood. As a consequence, oxygen accumulates on the surface, inducing H2O
dissociation (cf. Fig. 4.28 d) IV), as H2Oot is most stable when paired with Clot/br. If no Cl is
present on the catalyst surface, dissociation is more favorable, which leads to depletion of H2Oot

and accumulation of OHot/br. Because the desorption of the educts is not kinetically hindered,
the rate of the backward reaction is even higher than the forward TOF at zero conversion.

The conversion-dependency of the surface coverages was previously treated thermodynam-
ically in Section 4.4.1. The coverage-conversion plots shown in Fig. 4.12 correspond to the
exact same conditions as Fig. 4.28. A comparison of the two �gures reveals some similarities,
but also striking di�erences. First of all, the trend of the coverages of bridge species seems to
be predicted quite well with the thermodynamic model, with θ(Obr) increasing and θ(Clbr) and
θ(OHbr) decreasing with conversion. However, neither the chlorination degree, nor the curve
shapes seem to be predicted very well by the thermodynamic model. The coverage of OHbr

is strongly underestimated over the whole range of conditions, while θ(Clbr) is overestimated.
This happens because the bridge chlorination is kinetically hindered. For the formation of Clbr

a vacancy must be created �rst, which requires the formation of a H2Obr group. The formation
of H2Obr, however, is strongly endothermic, resulting in a high apparent activation energy for
bridge chlorination. The temperature employed in this series of calculations, 565 K, is below the
temperature where chlorination is appreciably fast, resulting in a lower chlorination degree than
thermodynamically favored and, consequently, a higher θ(OHbr). The second striking di�erence
concerns the coverages of the on-top species. Thermodynamics predict that the coverage of Clot

should monotonously decrease, while both θ(Oot) and θ(OHot) are supposed to continuously
increase. The coverage of H2Oot should be very low over the whole range of conversion. Fig.
4.28, however, shows that none of this is really the case. The high-conversion trends of Clot, Oot

and OHot agree very well. But the low-conversion trends are opposite to the thermodynamic
model, with Clot increasing and Oot decreasing. According to the thermodynamic model Clot

should decrease and Oot should increase along with the conversion. This is because the trends
of Clbr and Clot, as predicted by the thermodynamic model (both decreasing with conversion),
are mutually exclusive from a kinetic point of view. The thermodynamic model only takes
into account how energetically favorable a con�guration is, but not whether it can actually be
formed by the reactions on the catalyst surface. Several examples within this chapter have
clearly demonstrated that increasing θ(Clbr) must lead to a decrease of θ(Clot) because the
surface loses basic Obr sites due to the chlorination. This results in opposite trends of Clot and
Clbr.

The comparison between the predictions of the thermodynamic model and the actual out-
come of the KMC simulations shows that, while thermodynamics do play a major role and
correctly predict some trends, they cannot account for everything. Some con�gurations which
are very favorable are impossible to form under actual reaction conditions. Thermodynamics
assume the intermediates to be perfectly independent, which is not really the case, as some
intermediates (such as Clbr and Clot) are strongly correlated due to the mechanisms by which
they are formed.
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Figure 4.29: Equilibration of the catalyst at p(HCl) = 100 mbar, p(O2) = 0.1 mbar and 580 K. a)
Number of Cl2 molecules formed per siteas a function of t. b) TOF as a function of t, derived by �tting
linear functions to segments of the curve in a). c) Surface con�gurations at di�erent t, indicated by

circles in a). d) and e) Noise-�ltered coverages of bridge and on-top species as a function of t.

4.6.4 Equilibration and catalyst activity

One particularly interesting experimental �nding is that equilibrated catalyst samples seem
to be more active in the oxidation of HCl than fresh catalyst samples by one order of magni-
tude. [148] During the equilibration procedure applied by Hevia et al. the catalyst is repeatedly
exposed to HCl pulses until saturation (measured by HCl signal response), resulting in catalyst
chlorination. This seems strange on �rst glance because in PGAA experiments increasing chlo-
rine coverage on the catalyst was linked to reduced catalyst activity. The KMC simulations
con�rm that the catalyst activity increases during the induction time. The steady state is
typically reached within 20 s in the simulation.

In order to learn more about the e�ect of equilibration of the catalyst the temporal evolution
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at 580 K with p(HCl) = 100 mbar and p(O2) = 0.1 mbar was studied. High temperature and
HCl excess were chosen to achieve high chlorination degree at the steady state of the reaction,
leading to pronounced activity changes. The starting con�guration was a stoichiometric, but
otherwise empty surface. The number of Cl2 molecules formed as a function of time, coverages
and simulation snapshots at selected times are displayed in Fig. 4.29. The initial equilibration of
the reaction is very fast. First, a large number of HCl molecules adsorb dissociatively, leading
to the formation of OHbr and Clot in equal proportion. Shortly after the �rst O2 molecule
adsorbs (at 4.5·10−5 s) the �rst H2O molecule is formed. Up to 7.1·10−4 s only H2O, but no
Cl2 forms, leading to an accumulation of Clot on the surface. At approximately 10−3 s the
surface reaches somewhat steady coverages. On average 43 % of the bridge sites are occupied
by OHbr and 57 % are occupied by Obr. Clbr does not occur yet. Most of the cus sites (67 %)
are occupied by Clot. The remaining cus sites are vacant, Oot occurs very rarely (0.2 %).

Chlorination sets in at 0.07 s. Next, along with the inevitable reduction of the θ(OHbr)
the Clot coverage decreases from 0.645 to 0.626. The reduction of θ(Clot) frees space on the
catalyst surface, but does not result in a decrease of the Oot coverage. The catalyst activity
continuously increases with time, as evident from Fig. 4.29 a) and b). If the activity was
constant, the number of Cl2 molecules produced with time would be a linear function. The
simulation outcome, however, is a curve whose slope increases with time. The reaction rate is
given by the slope of the curve which is plotted in Fig. 4.29 b). The initial TOF is approximately
40 s−1 and increases to 80 s−1 between 0.2 s and 5 s (cf. Fig. 4.29 b) ). The stabilization of TOF
at a higher level at 5 s coincides with the surface reaching the steady state coverages (Fig. 4.29
d) and e) ). After the steady-state coverages are reached, the surface continues to rearrange
Clbr, resulting in a slightly di�erent Clbr pattern at 12.4 s. In the �nal state 57 % of the cus
sites are covered by Clot. 30 % of the bridge sites are chlorinated, 16 % are hydrogenated. The
remaining bridge sites are occupied by Obr. The �nal con�guration at 12.4 s shows an irregular
arrangement of Clbr. The Clbr are spaced by one or two Obr most of the time, although longer
chain of Obr are present as well, which are partially hydrogenated.

One way to rationalize the increase in activity between the initial and equilibrated states of
the catalyst is by considering the HCl/Cl2 selectivity. Due to the bridge chlorination the OHbr

coverage dramatically decreases, while the Clot coverage decreases only slightly. The stronger
decrease of θ(OHbr) leads to reduced HCl desorption, but also suggests that HCl adsorption is
impeded, resulting in lower Clot coverage. In order to elucidate the change in catalyst activity in
more detail, a spatially resolved analysis of the consumption of educt molecules and formation of
product molecules was conducted. During the simulation all adsorption and desorption events
were recorded and the resulting spatial distribution was plotted in the form of a matrix plot
together with the steady-state bridge row con�guration in Fig. 4.30.

The data show that the chlorination pattern has a strong e�ect on the local catalyst activity.
The leftmost plot in Fig. 4.30 shows the distribution of HCl consumption on the bridge sites.
It is quite evident from the heterogeneous distribution that not all Obr are equally active in
oxidizing HCl. The Obr with the most intense tone are the most active. All of these very active
Obr have the same local con�guration where a pair of Obr are �anked by Clbr on either side.
Single Obr, as well as longer chains of Obr are less active. OHbr occurring in longer chains of
Obr, which are commonly observed in steady-state con�gurations, are not very active, as the
light tone in the distribution suggests. A comparison with the distributions for O2 and H2O
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Figure 4.30: Normalized spatial distribution of surface-gas exchange overlaid with the steady-state
con�guration of the bridge rows at p(HCl) = 100 mbar, p(O2) = 0.1 mbar and T = 580 K. The species
on the cus sites, which contain little information because of strong �uctuations, were removed to
facilitate interpretation of the distribution. Red pixels denote consumption and blue pixels production

of molecules. White corresponds to equal number of adsorbed and desorbed molecules.

shows that the distributions are highly correlated with the distribution of HCl consumption,
resulting in very active sites in direct neighborhood of the Obr that are the most active in HCl
consumption. This makes sense, considering that O2 is only consumed by the reaction if Oot

can be hydrogenated very quickly after adsorption. Otherwise, O2 would desorb again without
contributing to the net reaction. This means that the sites most active for O2 adsorption must
be in direct neighborhood of those which consume the most HCl.

A similar logic can be applied to H2O desorption. Careful examination of the distribution
for H2O desorption shows that the most active sites for H2O desorption are those cus sites where
there is an active Obr on the one side, a Clbr on the other side and no OHbr in close proximity.
The active Obr have identical neighborhoods, where two Obr are �anked by Clbr on either
side. These con�gurations are especially active because they shift the OHbr+Oot/Obr+OHot

equilibrium toward the OHot side. On a stoichiometric surface this hydrogen transfer is almost
thermoneutral (cf. Fig. 4.17), but OHbr is strongly destabilized by neighboring Clbr. The OHot,
on the other hand, bene�ts from the stabilization by the neighboring Clot or Clbr. With this
stabilization of OHot and destabilization of OHbr the equilibrium shifts toward the OHot side,
thereby making otherwise rare OHot available for reaction. The further hydrogenation to H2O
can proceed by di�erent mechanisms, depending on the hydrogen sources (cf. reaction network
in Fig. 4.40 on page 4.40): recombination of OHbr with OHot (I), transfer of a hydrogen
atom from OHbr to Oot directly followed by hydrogen transfer from HCl to OHot (III), and
subsequent adsorption of two HCl transferring both hydrogen atoms to the same Oot (IV). The
recombination of OHot with OHot (II) is less important although it has a very low activation
energy. OHot is a very rare intermediate, therefore OHot/OHot con�gurations seldom occur.
Mechanism IV bene�ts the least from partial chlorination because both hydrogen atoms can be
transferred in quick succession by dissociating HCl. Because it does not require Obr it is also
possible on a completely chlorinated surface (one-dimensional mechanism). However, it requires
an Oot �anked by two free cus sites, so it most likely occurs when Oot is trapped in the sense
that it cannot recombine to O2 due to lack of other Oot in the neighborhood. Mechanisms I and
III strongly rely on the presence of OHot and are therefore very sensitive toward the OHbr/OHot

equilibrium. These are the two mechanisms that are promoted by partial chlorination. In light
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of these results it can be understood why the formation of H2O becomes rate-determining under
oxidizing conditions (cf. Section 4.6.1): when there is no Clbr on the surface the H2O formation
slows down because OHbr and OHot are almost equally favorable, which reduces the lifetime of
OHot on the surface, as well as the conversion probability to H2O.

The formation of Cl2 is spatially decoupled from the H2O formation. In the distribution
(Fig. 4.30, right) the active sites for Cl2 desorption are spread over the surface, though strongly
localized. The sites with the lowest activity are almost exclusively in direct neighborhood of
inert OHbr groups which provide centers for HCl desorption, i.e., the backward reaction. The
most active sites are generally found in areas with high local chlorination degrees. Cus sites
directly �anked by two Clbr seem to be the most active. This means that Clot di�uses away
from the previously described active centers where HCl is consumed and H2O is formed to the
Clbr where the adsorption energy of Clot is reduced and desorption is easier to accomplish.
This revelation rationalizes why Clot has a very high degree of rate control, irrespective of
p(O2)/p(HCl) ratio (cf. Fig. 4.23 a) ).

The spatial analysis of the exchange with the gas phase sheds even more light on the
mechanism of the HCl oxidation. Although HCl can adsorb almost everywhere on the surface,
only a few select centers are really active in the oxidation of HCl. These centers allow for the
rather localized formation of H2O, while Clot can di�use over the surface and desorb from the
highly chlorinated areas of the catalyst. This suggests that the con�gurations where two Obr are
�anked by Clbr on either side are vital for the catalyst. Single Obr �anked by two Clbr or longer
chains of Obr, which can be hydrogenated very easily due to their high basicity are less active.
Stable OHbr even promote the backward reaction (HCl desorption), which means that they are
quite undesirable. The KMC simulations support the �nding by Hevia et al. who showed that
the chlorinated (equilibrated) RuO2 catalyst is more active than the fresh one, [148] and are
able to provide an explanation for activity enhancement by surface chlorination.

4.6.5 Kinetic compensation e�ect

Experimental investigation of the HCl oxidation over RuO2 in a �ow reactor uncovered strong
correlation between the apparent activation energy and the apparent frequency factor for di�er-
ent reaction feed conditions. [53] Plotting the experimentally determined EA,app versus ln(Aapp)
(Constable-Cremer plot) reveals a linear relationship between the two quantities. From the �nd-
ings it was concluded that kinetic compensation occurs. An isokinetic temperature Ti of 671 K
was derived from the slope m of the Constable-Cremer plot [169] using the relation

Ti =
1

mR
. (4.7)

With the actual intersections of the Arrhenius curves, however, a standard deviation for the Ti
of 41 K was derived. [53] Considering that pairs of curves that run almost parallel (intersecting
at in�nity) were neglected in the determination of the isokinetic temperature it is questionable
whether there really is an isokinetic relationship between EA,app and ln(Aapp).

A selection of the apparent activation energies obtained from the experiments [53] is com-
piled in Table 4.6. Strong variation of the Arrhenius parameters was observed only when
varying p(Cl2) and p(H2O). For variation of p(HCl) and p(O2) an apparent activation energy
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Table 4.6: Apparent activation energies obtained by simulations and experiments for variation of
p(species). The conversion-dependent simulations were conducted with the empirically corrected pa-

rameter set. The results of these simulations are presented in Section 4.7.5.

species EA,app / (kJ/mol)

490 K � 532 K 532 K � 641 K
experimental

from Ref. [53]

O2 130-180 87.2-101 67.7-68.9
HCl 121-195 57.0-120 61.7-65.7
H2O 157-255 102-224 68.6-88.9
Cl2 � � 68.6-75.5

H2O + Cl2 157-286 102-195 68.6-148.6

conversion 0-58 % 172-215 61.4-125 �

of 65.3 kJ/mol ± 3.6 kJ/mol was derived. Activity changes are purely re�ected in ln(Aapp)
(which varies between 13.39 and 15.88). However, the overall variation of activity at a given
temperature was rather small for changing p(O2) and p(HCl). The situation is quite dif-
ferent for of p(Cl2) and p(H2O) where a strong positive compensation (EA,app and ln(Aapp)
increase/decrease simultaneously) was observed. For an increase in p(H2O) in the reactant
feed from 0 to 37.5 mbar EA,app and ln(Aapp) increased by 6.9 kJ/mol and 1.04, respectively.
Increasing p(Cl2) in the reactant feed from 0 to 37.5 mbar raises the EA,app and ln(Aapp) even
more, by 20.3 kJ/mol and 3.44, respectively. The e�ect was particularly dramatic for simulta-
neous increase of p(Cl2) and p(H2O) to 37.5 mbar and 75 mbar, which increases the apparent
activation energy by 46.8 kJ/mol and 80 kJ/mol, respectively. Ln(Aapp) likewise increases by
8.13 and 13.88. The complete data from the measurements by Teschner et al. is available in
the supporting material to Ref. [53], Table S6.

These measurements constitute an interesting case study for our kinetic Monte Carlo simu-
lations, especially because further microscopic insight into compensation phenomena are highly
desirable and could be provided by KMC simulations. In order to obtain data which are qual-
itatively comparable with the experimental data, the HCl oxidation was simulated with KMC
under similar conditions as in the experiments by Teschner et al. [53] The Arrhenius curves
were simulated for variation of p(O2), p(HCl) and p(H2O). Only variation of p(Cl2) was not
simulated because the reaction order simulations returned zero reaction order in Cl2. As a
consequence, changing p(Cl2) has little e�ect on the Arrhenius curves. The results shall be
presented brie�y in the following subsections. The apparent activation energies obtained by
the simulations are compiled in Table 4.6.

The simulations were conducted at zero conversion because the experimental protocol is
not described in su�cient detail in the original publication by Teschner et al. [53] Due to the
strong non-linearity of the TOF as a function of conversion (cf. 4.28) the apparent activation
energy is conversion-dependent, as will be shown and discussed in Section 4.7.5. Therefore, the
following simulations describe the e�ect of changing the partial pressure of a reactant on the
Arrhenius curve in a mostly qualitative manner.
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Variation of p(O2)

In the temperature range between 480 K and 680 K the HCl oxidation was simulated with
p(HCl) = 100 mbar and p(Cl2) = p(H2O) = 0 mbar (zero conversion). p(O2) was varied be-
tween 5 and 1000 mbar. The resulting Arrhenius curves are plotted in Fig. 4.31 a). The TOF
monotonously increases together with temperature, but the Arrhenius curves are bent. The
change in catalyst activity with p(O2) at a given temperature is rather small compared to the
change in activity with T at a given p(O2) (implying small change of Arrhenius parameters
with p(O2)). This is qualitatively in good agreement with the experimental data that showed
only a small variation of activity for changing p(O2). At low temperature, EA,app amounts to
157 kJ/mol at a 1:1 mixture of HCl and O2. Since the curve bends over around 580 K, a signif-
icantly smaller EA,app of 25.5 kJ/mol is derived at high temperature. In the temperature range
that was examined experimentally (520 to 620 K) the apparent activation energy averages to
100-110 kJ/mol. The linear Constable-Cremer plot (not shown) con�rms a positive correlation
between the frequency factor an the apparent activation energy for this series of calculations.

The compensation observed here originates from the same microscopic processes that de-
termine the temperature dependency of the reaction order in p(O2) (the reaction order in O2

is examined Section 4.6.1). The change in apparent activation energy with p(O2) is correlated
with a change in reaction order with T because these quantities are derived from two di�erent
plots of the exact same data. The reaction order curves for di�erent temperatures are plotted
in Fig. 4.31 b). The reaction order in O2 changes from 0 at 490 K to 0.75 at 680 K, making O2

a stronger promoter at higher temperatures than at lower temperatures. In order to properly
analyze the p(O2)-dependency of the apparent activation energy the coverages were plotted as
a function of 1000 K/T at low and high p(O2) in Fig. 4.31 c) and d).

At low p(O2) (Fig. 4.31 c) ) the cus sites are almost completely covered by Clot at 490 K.
The Oot coverage is only 0.025. Half the Obr are hydrogenated, resulting in θ(Obr) = 0.51 and
θ(OHbr) = 0.49. The coverages of all other species are negligible. With increasing temperature
θ(Clot) and θ(OHbr) decrease in a parallel fashion. Up to 680 K, θ(Clot) decreases to 0.50 and
θ(OHbr) to 0.13. However, the surface is not entirely re-oxidized because θ(Obr) rises only to
0.61. Instead, the bridge sites are partially chlorinated with θ(Clbr) = 0.26 at 680 K. The
bridge chlorination sets in around 580 K, the same temperature where the Arrhenius curve
bends over. The Oot coverage does not increase signi�cantly with temperature; at 680 K it
is still only 0.04. The total coverage on the cus sites, however, decreases from 0.93 at 480 K
to 0.53 at 680 K. This implies that the oxygen coverage at higher temperature is not limited
by a low number of free sites, but by the O2 adsorption equilibrium. The sudden decrease
of the apparent activation energy from 130 kJ/mol at low temperature to 26 kJ/mol in the
high temperature regime suggests that the rate-determining step changes. The temperature
dependency of the coverages of OHbr and Clot (both of which are saturated at 490 K) suggests
that at low temperatures the desorption of Cl2 limits the reaction rate. This is con�rmed by
an RDS analysis using Campbell's method. [80] The degrees of rate control for some important
elementary steps are plotted as a function of 1000 K/T for HCl excess (p(HCl) = 100 mbar
and p(O2) = 5 mbar) in Fig. 4.32. At low temperatures (490-530 K) the Cl2 desorption is
clearly rate-limiting because it has the highest DRC. The step with the second-highest DRC
is O2 adsorption. The di�erence between Cl2 and O2 adsorption/desorption is quite large at
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Figure 4.31: Simulations of the HCl oxidation as a function of T and p(O2) with p(HCl) = 100 mbar
and p(H2O) = p(Cl2) = 0. T was varied between 490 K and 680 K and p(O2) between 5 mbar and
1000 mbar. a) Arrhenius plots for di�erent p(O2). b) Log-log plots of the TOF versus p(O2) for
di�erent temperatures. c) Coverages as a function of 1000 K/T for p(O2) = 5 mbar. d) Coverages as

a function of 1000 K/T for p(O2) = 1000 mbar.

490 K, but shrinks as the temperature rises. In the temperature range between 520 K and
600 K Cl2 desorption and O2 adsorption have almost identical DRCs. Since the two steps are
mechanistically linked at high total cus coverages O2 adsorption cannot take place without
prior Cl2 desorption. As long as there is no Cl2 in the gas phase, Cl2 desorption is more rate-
determining than O2 adsorption. When Cl2 is added to the gas phase, the rate is controlled
by O2 desorption, as previously shown in Fig. 4.23. The rate-determining step can change at
higher conversion, however, as has been demonstrated in Section 4.6.1. At temperatures higher
than 600 K the Cl2 desorption is, again, more rate-determining than O2 adsorption. This is
because the total cus coverage decreases at higher temperatures, facilitating the adsorption of
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Figure 4.32: Rate-determining step analysis for Arrhenius curves at di�erent O2/HCl ratios. The
legend applies to both diagrams. Only important elementary steps are plotted here. a) HCl excess
(p(HCl) = 100 mbar, p(O2) = 5 mbar) without products in the gas stream. See Fig. 4.31 a) (green
curve) and c) for the TOF and coverages. b) Oxygen excess (p(HCl) = 100 mbar, p(O2) = 5 mbar)
without products in the gas stream. See Fig. 4.31 a) (red curve) and d) for the TOF and coverages.

O2. Between 550 K and 680 K the DRC for HCl adsorption/desorption increases, making HCl
adsorption more rate-controlling than O2 adsorption, despite HCl excess. This is re�ected in
the coverages which clearly show that the OHbr coverage (which is an indicator for the �HCl�
coverage on the surface) is quite low (0.12) at 680 K. The RDS analysis allows for an easier
interpretation of the observed temperature dependency of the TOF (Fig. 4.31 a), green curve).
In the low-temperature range where the Cl2 desorption is by far the most rate-controlling
step the highest apparent activation energy (130 kJ/mol) is obtained. The temperature range
between 530 K and 600 K where O2 adsorption and Cl2 desorption have the same degree of
rate control coincides with the segment of the Arrhenius curve which is not linear (i.e., the
range where the curve bends over). Fitting a linear function to the points between 530 K and
600 K results in a lower apparent activation energy of 112 kJ/mol. At even higher temperature
the excess reactant, HCl, starts to a�ect the reaction rate. Together with a similar degree of
rate control for O2 adsorption this indicates partial mass transport limitation. The reaction
is not entirely mass transport limited (which would be indicated by zero apparent activation
energy19) because the Cl2 desorption still has the highest DRC. These factors together lead to
a reduced (but nonzero) apparent activation energy of 26.1 kJ/mol.

At high p(O2) many aspects of the reaction, particularly the trends of the coverages, are
similar to the simulations at low p(O2). However, the rate-determining steps are di�erent. At
low temperature the HCl adsorption/desorption alone is rate-determining. Between 560 K and
600 K the rate is controlled by both HCl adsorption and hydrogen transfer from OHbr to Oot

(Fig. 4.32 b) ). At temperatures above 600 K the rate is, again, controlled by HCl adsorption,

19In practical catalysts, mass transport limitation at high temperatures leads to an apparent activation energy
of ≈ 8 kJ/mol because the di�usion rate in ideal gases is proportional to T 1.5. In the present KMC model,
however, ballistic transport is assumed, where the di�usion rate is proportional to T−0.5, resulting in an apparent
activation energy of ≈ −2 kJ/mol at full mass transport limitation.
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together with Cl2 desorption. As evident from the comparison of Fig. 4.32 a) and b) the
rate-determining step changes between reducing and oxidizing conditions, thereby changing
the apparent activation energy.
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Variation of p(HCl)

The partial pressure of HCl was varied between 20 mbar and 5000 mbar with p(O2) = 100 mbar
and p(H2O) = p(Cl2) = 0. The resulting Arrhenius curves are plotted in Fig. 4.33 a). For
p(HCl) ≤ 100 mbar the curve rises steeply at low T (EA,app = 179 kJ/mol) and bends over
around 560 K, resulting in a segment with a smaller apparent activation energy of 31 kJ/mol.
The fact that all the curves overlap between 490 K and 560 K indicates that the TOF is
practically independent of p(HCl). The bend-over temperature increases with p(HCl), resulting
in higher activity above 600 K at higher p(HCl). Thus far, it can be concluded that HCl is a
good promoter only at high temperatures. A log-log plot of the TOF versus p(HCl) (Fig. 4.33

Figure 4.33: Simulations of the HCl oxidation as a function of T and p(HCl) with p(O2) = 100 mbar
and p(H2O) = p(Cl2) = 0. T was varied between 490 K and 680 K and p(HCl) between 20 mbar and
5000 mbar. a) Arrhenius plots for di�erent p(HCl). b) Log-log plots of TOF versus p(HCl) for di�erent
temperatures. c) Coverages as a function of log(p(HCl)) for T = 490 K. d) Coverages as a function of

log(p(HCl)) for T = 680 K.
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b) ) further illustrates this point. It shows an almost constant TOF for 490 K, but at elevated
temperatures the reaction order in HCl is clearly positive. It looks qualitatively similar to
the temperature dependency of the reaction order in O2 which was described in the previous
section. However, for HCl the high-temperature promotion is easier to understand than for O2.
It will be explained in the following.

Figs. 4.33 c) and 4.33 d) show the coverages of selected species as a function of
log(p(HCl) / mbar) for 490 K and 680 K. The most important species are Oot, Clot, Obr,
Clbr and OHbr. The coverages of all other species are negligibly small and therefore not plotted
in the �gures. Already at low p(HCl) (20 mbar) most of the cus sites (77 %) are occupied by
Clot at 490 K (4.33 c) ). Most of the remaining cus sites are occupied by Oot. There are few
vacancies on the surface. The coverage of OHbr is 0.45 and the rest of the bridge sites is occu-
pied by oxygen. Since the maximum possible bridge hydrogenation degree is 0.5, the surface
is almost completely saturated with hydrogen even at the lowest p(HCl) considered here. As
p(HCl) increases, the coverage of Clot rises up to 0.96 at 5000 mbar. Consequently, the Oot

coverage drops to zero. The coverages of OHbr and Obr both approach 0.5 but do not strongly
vary overall. Bridge chlorination does not take place at 490 K because it is highly activated.
The competition between Clot and Oot for free sites strongly determines the catalyst activity
here because the surface is completely full over the whole range of p(HCl). As as consequence,
more Oot is displaced from the surface by Clot with increasing p(HCl). The surface also has no
further capacity to accept hydrogen from HCl dissociation because it is saturated with OHbr

even at low p(HCl). O2 adsorption becomes a bottleneck at higher p(HCl), indicated by the
low coverage of Oot.

At 680 K the situation is quite di�erent. At p(HCl) = 20 mbar the coverages of Oot and
Clot are 0.26 and 0.35, respectively. The increase in temperature shifts the HCl adsorption
equilibrium toward the gas phase, resulting in more space for oxygen to adsorb. This leads
to slightly higher Oot coverage, despite the elevated temperature. The surface is only slightly
reduced, with 79 % of the bridge sites occupied by Obr. Some bridge sites are chlorinated (16 %)
and the remaining 5 % are occupied by OHbr. One striking di�erence from the low-temperature
simulations is that only 61 % of the cus sites are occupied, opposed to full coverage at 490 K.
Furthermore, the surface is not as strongly reduced as at low temperature, resulting in high Obr

occupancy and increasing the basicity of the surface. With low total coverage and little surface
reduction the surface can accept more HCl as p(HCl) is increased. This results in increasing
Clot, Clbr and OHbr coverages. The coverages of Obr and Oot decrease with increasing p(HCl).
However, even at 5000 mbar Oot is still present on the surface. As a result, HCl promotes the
reaction at elevated temperatures.

Because HCl interacts with the surface in di�erent ways at higher than at lower temper-
atures the apparent activation energy also changes with p(HCl) and T , resulting in apparent
compensation. Despite the confusing behavior of the Arrhenius plots and lack of a single isoki-
netic temperature the Constable-Cremer plot for this series of simulations is linear. From the
slope of the Constable-Cremer plot (excluding the data from the 20 mbar data set because
it does not match the Constable-Cremer relationship) an isokinetic temperature of 585 K is
derived, which is roughly reconciled with the Arrhenius plots that show that all curves intersect
between 580 and 600 K, except for p(HCl) = 20 mbar.
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Figure 4.34: Simulations of the HCl oxidation as a function of T and p(H2O) with p(O2) = 100 mbar
and p(Cl2) = 0. T was varied between 490 K and 680 K and p(H2O) between 5 mbar and 1000 mbar.
a) Arrhenius plots for di�erent p(H2O). b) Log-log plots of the TOF versus p(H2O) for di�erent
temperatures. c) Coverages as a function of 1000 K/T for p(H2O) = 5 mbar. d) Coverages as a

function of 1000 K/T for p(H2O) = 1000 mbar.

Variation of p(H2O)

Similar simulations as in the previous two paragraphs were conducted, but the partial pressure
of H2O was varied between 5 and 1000 mbar while p(O2) and p(HCl) were kept �xed at 100 mbar.
The simulations were conducted in the absence of Cl2 in the gas stream. The results of the
simulations were plotted in Figure 4.34.

For low p(H2O) the Arrhenius curve (Fig. 4.34 a) ) looks the same as in previous simulations:
at low temperatures the curve is steep with an apparent activation energy of 180 kJ/mol and
then bends over, resulting in a signi�cantly lower apparent activation energy of 20-30 kJ/mol.
As p(H2O) is slightly increased to 10 mbar and 20 mbar (blue and light green curves) cat-
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alyst inhibition is notable only at low temperature. The high-temperature activity is not
a�ected by p(H2O). As a result the low-temperature apparent activation energy is increased to
200 kJ/mol and 250 kJ/mol for 10 and 20 mbar H2O, respectively. This agrees qualitatively
with the experimental results by Teschner et al., where inhibition by H2O is most notable at
low temperatures [53] and at high temperatures the catalyst activity is identical to the H2O-free
measurements. Although the total apparent activation energies deviate, the results from the
simulations qualitatively agree with the experiments.

At even higher p(H2O) a linear segment in the Arrhenius curve develops at low temperature,
resulting in parallel Arrhenius curves and no further increase of the low-temperature apparent
activation energy. At high temperature, however, all curves intersect with the curve at p(H2O)
= 5 mbar, further underlining that H2O inhibits the reaction only at low temperature.

This means that the reaction order in H2O is temperature-dependent as well. The cor-
responding plots are displayed in Fig. 4.34 b). The temperature-dependency of the reaction
orders was already discussed in great detail in Section 4.6.3, so it will not be covered again
here. Plotting the coverages as a function of 1000 K/T further illustrates the temperature-
dependency of H2O inhibition. Figure 4.34 c) shows the coverages for p(H2O) = 5 mbar as a
function of 1000 K/T . The H2Oot coverage decreases from 0.15 at 490 K to 0 at 680 K, thus
inhibiting the reaction only at low T . At p(H2O) = 1000 mbar (Fig. 4.34 d) ) the H2Oot cover-
age is quite constant (≈ 0.4) between 400 K and 600 K. Between 600 K and 680 K the H2Oot

coverage decreases to 0.15. Comparing the two diagrams 4.34 c) and d) it becomes clear that
the high H2Oot coverage at p(H2O) = 1000 mbar a�ects the coverages of other species as well.
Most notably, the coverage of Clot decreases from 0.8 at 5 mbar to 0.5 at 1000 mbar. θ(Oot)
also drops from 0.15 to 0.1. Because the surface is partially blocked by H2O, it can accept less
HCl, resulting in a slight reduction of θ(OHbr) and increase of θ(Obr) at low temperatures.

For the simulations with p(H2O)≥ 37.5 mbar no experimental data available for comparison.

4.7 Empirical correction

From the KMC results it can be concluded that the HCl oxidation is well-described overall.
The promotion of the reaction by O2 and HCl, as well as H2O inhibition are in very good
agreement with experimental data. The parameter set is also able to reproduce and explain the
experimentally observed increase in catalyst activity due to the initial chlorination. Although
the overall apparent activation energy is overestimated, the simulations qualitatively reproduce
the experimentally observed compensation e�ect. Most notably the H2O inhibition leads to a
strong increase in apparent activation energy, while varying p(O2) and p(HCl) does not have
much e�ect on EA,app. However, there is practically no inhibition of the reaction by Cl2 in the
simulations, while strong Cl2 inhibition was observed experimentally. [52, 53] It is known that
some parameters are not well-described by the DFT calculations. In order to explore the e�ect
of the known errors in the parameter sets (cf. Section 4.3) on the kinetics, the zero-coverage
adsorption energies of some species were slightly varied and their e�ect on the corresponding
TOF curves is studied in the following sections.
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Figure 4.35: E�ect of the adsorption energies of Oot and Clot on the oxygen promoting e�ect at 565 K,
p(Cl2) = p(H2O) = 5 mbar and p(HCl) = 100 mbar. Left: plot of log(TOF s) versus log(p(O2) / mbar)
for enhanced adsorption of Oot/weakened adsorption of Clot (pink curve), regular parameters (green
curve) and weakened adsorption of Oot/enhanced adsorption of Clot (brown curve). Right: simulation

snapshots at stoichiometric gas composition for the three parameter variations

4.7.1 Oot/Clot

It has been detailed in sections 4.3.1 and 4.3.2 that the adsorption energy of Oot is overesti-
mated in DFT by about 0.1 eV. The adsorption energy of Clot is underestimated by a similar
magnitude. These deviations were obtained from comparison of DFT-calculated TPD spectra
with experimental ones. Because competition between Cl and O for the cus adsorption sites
is an important aspect of the mechanism of the HCl oxidation over RuO2(110), these errors
do not compensate each other � even worse, they add up. Overall it should be expected that
the Oot coverage is overestimated while the Clot coverage is underestimated. This can lead to
artifacts in the simulations. For example, KMC with the regular DFT-derived parameter set
does not support the experimental conclusion that the O2 adsorption is rate-determining at
stoichiometric conditions, which may be a result of oxygen overbinding/chlorine underbinding.
In order to examine how sensitive the promotion of the reaction by oxygen is to the adsorption
energies of Oot and Clot, test calculations were conducted where the zero-coverage chemisorp-
tion energies were decreased by 0.1 eV for Oot and increased by 0.1 eV for Clot, and vice versa.
The resulting TOF curves are plotted in Fig. 4.35 together with the corresponding curve for
the regular parameter set. The curves show very impressively how a lack of error compensation
can a�ect the kinetics, even when the error is only ±0.1 eV. For the stronger Oot/weaker Clot

binding (pink curve) the curve is shifted to lower p(O2) and a pronounced maximum of catalyst
activity is obtained at p(HCl)/p(O2) = 10 (reducing conditions). At higher p(O2) the surface
is poisoned by oxygen (cf. top-right con�guration in Fig. 4.35). This clearly disagrees with
the experiments that clearly show that O2 promotes the reaction at stoichiometric and slightly
oxidizing conditions. For weaker Oot/stronger Clot chemisorption (brown curve), however, the
curve shifts to higher p(O2) and there is no saturation of the reaction rate or even a maximum
to be seen in the studied range of p(O2). A comparison of the con�guration (bottom-right in
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Figure 4.36: Surface phase diagrams for equilibrium gas composition at 575 K. a) Standard DFT-
based parameter set. b) Parameter set with semi-empirical correction. The orange lines indicate where
partial chlorination starts: on the left side all con�gurations only have Obr and on the right side the
con�gurations have at least one Clbr. The white lines indicate stoichiometric conditions. The area

inside the white ellipses approximately corresponds to the industrial conditions.

Fig. 4.35) with the regular parameter set (center-right in Fig. 4.35) at stoichiometric conditions
shows that the stronger Clot binding leads to an increase in Clot coverage, which replaces the
few Oot and vacancies that are present in the normal parameter set. This leads to a stronger
inhibition of O2 adsorption and thus increased rate control for O2 dissociative adsorption.

In order to quickly asses the changes at di�erent p(O2)/p(HCl), a surface phase diagram
for the corrected parameter set was calculated and is displayed in Fig. 4.36 b). Fig. 4.36
a) is identical to Fig. 4.11 a). The changes induced by the correctionare quite small overall.
Especially in the low-pressure range the same con�gurations appear in both phase diagrams.
However, with the semi-empirical correction the whole diagram is shifted to higher p(O2) and
lower p(HCl). Some phases that contain hydroxyl groups in the top-right corner of the standard
phase diagram are replaced by new phases that contain only Cl and O. This happens because
the adsorption energy of Clot was increased while those of the hydroxyl groups were not adapted.
The main con�guration under industrial conditions (indicated by the white ellipses) does not
change, but since the whole phase diagram is shifted to lower p(HCl) and higher p(O2) this area
is now much closer to the half-chlorinated phase, which means that a higher degree of bridge
chlorination should be expected.

It can be concluded that the kinetics of the HCl oxidation are indeed highly sensitive to
the chemisorption energy di�erence of Clot and Oot. In order to study the properties of the
system with the correction, simulation series were repeated, where strong deviations between
simulated and experimental data were previously observed.
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Figure 4.37: Comparison of the empirically corrected parameter set with the non-corrected one. a)
log(TOF s) vs. log(p(H2O)/mbar) for T = 565 K, p(O2) = p(HCl) = 100 mbar and p(Cl2) = 0. b)

log(TOF s) vs. log(p(Cl2)/mbar) for T = 565 K, p(O2) = p(HCl) = 100 mbar and p(H2O) = 0.

4.7.2 Reaction order in H2O

The reaction was simulated at 565 K, p(HCl) = p(O2) = 100 mbar and p(Cl2) = 0. The
partial pressure of H2O was varied between 0.01 and 300 mbar. The log(TOF s) curves as a
function of log(p(H2O)/mbar) for the uncorrected and empirically corrected parameter sets are
plotted together in Fig. 4.37 a). The normal and corrected curves are very similar in shape,
with inhibition by H2O setting in at 50 mbar. However, the corrected parameter set yields a
catalyst activity which is lower by one order of magnitude compared to the uncorrected one.
The activity is lowered due to stronger binding of Clot which reduces the Cl2 formation rate.
Qualitatively, however, the correction of adsorption energies for Clot and Oot does not have an
e�ect on H2O inhibition.

4.7.3 Reaction order in Cl2

The reaction order in Cl2 was not described correctly by the DFT-based parameter set without
correction (cf. Section 4.6.3). In order to examine the e�ect of the correction of adsorption
energies, simulations were conducted at 565 K, p(HCl) = p(O2) = 100 mbar and p(H2O) = 0
with variable Cl2 partial pressure. The resulting TOF curve is plotted in Fig. 4.37 b) together
with the one obtained in Section 4.6.3. The e�ect of increasing the Clot adsorption energy
is much more pronounced than in the previously studied case of H2O adsorption. With the
uncorrected parameters (purple curve) the Cl2 formation rate is practically constant up to
p(Cl2) = 100 mbar where slight inhibition sets in. With the empirically corrected parameter
set, inhibition is already observable at 20 mbar and the curve shape is quite similar to the one
obtained for H2O inhibition (Fig. 4.37 a) ). It is in much better agreement with experimental
data that show that at 573 K Cl2 and H2O have very similar e�ect on the catalyst activity. [52]

Temperature-dependent simulations, however, show that inhibition of the catalyst activ-
ity is stronger at higher temperatures, resulting in decreasing apparent activation energy. In
experiments, however, it has been observed that adding Cl2 to the gas stream increases the
apparent activation energy. This suggests that the mechanistic description of Cl2 inhibition
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Figure 4.38: Inhibition by H2O (green), Cl2 (pink) and both together (brown, p(H2O) = p(Cl2))
in the semi-empirically corrected parameter set. a) Log-log plot of TOF versus partial pressure for

p(HCl) = p(O2) = 100 mbar at 565 K. b) Coverages as a function of log(p(H2O, Cl2)).

might be wrong in the simulations. This point is elaborated in more detail in the discussion on
page 4.8.1.

4.7.4 Combining H2O and Cl2

In the previous simulations with the purely DFT-based parameter set inhibition was observed
only for H2O, not for Cl2. As a consequence, combining Cl2 with H2O in the gas stream did
not lead to additional inhibition. With the empirically corrected parameter set the inhibition
of H2O and Cl2 combined was simulated with p(H2O) = p(Cl2) for p(HCl) = p(O2) = 100 mbar
at 565 K. The resulting TOFs are plotted in Fig. 4.38 a). In the same diagram the curves
for inhibition by only H2O and only Cl2 are shown for direct comparison. For H2O only,
little inhibition is observed up to 50 mbar. Above 50 mbar catalyst poisoning suddenly sets
in, resulting in a steep drop of the TOF. For Cl2 the curve is smoother because inhibition is
already observable at 10 mbar and then the TOF continuously decreases. When Cl2 and H2O
are combined in the gas stream, the resulting curve looks like a combination of the H2O and
Cl2 curves: at low p(H2O, Cl2) the curve runs parallel to the Cl2 curve up to a partial pressure
of 20 mbar. At 50 mbar stronger poisoning sets in, which is reminiscent of the H2O curve;
however, the inhibition by both products combined is stronger than with just a single product.
At p(H2O, Cl2) = 100 mbar the TOF drops steeply because the reactant mixture is very close
to equilibrium. At equilibrium the TOF is zero, which formally results in a reaction order with
respect to the products of −∞ close to the equilibrium point.

The coverages for the simulations where H2O and Cl2 are combined are plotted in Fig. 4.38
b). At low p(H2O, Cl2) the coverage of Clot is quite high (0.89), with moderate to high θ(OHbr)
(0.42). The low Oot coverage, however, indicates that oxygen is lacking on the surface, which
e�ectively limits the rate. As the partial pressures of the products are increased, Clot is partially
replaced by H2Oot. As previously described for inhibition with H2O only, this also results in a
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Figure 4.39: Arrhenius curves calculated with the empirically corrected parameter set for di�erent
conversion levels. At zero conversion p(HCl) = 240 mbar and p(O2) = 60 mbar. a) Full Arrhenius

curves. b) Same curves, displaying only the temperature range between 525 K and 625 K.

decrease of θ(OHbr) and increase of θ(Obr). The large quantities of H2Oot lead to blockade of the
surface by inert H2Oot/Clot superstructures. The Cl2 which is additionally present in the gas
phase, however, mostly a�ects the HCl adsorption. Because Cl2 dissociation creates the same
intermediate as HCl dissociative adsorption (Clot), Cl2 shifts the HCl adsorption equilibrium
toward the gas phase, thereby reducing the amount of dissociated HCl on the surface. This is
indicated by the strong drop of θ(OHbr) at high p(H2O, Cl2). Ultimately, the combination of
a partially blocked surface and the inhibition of educt adsorption lead to the strong inhibition
observed for high partial pressures of H2O and Cl2.

4.7.5 Apparent activation energy

The profound changes in the reaction system due to the empirical correction suggest that the
apparent activation energy should be re-evaluated using the modi�ed parameter set. The re-
action was simulated for a stoichiometric mixture of HCl and O2 with p(HCl) = 240 mbar and
p(O2) = 60 mbar in the absence of reaction products (Fig. 4.39 a), green curve). Evaluation of
the data, however, shows that the apparent activation energy has not changed at all at low tem-
peratures, compared to the pure DFT parameter set. For the normal parameter set, 179 kJ/mol
are obtained for similar conditions and the corrected parameter set returns 182 kJ/mol. At
high temperature the apparent activation energy increases to 52 kJ/mol, compared to the
20−30 kJ/mol obtained for the regular parameter set. This means that the deviation between
the experimental value (65-72 kJ/mol in the temperature range between 525 K and 625 K [53])
and the computed values (180 kJ/mol at low T and 50 kJ/mol at high T ) is not caused by
overestimation of the Oot and/or underestimation of the Clot adsorption energy. If it was, the
apparent activation energy should have changed to a larger extent after applying the correc-
tion. In fact, although these adsorption energies strongly determine the reaction orders in O2,
it seems as if they have practically no e�ect on the apparent activation energy.

To explain the deviation, �rst the experimental conditions have to be taken into account.
Unfortunately, the experiments are not described in great detail in the original publication
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by Teschner et al. [53] For comparison with KMC it would be desirable if the conversion at
which the measurements were performed was known, and how the reaction rate was computed
from the measured conversion. Both details are missing in the original publication. Comparing
zero-conversion KMC simulations with measurements performed at �nite conversion is ques-
tionable because it is an important factor in the reaction due to product poisoning, which has
been shown for several di�erent examples using KMC simulations (Sections 4.6.3, and 4.7.3).
Therefore, at least a qualitative examination of the e�ect of conversion on the Arrhenius curves
is in order. Computing the TOF as a function of temperatures for di�erent conversions up to
50 % results in Arrhenius curves which look very similar to the original one at zero conversion
(cf. 4.39 a) ). The apparent activation energy of the low-temperature segment varies very
little with conversion. The frequency factor, however, decreases with conversion, resulting in
almost parallel curves between 490 and 535 K. Around 550 K the curves �rst start to diverge,
with the high-conversion curves bending over and the zero-conversion curve continuing in a
linear fashion up to 580 K. At temperatures beyond 600 K the second linear segment of the
zero-conversion curve starts. In contrast, the TOF becomes T -independent at high T (EA,app ≈
0). The apparent activation energies derived from the curves still are not able to explain the
experimental data. Not only do the apparent activation energies strongly deviate from the
experimental values, also the shape of the curves does not agree well with the experimental
observations. Experimentally, perfectly straight Arrhenius curves were obtained in the tem-
perature range between 525 K and 625 K. [53] No experimental data are available at higher or
lower temperatures. Considering only the temperature range between 525 K and 625 K of the
simulated curves actually does result in somewhat linear function (Fig. 4.39 b) ). Fitting linear
functions to the curves results in signi�cantly lower apparent activation energies which decrease
with conversion. For zero conversion, 153 kJ/mol are obtained, decreasing to 103 kJ/mol at
50 % conversion. This shows that the chosen conversion strongly in�uences the simulation
results in the experimentally examined temperature range and should be chose carefully. KMC
simulations enable the computation of TOFs over a very broad temperature range that is not
necessarily accessible experimentally, possibly resulting in biased conclusions. The observed
trend of the apparent activation energy as a function of conversion suggests that the apparent
activation energy might not be as high a initially thought. 103 kJ/mol, as obtained at 50 %
conversion, is much closer to the experimental value of 65−72 kJ/mol. Considering that the
apparent activation energy not only depends on the temperature but also on the conversion,
however, implies that perfect agreement with the experiment cannot be achieved unless a nu-
merical reactor model is solved which takes into account that the conversion increases along
the catalyst bed, which results in the measured conversion. In a �ow reactor where the �ow
rate and catalyst load are constant, the achieved conversion level also increases along with cat-
alyst activity. However, with the few experimental details given in the original publication it
is not possible to construct a numerical model for the reactor. The �nal conclusion of the com-
putation of Arrhenius curves is that the apparent activation energy obtained by simulations
strongly depends on the experimental conditions, most notably on the conversion. Without
proper information about how the experiments were conducted, KMC simulations will not be
able to provide data which are even comparable with the experiments.
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4.8 Summary and discussion

The HCl oxidation over RuO2 was simulated with the Kinetic Monte Carlo method using a
DFT-derived parameter set. The parameter set includes activation energies for all elementary
steps, lateral interactions between the intermediates (pairwise and three-body) and hydrogen
bonds. The lateral interactions were derived by �tting a cluster expansion with 112 parameters
to 315 di�erent surface con�gurations. The resulting parameters are statistically signi�cant, as
shown by the plots of single deletion variance, Cook's distance and beta di�erences in Appendix
B.4. The maximum surface energy deviation of the �t from the original data is ±50 meV, with
total surface energies ranging between 0 eV and −6 eV. The adsorption energies agree with the
experimental values reasonably well. Comparison with experimental thermal desorption spectra
suggests that Oot overbinds by 0.1 eV (this is a well-known phenomenon), while Clot underbinds
by 0.1-0.2 eV. H2Oot seems to underbind by a larger amount, which can be explained by (partial)
dissociation of the H2O molecule, entropy contribution due to (partially) free rotation and
dispersion contribution.

In addition to the surface energies, fundamental information about the intermediates on
the surface can be extracted from the relaxed geometries. Particularly the H2O species have
interesting properties. For H2Obr there are adsorption geometries with di�erent symmetries
(C1, Cs, and C2v). Which one is favored depends on the total H2Obr coverage, with very low
coverages (≤ 1/6) favoring C2v symmetry, medium coverages (between 1/5 and 1/3) favoring
the Cs symmetry, and �nally for very high coverages (1/2 and higher) the C1 symmetry is
favored. With STM, C2v/Cs-H2Obr can be distinguished from C1-H2Obr by modulations ap-
pearing in the Obr rows beside the H2Obr. They appear for C2v/Cs-H2Obr, Vbr and OHbr (in
a weaker form), but not for C1-H2Obr. When the H2Obr are separated by three or �ve Obr,
the con�guration is especially favored, which is a consequence of the Obr modulations. This
is a very interesting phenomenon which allows for better understanding of long-range lateral
interactions of covalently adsorbed species. For high coverages of H2O (≥ 1/2) H2Oot is favored
over H2Obr, which also compares well with experimental results that show that at large H2

dosages H2Obr di�uses to the cus sites. [145] H2Oot is also an interesting intermediate which
can dissociate into an angulated OHbr-OHot geometry is is generally favored over a linear or
orthogonal geometry. On the stoichiometric surface, H2O is favored in its dissociated form.
Only when all cus sites are occupied, partial dissociation is more favorable, leaving half the
H2O molecules intact.

Using the parameter set derived from the cluster expansion an equilibrium surface phase
diagram for the HCl oxidation can be generated using the approach presented in Section 2.6.
The resulting surface phase diagram shows the thermodynamically favored con�gurations as
a function of p(HCl) and p(O2). The gas phase has to be in equilibrium, therefore p(H2O)
and p(Cl2) are chosen so that the law of mass action is ful�lled at every point. The phase
diagram shows that at HCl excess the surface is always partially chlorinated. Under industrial
conditions the chlorination degree is 1/3 and the Clot coverage is 2/3, resulting in a total
chlorine coverage of 1. This agrees reasonably well with PGAA measurements by Teschner et
al. that show that the total chlorine coverage on the surface is very close to 1 under similar
conditions. [52] Another interesting result is that neighboring �phases� in the diagram almost
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always have similar compositions, which means that the phase transitions are smooth.
Surface phase diagrams are easy to calculate once a cluster expansion parameter set has been

established. They are suitable for probing the e�ect of changing some interaction parameters
on the thermodynamically favored state of the system. For the HCl oxidation it can be shown
that the phase diagram changes completely when a parameter set without lateral interactions is
employed. Not only does bridge chlorination not happen, the surface is also completely blocked
by Clot and Oot, except at very low p(O2, HCl). This suggests that lateral interactions can have
very fundamental e�ects on the surface composition, stabilizing some intermediates (Clbr) and
destabilizing others (Clot).

The phase diagrams, however, provide only a �rst impression of the surface state. First of
all, they cannot actually provide information about the catalytically active state because they
are calculated for the equilibrated gas phase. Secondly, they show only a single con�guration
at each p(O2, HCl), the one with the lowest grand canonical potential, but do not show other
con�gurations that may have only slightly higher energy. The �rst problem can be overcome
by applying the equilibrium approximation to non-equilibrium conditions, as also presented in
Section 2.6. The second problem can be overcome by calculating the Boltzmann contribution
for every possible con�guration. This gives an estimate for the probability of occurrence of
the con�guration. The ones with high Boltzmann contributions are common, while those with
low Boltzmann contributions are potentially active states that do no occur frequently. The
Boltzmann analysis shows that at low conversion the surface assumes a mixed state where the
most common con�guration contributes only 10 %. It turns out that the whole Boltzmann
distribution is quite wide, with many di�erent con�gurations contributing. To account for
99.99 % of the surface over 3000 di�erent con�gurations are necessary. This suggests that
in an actual simulation disorder, rather than order, should be expected. The result of the
Boltzmann analysis is unexpected in the sense that lateral interactions are typically associated
with increasing order on the surface: while in simulations without lateral interactions the re-
action proceeds statistically, lateral interactions lead to the formation of ordered phases on the
surface. However, as shown here, they can also increase disorder on the surface by making con-
�gurations containing di�erent intermediates energetically degenerate, allowing weaker bound
intermediates to contribute more than without interactions, thus increasing the diversity on
the surface. Such detailed insight into the e�ect of detailed interaction models is completely
new. It shows that lateral interactions can thermodynamically favor mixing of reactants, thus
introducing a thermodynamic driving force for it. Mixing of reactants is necessary on a cata-
lyst surface. This could be one of the factors that make RuO2(110) such a good catalyst for
the HCl oxidation. Although it is well-established that reactant mixing is essential for a good
catalyst, the factors that lead to mixing or de-mixing of reactants on the surface are not well
understood. DFT-based thermodynamics using detailed interaction models can provide better
understanding about the thermodynamic factors that lead to mixing or de-mixing.

For the actual kinetic simulations additional parameters are required: the activation energies
for elementary steps. The activation energies were determined with DFT using the string
method. Most notable is that the Cl2 and HCl dissociation steps proceed without activation
energy, except in one case (HCl + Oot → Clot + OHot), where the activation energy is 0.05 eV.
For the recombination of hydroxyl groups all activation energies are rather low, although there
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is a high thermodynamic �barrier� for the formation of H2Obr, which is endothermic by at
least 1.2 eV. The same is true for hydrogen transfer between adsorbed water and neighboring
hydroxyl groups, for which the kinetic barriers are very small, except for the hydrogen transfer
between H2Obr and OHbr. Whenever an H2Obr is newly formed, the elementary steps are
strongly endothermic. Similar calculations have previously been published by Lopez et al. [150]
which agree very well with the values presented in this work. Some small deviations exist, but
considering that the transition state energies depend on the surroundings and the super cell
size, these should not be overstated.

In order to avoid microreversibility violations in the �nal parameter set for the KMC sim-
ulations the transition state energies were corrected using the procedure presented in Section
2.5.3.

4.8.1 Kinetic studies

The parameter set was applied to a wide range of p(O2, HCl, H2O, Cl2) and T . Wherever
experimental data are available, the simulation results were compared to the experiments.

One of the most prominent features of the HCl oxidation over RuO2(110) is the oxygen
promoting e�ect, which simply means that the reaction order in O2 is positive, even under
O2 excess. The oxygen promoting e�ect was �rst observed by Lopez et al. [150] It has been
hypothesized that oxygen promotes the reaction because the surface is entirely covered with
Clot, which means that dissociative O2 adsorption is strongly inhibited. The hypothesis was
supported by in-operando PGAA measurements that show that the surface is indeed almost
completely covered by chlorine.20 [52, 53] This alone, however, does not conclusively prove that
O2 adsorption is rate-limiting (Cl2 desorption could also be the rate-determining step). Ki-
netic Monte Carlo simulations were conducted to examine the oxygen promoting e�ect under
conditions similar to the experiments by Teschner et al. [52] The simulations can reproduce
a positive reaction order under oxidizing conditions and provide microscopic insight into the
phenomenon. The Clot coverage was also found to be quite high (0.6-0.7), similar to the ex-
perimental �ndings (0.66-0.72). [52] A numerical analysis of the KMC results using Campbell's
method for RDS analysis without H2O and Cl2 in the gas stream did not con�rm that O2

adsorption is rate-limiting. Instead, Cl2 desorption controls the rate under reducing conditions.
However, the RDS changes with conversion because Cl2 adsorption and desorption are always
in equilibrium when Cl2 is present in the gas stream. At �nite conversion, the O2 adsorption
becomes rate-determining, thereby con�rming the experimental �ndings. However, due to the
nature of the HCl oxidation over RuO2(110) (di�erent parallel reaction paths) there never is
an exclusive rate-determining step, i.e., the rate control is always mixed. Under reducing con-
ditions (HCl excess) the rate is controlled by Cl2 desorption (only if no Cl2 is present in the
gas stream) and O2 adsorption. Cl2 desorption and O2 adsorption are mechanistically coupled
because O2 can only adsorb after a pair of free sites has been created by Cl2 desorption. There-
fore, similar degrees of rate control for Cl2 desorption and O2 adsorption are found when Cl2
is not present in the gas stream. Under oxidizing conditions HCl adsorption and OHbr + Oot

hydrogen transfer control the rate, which is indicative for inhibited H2O formation. This can

20PGAA cannot distinguish between Cl adsorbed on di�erent sites. Only the total Cl coverage is obtained.
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be understood after analyzing the H2O formation under reducing conditions, as will be done
below. The maximum activity is reached at p(O2)/p(HCl) ≈ 10. Beyond that, O2 inhibits
the reaction because it completely displaces Clot from the surface, preventing the adsorption of
HCl. These considerations show that the KMC simulations are not only able to qualitatively
and quantitatively reproduce the experimental results, they can also signi�cantly contribute to
further understanding the underlying surface processes.

HCl was found to be a better promoter for the reaction at higher than at lower temperatures.
When p(HCl) is varied the reaction rate is strongly determined by the HCl/Cl2 desorption
selectivity. Cl2 desorption is favored when the OHbr coverage is low and the Clot coverage is high.
When the temperature is also variable, an increase in temperature leads to partial chlorination
of the catalyst, thus suppressing the HCl desorption by removing OHbr. Additionally, higher
temperature shifts the HCl adsorption equilibrium toward the gas phase, thereby shifting the
point where the surface becomes saturated with HCl (which corresponds to a replacement of
half the Obr by OHbr or Clbr) to higher p(HCl) and widening the pressure regime where the
transition from the oxidized to the partially reduced surface takes place. Unfortunately, the
involved surface processes have not been investigated well by experiments so far. Except for
the reaction order in HCl (0.2 at �zero� conversion, 0.5 with some Cl2 and H2O in the reactant
feed [52] and 573 K) not much is known about the in�uence of HCl on the catalyst activity. The
comparison with experiments is therefore limited to the reaction orders. In the simulations the
reaction order is close to zero at stoichiometric conditions (565 K), However, at slight HCl excess
the reaction order increases to 0.5, which agrees very well with the experimental result. The
occurrence of a minimum in TOF at stoichiometric conditions might be an artifact because
similar features have not been reported by experimentalists. As detailed in corresponding
section, this feature is caused by hindered chlorination at T ≤ 565 K.

Product inhibition is an important factor in the HCl oxidation over RuO2(110). The reac-
tion orders in H2O and Cl2 are approximately -1 at 573 K. [52] Currently there is no microscopic
insight into the cause of H2O inhibition from experiments. Because H2O desorbs around 400 K,
which is even lower than the O2 desorption temperature in TD experiments it is not likely that
H2O accumulates on the surface in large quantities at elevated temperatures. Because H2O
coverages are di�cult to determine experimentally KMC simulations could provide some inter-
esting insight into the mechanism of H2O inhibition, provided that the simulations are correct.
A comparison between the experimental data [52] and the simulations under similar conditions
(Section 4.6.3) reveals that at low p(H2O) the catalyst inhibition is described perfectly. Only
at p(H2O) > 300 mbar the simulations predict stronger inhibition by H2O than observed ex-
perimentally. Because the activity is already quite low under these conditions, however, the
deviations might be attributed to a higher relative error in the experimental determination of
very low reaction rates in the �ow reactor. Considering that the simulations agree quite well
with the experimental data overall, it is possible to draw some conclusions from the simulations
about the inhibition mechanism of H2O. The simulated con�gurations show that H2Oot occu-
pies random cus sites at low partial pressures of H2O. At increasing partial pressure, however,
a superstructure starts to form where every second cus site is occupied by H2Oot and the other
cus sites are occupied by Clot. The superstructure is apparently held together by hydrogen
bonds between H2Oot and Clot and exhibits long-range ordering. Since Cl2 formation is only
possible when two neighboring Clot combine, the presence of H2O deactivates the surface by
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separating the Clot laterally. The surface is completely saturated with H2O when half of the
cus sites are occupied by H2Oot. This deactivation mechanism for H2O is only possible due to
the strongly attractive interactions between H2Oot and Clot because the adsorption energy of
H2Oot alone would not be su�cient to displace Clot from the surface at the given temperature.

For Cl2 inhibition it is currently assumed that Clot has a long residence time on the surface
due to its high adsorption energy, thereby blocking catalytically active sites. The connection
between high Clot coverage and catalyst inhibition has been established using in operando
PGAA experiments in combination with measurements of catalytic activity as a function of
p(O2). The measurements show that upon increasing p(O2) the TOF rises while the total
chlorine coverage decreases. Unfortunately, no PGAA measurements are available for di�erent
p(Cl2). Although the TOF and θ(Cl) are linked when varying p(O2), a causal connection
cannot be established without further data. Unfortunately, the KMC simulations with the
standard DFT parameter set are unable to reproduce the experimentally observed Cl2 inhibition
(Section 4.6.3) at 565 K and p(O2) = p(HCl) = 300 mbar. However, at lower educt partial
pressures (3 mbar) Cl2 was found to inhibit the catalyst in the simulation, but only at higher
temperatures. At low temperatures the catalyst activity is not a�ected by Cl2 at all. This
series of simulations in combination with the available experiments [52] allows us to pinpoint
shortcomings in the KMC model for the HCl oxidation. It seems as if the underestimation of
the Clot adsorption energy that was observed when comparing experimental and KMC-derived
desorption temperatures makes gas-phase Cl2 unable to in�uence the reaction on the surface
in any way. However, it is also possible that the discrepancy is of mechanistic origin. In order
to decide whether the problem originates from shortcomings in the DFT calculations or from
mechanistic problems the parameter set was corrected empirically to account for the error in
DFT.

It was shown in sections 4.3.1 and 4.3.2 by comparison with experimental data that Oot

overbinds by about 0.1 eV and Clot underbinds by 0.1-0.2 eV. Although the errors are not very
large (they are still within the generally accepted uncertainty for chemisorption energies of
0.2 eV), they have a strong e�ect on the simulations of the HCl oxidation because the kinetics
of the HCl oxidation over RuO2(110) are strongly determined by the competition of Cl and
O for (cus) sites. Therefore, the errors of the adsorption energies do not compensate each
other but rather add up. In order to examine the e�ect of the errors on the kinetics, the
adsorption energies of Clot/br and Oot/br were varied by a small amount and the TOF curves
were recalculated using these corrected adsorption energies.

The in�uence of adsorption energies was �rst studied by simulating the TOF as a function
of p(O2) at 565 K (Section 4.7). The simulations with the standard parameter set show that
O2 adsorption is rate-determining only under reducing conditions. The reaction order in O2 is
positive, but slightly lower than the experimental value. This small discrepancy can, indeed, be
traced back to the errors of the adsorption energies because lowering the Oot and increasing the
Clot adsorption energies by 0.1 eV shifts the TOF curve to higher p(O2), thereby increasing the
reaction order in O2 under stoichiometric conditions. The Clot coverages increases, completely
displacing Oot from the surface. This closely resembles the experimental results that show that
the Oot coverage is negligibly small. [53] Although the error of the adsorption energies is quite
small at 0.1 eV, it can strongly impact the kinetics when the errors do not compensate each
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other.
More interesting, however, is how changing the adsorption energies a�ects the reaction order

in Cl2, for which no inhibition was observed with the standard parameter set at 565 K and p(O2,
HCl) = 300 mbar. With the corrected parameter set the catalyst inhibition by Cl2 is almost as
strong as inhibition by H2O, which agrees well with the available experimental data. [52, 53]
This constitutes a serious improvement compared to the non-corrected parameters. However,
the inhibition mechanism of Cl2 is di�erent in the simulation than proposed by experimental-
ists. [52, 53] It has been proposed that Cl2 inhibits the catalyst because the strongly bound Clot

accumulates on the surface, thereby blocking active sites. In contrast, the simulations show
that the Clot coverage hardly increases with p(Cl2), although the catalyst activity decreases.
This suggests that Cl2 inhibition does not follow a simple site blocking mechanism. Rather,
Cl2 adsorption shifts the HCl adsorption equilibrium toward the gas phase because they share
a common intermediate (Clot). This is indicated by a decrease of θ(OHbr) and the fact that Cl2
sorption is equilibrated.

This allows us to conclude that H2O and Cl2 inhibition follow di�erent mechanisms. While
H2O blocks active catalyst sites, Cl2 does not increase the total catalyst coverage but impedes
HCl adsorption by a�ecting the adsorption equilibrium.

Another consequence of the increased Clot adsorption energy is a reduction of the total
TOF. Measurements have been conducted using a single crystal in a batch reactor at 660 K,
p(HCl) = 2 mbar and p(O2) = 0.5 mbar and a TOF of 0.6 s−1 have been obtained. [168]
Under similar conditions the simulations with the standard parameter set yield 40 s−1, which
is higher by almost two orders of magnitude. With the empirically corrected parameter set the
TOF decreases by approximately one order of magnitude. It is still a little overestimated, even
with the corrected parameter set, but this deviation is acceptable.

The experimentally observed kinetic compensation e�ect [53] was examined using KMC
simulations. It was experimentally found that the apparent activation energy changes with the
reactant gas feed composition. The most pronounced increase in apparent activation energy
was observed after adding H2O and Cl2 to the gas stream. Changing the ratio of HCl to O2 had
only minor e�ects on the apparent activation energy. The KMC simulations reproduce very well
that the Arrhenius curves hardly change with p(O2) and p(HCl) (Section 4.6.5). When H2O
is added to the reactant gas feed, catalyst inhibition �rst sets in at low temperatures, raising
the apparent activation energy. The more H2O is added, the stronger the inhibition becomes.
At high temperatures the catalyst activity is not a�ected by H2O. This agrees qualitatively
with the experimental results where H2O inhibition is only observed at lower temperatures.
Because Cl2 has no e�ect on the Arrhenius curves at the given partial pressures of educts in the
simulations with the standard parameter set, the Arrhenius curve also does not change with
p(Cl2). This is in contrast with the experimental data that show that Cl2 inhibits the reaction
at low temperatures. This �nding could also not be reproduced with the empirically corrected
parameter set. Temperature-dependent simulations show that Cl2 inhibits the reaction mainly
at higher temperatures, resulting in a decrease of the apparent activation energy. This is the
exact opposite of the experimental result where EA,app increases with p(Cl2). The result is
qualitatively wrong, suggesting that the problem may be of mechanistic origin rather than
simple inaccuracy of the Clot adsorption energy. In the simulation, Cl2 inhibition is caused by
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shifting the HCl adsorption equilibrium toward the gas phase, resulting in stronger inhibition
at higher temperatures.

The simulations do not quantitatively reproduce the experimentally-determined apparent
activation energy. It is typically between 65 kJ/mol and 75 kJ/mol in the temperature range
between 525 K and 625 K without additional H2O or Cl2 in the stream. [52] For similar gas mix-
tures the KMC simulations return an apparent activation energy of 87 kJ/mol to 120 kJ/mol.
One possible source of error could be the insu�cient treatment of the reactor. The KMC sim-
ulations are conducted at one speci�c reactant gas mixture, which corresponds to a certain
conversion (typically 0 %). However, the �ow reactor experiments require a certain conversion
to make the Cl2 formation measurable. Unfortunately little detail about the kinetic measure-
ments is given in the original publication. It was not reported how high the conversion was
or how reaction rates were derived from the measured conversion. Since the details of the cat-
alytic experiments are unclear it is not possible to correct the KMC simulations accordingly.
From a purely qualitative standpoint, however, it can be shown that increasing the conversion
decreases the apparent activation energy (i.e., the apparent activation energy obtained at zero
conversion constitutes an upper limit). Another possible source of error is the overall shape of
the Arrhenius curve. While the experimental Arrhenius plots are perfectly linear in the tem-
perature range between 525 and 625 K the simulated curves are strongly bent with a very high
apparent activation energy at low temperature and a low apparent activation energy at high
temperature. If only the temperature range between 525 and 625 K is considered, however, the
curve does not strongly deviate from linearity, and �tting leads to much lower apparent activa-
tion energies between 61.4 kJ/mol (zero conversion) and 125 kJ/mol (50 % conversion). This is
much closer to the experimentally-derived value of 65-75 kJ/mol. It is also quite possible that
errors arise because the TOF does not follow a simple linear dependency on the conversion.
This may introduce further artifacts. Considering that, in a �ow reactor, higher conversion is
achieved at higher temperature, the activity should be inhibited more at higher temperature,
leading to further reduction of the apparent activation energy. In a very extreme case, assuming
that 0 % conversion is reached at 520 K and 50 % at 620 K, the observed apparent activation
energy should be as low as 50 kJ/mol. The experimentally observed apparent activation en-
ergy of 75 kJ/mol is achieved with 5 % conversion at 520 K and 30 % at 620 K. These values
are quite reasonable for a temperature-dependent �ow reactor experiment where the reaction
rates vary by one to two orders of magnitude. This means that a clear-cut assessment is only
possible if all necessary experimental details are known. Then a numerical model of the reactor
must be built which takes into consideration the conversion-dependency of the TOF as well as
the experimentally achieved conversion. This illustrates that for systems where the backward
reaction plays a role the experiment must be simulated as accurately as possible and the data
analysis protocol employed in experiments must be followed in order to prevent biased conclu-
sions. However, the simulation results suggest that achieving good agreement when employing
the proper reactor model in the simulations should be possible.

The simulation results are in very good agreement with the available experimental data
overall. The simulations can reproduce the reaction orders in HCl, O2 and H2O and provide
fundamental new insight into the functionality of the RuO2(110) surface as a catalyst for the HCl
oxidation. The results from the simulations are especially valuable because the HCl oxidation is
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quite di�cult to study under operando conditions, so that the available experimental data are
quite limited. Only the reaction order in Cl2 is not described well by the simulations, although
the results improve with empirical correction of the adsorption energies of Oot and Clot. Some
aspects of the reaction (oxygen promotion, Cl2 poisoning) bene�t more from such a correction
than others due to a lack of error compensation when the competition for free sites between Cl
and O determines the catalyst activity.

4.9 Conclusion

A parameter set for the simulation of the HCl oxidation over RuO2(110) was generated using a
DFT-based approach. The parameter set includes lateral interactions in the form of a cluster
expansion, hydrogen bonds and activation energies for the elementary processes. The lateral
interaction parameters were obtained by computing 315 di�erent surface con�gurations, count-
ing the occurrences of interactions within the con�gurations and �nally �tting the 112 model
parameters to the surface energies. The activation energies were obtained from transition state
calculations using the string method.

The parameter set for the HCl oxidation allows for the simulation of the surface and the
catalyst activity under a wide range of conditions. Comparison with the available experimental
data has shown that the deviation of the simulations from the actual data is rather small.
The simulations achieve a deeper understanding of the reaction mechanism and the role of the
intermediates under di�erent conditions. A compressed mechanism for the HCl oxidation can
be derived from the KMC simulations (Fig. 4.40). Although there are 70 elementary steps
in total (including forward and backward reactions), not all of them are important. Some are
never observed in the steady state. The mechanism cannot be drawn as a single catalytic cycle
because of parallel reactions. However, two main cycles can be identi�ed. One of them starts
with Obr (top-left corner of Fig. 4.40). When an HCl molecule dissociates, an OHbr can be
formed, for which there are multiple possible reaction pathways. OHbr can recombine with
OHot, forming H2Oot (which desorbs), thereby restoring the Obr. However, the hydrogen atom
from OHbr can also be transferred to Oot, which also restores Obr. OHot is the most important
intermediate in the whole mechanism because almost all reaction paths for H2O formation
depend on OHot. It is almost never observed in the steady state of the reaction, indicating
that it is very short-lived. In Fig. 4.40 the pathways in which OHot participates are marked
in blue. Quite evidently, among the four frequently occurring H2O formation pathways, three
require OHot. The reaction is therefore very sensitive to factors that in�uence the equilibria for
the OHot formation pathways. The second cycle can be formulated for the free cus sites, thus
revealing the nature of the active sites in the HCl oxidation over RuO2(110) (Obr and *cus).

The basicity of the catalyst surface is an important factor in the HCl oxidation. Stoichio-
metric RuO2(110) can accept HCl from the gas phase very easily, resulting in hydrogenation
of the surface. The hydrogenation degree has a strong impact on the catalyst activity because
it determines the HCl/Cl2 desorption selectivity. This is crucial because the HCl oxidation is
an equilibrium reaction where the backward reaction strongly in�uences the overall rate of the
reaction. As a rule of thumb, the Cl2 desorption rate increases with the Clot coverage, and
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Figure 4.40: Condensed mechanism for the HCl oxidation over RuO2(110). Colors indicate certain
types of reactions. Red: OHot formation; blue: OHot consumption; green: Obr restoration; yellow:
Clot formation; black: every other reaction. Steps where the backward reaction (equilibrium) plays a

special role are drawn with equilibrium arrows.

the HCl desorption rate increases with θ(OHbr). However, the coverages of OHbr and Clot are
positively correlated, resulting in an intricate selectivity problem which has a strong impact on
the catalyst activity.

The surface basicity dynamically adapts to the conditions. Only every second Obr can be
hydrogenated or replaced by Clbr. When the bridge rows start to chlorinate, the surface basicity
decreases and the catalyst can accept less HCl, thus reducing the Clot and OHbr coverages. I.e.,
the more acidic the gas phase the less HCl is accepted by the catalyst. This is a very important
factor for the catalyst activity. However, the chlorination also creates catalytically very active
centers, visualized by the spatial distribution of educt consumption and product desorption.
On the stoichiometric oxide all cus sites are equally active. On the partially chlorinated surface
the centers where a pair of Obr is �anked by Clbr on either side are more active than any other
con�guration.

These active centers promote the H2O formation because the partial chlorination shifts the
equilibrium of the hydrogen transfer from OHbr/Oot toward Obr/OHot, thereby facilitating the
H2O formation (cf. Table 4.7). The reason for this is that OHbr is destabilized when next to
Clbr, but OHot is stabilized by the presence of Clbr or Clot. In the steady state there are three
likely H2O formation paths (cf. Fig. 4.40): recombination of OHbr with OHot (I), transfer
of a hydrogen atom from OHbr to Oot, directly followed by hydrogen transfer from HCl to
OHot (III), and subsequent adsorption of two HCl, transferring both hydrogen atoms to the
same Oot (IV). Mechanisms (I) and (III) produce the most H2O. The recombination of OHot

with OHot (II) is less important although it has a very low activation energy. OHot is a very

∆E / eV

θ(Clbr, OHbr) Clbr OHbr

0 0.030 0.030
1/3 -0.213 -0.200
1/2 -0.403 -0.625

Table 4.7: Reaction enthalpies for the
(OHbr + Oot → Obr + OHbr) hydro-
gen transfer when the bridge rows are
partially chlorinated or hydrogenated.
With increasing θ(Clbr, OHbr) the reac-
tion becomes increasingly exothermic,
thus shifting the equilibrium toward

OHot.
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rare intermediate, therefore OHot/OHot con�gurations seldom occur. Mechanism (IV) bene�ts
the least from partial chlorination, and it is also possible on a completely chlorinated surface
because it does not rely on the presence of Obr. Mechanisms (I) and (III), on the other hand,
are very sensitive toward the OHbr/OHot equilibrium and are therefore accelerated on partially
chlorinated surfaces. This e�ortlessly explains why the hydrogen transfer from OHbr to Oot

becomes rate-determining under oxidizing conditions where the surface is reoxidized.
The HCl oxidation over RuO2(110) purely follows a Langmuir-Hinshelwood mechanism

under all the conditions explored within this chapter. The 2D-Mars-van-Krevelen mechanism
that has been shown to play a role in the TAP experiments by Hevia et al. [148] does not
seem to contribute signi�cantly to the overall reaction because the Clbr are rather static under
steady-state conditions. Similarly, H2Obr only forms during the initial chlorination process, but
not in the steady state. The 2D-Mars-van-Krevelen mechanism might be more important in a
�uctuating gas stream (as is the case in a TAP reactor) or at very high temperatures where
Clbr is more mobile and can be exchanged easily.

The most important steps in terms of rate control are the dissociative adsorption of O2

(reducing conditions) and the hydrogen transfer form OHbr to Oot as well as the dissociative
adsorption of HCl which transfers a hydrogen atom to OHot (oxidizing conditions). The latter
two are the steps that lead to the formation of H2O and are impeded under oxidizing conditions.
This can be understood in light of the results from above: under reducing conditions the surface
is partially chlorinated, forming active, localized centers for H2O formation. Although there are
many free cus sites under reducing conditions the O2 adsorption is rate-determining because O2

has to adsorb close to these active centers in order to further react to H2O. On the chlorinated
surface the H2O formation is very e�cient because partial chlorination shifts the OHbr/OHot

equilibrium toward OHot. Under oxidizing conditions, when all bridge sites are occupied by Obr

or OHbr the OHbr to Oot hydrogen transfer is almost thermoneutral (cf. Table 4.7), thusslowing
down the H2O formation.

The many examples provided in sections 4.6 and 4.7 beautifully demonstrate how selectivity,
surface basicity and competition for active sites interplay, �nally resulting in the observed
kinetics. The catalyst activity is strongly in�uenced by the lateral interactions and hydrogen
bonds. Without these interactions the bridge sites would not chlorinate at all, and the basicity
of the catalyst would not change with p(HCl). The lateral interactions also prevent blocking of
the active sites by Clot. To conclude, KMC simulations are a very suitable tool to model the
HCl oxidation over RuO2(110) because they account for the intricate interplay of the possible
reaction pathways and the surface constitution, and provide deep insight into the somewhat
complex the HCl oxidation over RuO2(110).
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Chapter 5

Summary and conclusion

DFT-based models for KMC simulations of the CO and HCl oxidation reactions over RuO2(110)
were derived using a cluster expansion approach. The models were validated by comparison
with available experimental data.

The comparison of simulation results to surface science experiments allows for the most
clear-cut comparison between theory and experiments. Especially thermal desorption (TD)
experiments are well-suited because the initial surface con�guration in the experiment is typ-
ically known and only a few di�erent elementary steps are relevant in the experiment, thus
reducing the complexity of the reaction system. Furthermore, TD spectra are straightforward
to simulate using a time-dependent KMC approach. A lot of thermal desorption data related to
the CO oxidation over RuO2(110) are available that provide a solid foundation for comparison
between experiment and theory. The simulation of thermal desorption spectra reveals that
COot overbinds, while CObr underbinds, resulting in an incorrect sequence of desorption signals
in the simulation of the desorption of a CObr/COot phase. However, the splitting between the
signals for the desorption of symmetric and asymmetric CObr is correctly reproduced. The
over- and underbinding errors also a�ect the TD spectra of CO/O co-adsorption phases, so
that the signal shapes and CO2/CO desorption selectivities are not correctly reproduced.

In order to examine the e�ects of the errors on steady-state simulations, kinetic experiments
under UHV conditions [114] were simulated. Under slightly oxidizing and slightly reducing con-
ditions, the simulations reproduce the experimental data rather well. At strongly oxidizing and
reducing conditions, however, there are severe discrepancies. Under reducing conditions the
reaction order in CO is underestimated, which can be traced back to overbinding and low mo-
bility of COot, thus inhibiting the catalyst. Under strongly oxidizing conditions the experiments
yield a reaction order in O2 of 0 with a rather high CO2 formation rate at 10−3 s−1. The sim-
ulations, on the other hand, not only result in a reaction order of −1, they also underestimate
the catalyst activity by several orders of magnitude. The slight overbinding of Oot alone cannot
explain this large discrepancy. Given the fact that the KMC model is very detailed and Oot ad-
sorption is well-described in terms of coverage-dependency it can be concluded that the simple
Langmuir-Hinshelwood mechanism employed in the KMC simulations is not able to describe
the catalyst activity under strongly oxidizing conditions. A reaction order of 0 in O2 under
oxidizing conditions is obtained only if CO and O2 do not compete for adsorption sites. An
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Eley-Rideal mechanism, where CO from the gas phase directly recombines with Oot from the
overlayer without prior adsorption to a metal site, can be ruled out on the basis of the observed
total reaction rate. It is more likely that the catalyst surface has additional adsorption sites
only available for CO, such as step edges, that are not accounted for by the simple lattice-gas
model for KMC simulations. It would be very interesting to obtain additional experimental
data for the strongly oxidizing regime that is sensitive to the CO adsorption site, e.g., from
FT-IR measurements.

At partial pressures in the millibar range and elevated temperatures the simulations per-
form better. Under slightly reducing conditions (p(O2) = 5.5 mbar and p(CO) = 16 mbar,
480 K ≤ T ≤ 600 K), an apparent activation energy of 85-91 kJ/mol is obtained, which
is in good agreement with experimentally determined values under similar conditions (75-
85 kJ/mol). [42, 115�117] Previous DFT-based KMC studies that did not employ lateral
interactions overestimated the apparent activation energy by up to 200 kJ/mol. [45, 81] An
experiment-based KMC study with a small set of lateral interactions returned 80 kJ/mol under
the same conditions. [46] The con�gurations obtained with the new DFT-CE-based parameter
set at low temperatures are consistent with those previously obtained by the experiment-based
study [46], although the parameter sets are vastly di�erent. At high temperatures, the DFT-
based parameter set describes the catalyst activity much better than the experiment-based
parameter set: for partial pressures of 5.5 mbar O2 and 14 mbar CO, experiments show that
the catalyst remains active at least up to 625 K, while with the experiment-based parameter
set the catalyst starts losing activity already at 550 K. With the new DFT-based parameter
set the activity is retained up to 600 K due to a qualitatively better description of symmetric
and asymmetric CObr that prevent poisoning of the surface by oxygen at higher temperatures.
The comparison between the experiment-based and the new DFT-based parameter sets shows
that the DFT-based parameter set is not only capable of reproducing the results obtained with
the experiment-based parameter set; it also yields better results under conditions where the
experiment-based parameter set previously failed.

The DFT-derived parameter set for the simulations of the HCl oxidation was evaluated
in a similar fashion. There is not as much thermal desorption data available as for the CO
oxidation, so that the assessment focuses on the main signals. The comparison reveals that Oot

overbinds by 0.1 eV, Clot and H2Oot underbind by 0.1�0.2 eV and 0.55 eV, respectively. The
adsorption energies of the bridge species and hydroxyl groups are more di�cult to evaluate
because this species is not directly observable in TD spectra. The adsorption geometries of
H2Oot and H2Obr were discussed in detail and compared to STM experiments. [160] In the
STM images, modulations in the Obr rows in the vicinity of H2Obr are discernible. This feature
can be rationalized by DFT calculations that show that the Ru�Obr bonds lengthen and shorten
in alternating manner around the H2Obr. This directly results in the modulations observed in
the STM experiments, as could be shown using DFT-STM simulations. For H2Oot adsorption,
dissociation seems to play an important role. The dissociated form is generally favored over
the associated form, except at very high coverages where only every second H2Oot dissociates.
Due to the the low dissociation barrier of 0.17 eV, dissociation should occur at temperatures
as low as 70 K (assuming a frequency factor of 1012 s−1).

Lateral interaction parameters for the cluster expansion were derived using the surface en-
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ergies obtained from DFT calculations. Based on the interaction parameters, an equilibrium
surface phase diagram was computed, which gives a �rst impression about the catalyst surface
from a purely thermodynamic standpoint. Under industrially relevant conditions (T ≈ 573 K,
p(O2) ≈ p(HCl) ≈ 1 bar) the bridge chlorination degree is only 1/3, opposed to 1/2, as pre-
viously proposed by Lopez et al. [150] and Studt et al. [152] Re-computing the phase diagram
without lateral interactions reveals that bridge chlorination is not thermodynamically favored.
Even under strongly reducing conditions, none of the con�gurations appearing in the phase di-
agram contain Clbr if lateral interaction are not considered. This underlines the importance of
considering lateral interactions in a model of the HCl oxidation over RuO2(110). The coverages
of surface intermediates as a function of conversion were analyzed using the non-equilibrium
surface statistics approach described in Section 2.6, including lateral interactions. The results
show that the Clbr coverage decreases with conversion because Clbr is re-substituted by Obr. The
on-top coverages follow similar trends. Analyzing the percentaged occurrence of con�gurations
reveals that even the most common con�gurations occupy less than 10 % of the surface. Rather
than a few con�gurations dominating the surface, many di�erent con�gurations contribute with
small percentage. This provides additional insight into the e�ect of lateral interactions on the
surface. With lateral interactions many con�gurations can have similar grand canonical po-
tential, although di�erent species are present in the con�guration. Thermodynamics therefore
favor con�gurational diversity on the surface in this system, which is bene�cial for the catalyst
activity because it facilitates the mixing of reactants.

Finally, the parameter set was applied to steady-state KMC simulations, preferentially
under conditions where experimental data are available. The reaction orders in O2, HCl, H2O
and Cl2 were determined by simulating the TOF as function of the respective partial pressure
while keeping all other partial pressures constant. The experimentally determined reaction
orders in O2, HCl and H2O [52] are well replicated by the simulations. Atomic-scale insight
into the inhibition and promotion mechanisms can be obtained from the simulations: H2O
strongly inhibits the catalyst by blocking active surface sites and induces the formation of
unfavorable H2Oot/Clot superstructures. The HCl promotion can be explained by the shift of
the HCl/Cl2 desorption selectivity toward Cl2 when more HCl is available. The promotion by O2

under reducing conditions can be traced back to increasing Clot coverage due to de-chlorination
of the bridge sites. Under oxidizing conditions the increasing number of Oot compress the
Clot overlayer, thus increasing the number of Clot-Clot pairs at constant Clot coverage. Under
strongly oxidizing conditions O2 inhibits the catalyst by blocking the active sites.

A large discrepancy between simulation and experiments was obtained only for the reaction
order in Cl2. Experimentally, a reaction order of −1 was obtained [52], while the simulations
under the same conditions yield a reaction order very close to zero. This result can be somewhat
improved by a semi-empirical correction which takes into account that Oot overbinds and Clot

underbinds. Since these two species compete for free sites on the surface, the errors do not
nullify each other. Reducing the Oot and increasing the Clot chemisorption energies by only
0.1 eV leads to more pronounced inhibition of the catalyst by Cl2, correctly reproducing the
experimentally observed reaction order of −1. However, despite the correction, the simulation
does not correctly predict how the apparent activation energy changes with the addition of Cl2
to the gas stream. While it was found in experiments that adding Cl2 increases the apparent
activation energy [53], the simulation predicts a decrease of the apparent activation energy. For
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all other reactant partial pressures the change of the apparent activation energy was reproduced
correctly by the simulation. The qualitatively wrong dependency of the apparent activation
energy on p(Cl2) suggests that the discrepancy stems from more fundamental problems than
underbinding of Clot/overbinding of Oot. In the simulations, increasing p(Cl2) does not lead
to a strong increase of the Clot coverage, i.e., the catalyst is not poisoned by Clot. Instead,
Cl2 shifts the HCl adsorption equilibrium to the gas phase, resulting in an inhibition of HCl
adsorption. From experimental results, it has been postulated that Cl2 inhibits the catalyst by
blocking active sites. [53] However, there is no conclusive proof for this hypothesis based on the
available experimental data. Therefore, further experimental work is required to explain the
observed disagreement between theory and experiment.

The magnitude of the apparent activation energy was overestimated by simulations by up to
120 kJ/mol. This apparently strong discrepancy is traced back to the reactor model employed
in the KMC simulations. The simulations are conducted at a given conversion, which mimics a
perfect di�erential reactor. The corresponding experiments [53] were conducted in a �ow reactor
where the reaction rate is assumed to be proportional to the measured conversion. However, the
reaction rate and the apparent activation energy strongly depend on the conversion. Because
di�erent conversion levels are reached with di�erent reaction rates and the reaction rate changes
along the catalyst bed, the KMC simulations which are conducted at a given conversion level
fail to reproduce the experimentally determined apparent activation energy of 65-72 kJ/mol.
Only a numerical model of the reactor that takes into account the change of the reaction rate
along the catalyst bed length will be able to yield reasonable apparent activation energies.

Interesting new insight into the HCl oxidation reaction under steady-state conditions can
be obtained from the simulations. The experimental hypothesis that O2 adsorption is the rate-
determining step [53] was con�rmed, at least under reducing conditions. Cl2 was not found
to be rate-determining, except at near-zero conversion, which is hardly relevant for a practical
catalyst. Under oxidizing conditions the formation of H2O becomes rate-determining. Although
there is plenty of Oot adsorbed on the catalyst surface, the H2O formation is inhibited because
it is combinatorially demanding: it requires two hydrogen atoms to be transferred to a single
Oot in quick succession. Mechanistically, this is most easily accomplished by transferring the
�rst hydrogen atom from OHbr to Oot and then transferring the second hydrogen atom from
an adsorbing HCl to the OHot. As a consequence, these two steps are rate-determining under
oxidizing conditions. Two more relevant H2O formation pathways were identi�ed from the
simulations, namely the OHbr + OHot recombination and the successive adsorption of two HCl
which transfer their hydrogen atoms to the same Oot. Other H2O formation pathways, such as
the OHot + OHot recombination, do not contribute signi�cantly to the formation of H2O.

The dynamically adapting basicity of the catalyst surface was found to have a strong impact
on the catalyst activity and functionality. The basicity is mainly controlled by Obr hydrogena-
tion and substitution of Obr by Cl (bridge chlorination). The reversible and self-limiting bridge
chlorination was �rst identi�ed in surface science experiments [146, 147] and explains why the
RuO2(110) surface is stable, even under strongly reducing conditions. [168] However, it also in-
�uences the ability of RuO2(110) to accept HCl from the gas phase. More speci�cally, the O�H
bond energy in OHbr groups strongly depends on the adjacent species. The bond is strongest
for a completely stoichiometric surface and weakest for a half-chlorinated surface where every
second Obr is replaced by Clbr. A moderately strong bond is obtained when Obr is �anked by
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Clbr on one side and Obr on the other. The number of such �hyperactive� sites is maximized
in a (1×3)�1 Obr�2 Clbr superstructure, which corresponds to a bridge chlorination degree of
1/3. According to ab-initio thermodynamics, under industrial conditions the bridge chlorina-
tion degree should be close to this value. The basicity of the Obr is very important because
the OHbr + Oot reaction, which is vital for H2O formation, is almost thermoneutral on the
stoichiometric oxide. Destabilizing the OHbr shifts the equilibrium toward OHot, which makes
the H2O formation more e�cient. Therefore, partial chlorination also has a strong impact on
catalyst activity. However, replacing half the Obr by Clbr renders the catalyst inactive because
the resulting OHbr (�anked by two Clbr) are not su�ciently stable to achieve a su�ciently long
OHbr lifetime. The reduction of surface basicity also e�ectively limits the chlorination degree
achievable at steady-state because the surface becomes increasingly unable to accept HCl with
increasing chlorination level. For non-steady-state experiments where only HCl was dosed onto
the catalyst, bridge chlorination degrees as high as 75 % were reported. [146, 148] However,
the simulations show that such high chlorination degrees cannot be reached at atmospheric
pressure in the presence of O2, H2O and Cl2.

5.1 Conclusion

Within this dissertation, parameter sets that include activation energies and lateral interactions
for the KMC simulation of the CO and HCl oxidation reactions were derived using DFT and
a cluster expansion. The simulations were conducted over a wide range of reaction conditions.
The comparison of the simulation results with experimental data and results obtained from
previous, simpler simulation models reveals shortcomings in the previous models that stem
from neglecting lateral interactions.

In the case of the CO oxidation the discrepancies between experiment and theory uncover
�aws in the GGA-DFT calculations. The mechanistic description of the reaction as a simple
Langmuir-Hinshelwood mechanism that takes place only on the terraces was found to be insuf-
�cient under strongly oxidizing conditions. However, under some conditions, such as high tem-
peratures, the present parameter set outperforms all previous simulations because it correctly
describes how the the adsorption energy of CObr depends on neighboring species. Addition-
ally, the simulations reveal important information about the e�ect of lateral interactions in the
kinetics of the CO oxidation over RuO2(110).

The results for the HCl oxidation over RuO2(110) agree very well with the experimen-
tal results overall, so that more insight into the surface processes can be obtained from the
simulations. This includes atomistic explanations for the observed reaction orders and the
rate-determining step under di�erent conditions. The parameter set for the HCl oxidation can
be considered reliable over a broad range of conditions. Only the reaction order in Cl2 is not
well-described by the model. The discrepancy seems to be of mechanistic origin because even
semi-empirically adjusting the adsorption energies of Oot and Clot to account for over- and
underbinding was not able to completely correct the errors. The basicity of the catalyst surface
was found to dynamically adapt to the reaction conditions by surface chlorination, which weak-
ens the strength of the Obr�H bond. This is very important because the strength of the Obr�H
bond mostly determines the OHbr/OHot equilibrium, and shifting this equilibrium toward OHot
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promotes H2O formation. From the simulations it can be concluded that the optimal bridge
chlorination degree for H2O formation is 1/3. The apparent activation energy is overestimated
by the KMC model, which can be traced back to shortcomings of the description of the reactor
model. From conversion-dependent calculations it was estimated that the correct apparent
activation energy should be obtainable by properly accounting for di�erent conversion levels at
di�erent temperatures.

The results have shown that it is possible to establish powerful simulation models on the
basis of DFT simulations, provided that the underlying errors in the DFT calculations are
su�ciently small. The two reactions investigated within this dissertation show that this is not
guaranteed, as in the CO oxidation. However, even complex reactions like the HCl oxidation
can be modeled with high accuracy. Therefore, a detailed evaluation of KMC simulation models
is always necessary. All the given examples illustrate how important lateral interactions are, not
only for atomistic simulations, but also for proper catalyst functionality. This is most evident
in the high-temperature simulations of the CO oxidation where stabilization of the asymmetric
CObr plays a major role to maintain the catalyst activity, as well as the dynamically adapting
basicity of the catalyst in the HCl oxidation, where Clbr in�uence the strength of nearby Obr�H
bonds.

The �ndings obtained in this dissertation strongly contribute to further improve atomistic
simulation models by incorporating complex lateral interaction models and evaluating them
using experimental data. It also raises questions that encourage further experimental research,
thus emphasizing the intimate collaboration between experiment and theory that will be nec-
essary to obtain highly accurate multi-scale simulation models in the future.
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Appendix A

Graphical representation of the
RuO2(110) lattice

Two di�erent graphical representations of the RuO2(110) surface are used within this disserta-
tion.

A.1 Ball-and-stick model

The ball-and-stick model displays each atom individually and is used to show atomic geometries
of the surface and transition states. Di�erent colors and shades are used to di�erentiate between
elements and di�erent species of the same element.

Figure A.1 a) shows an example of

Figure A.1: Left: ball-and-stick representation of the
RuO2(110) surface. Right: color code for other species

appearing throughout this work.

the stoichiometric RuO2(110) surface.
Oxygen is painted in green, with di�er-
ent shades for di�erent oxygen species
(such as bulk-O [O3f ], bridge-O [Obr]
and on-top O [Oot]). Bulk ruthenium
atoms are drawn in blue, while the sur-
face ruthenium species are distinguished:
the surface has two kinds of ruthenium
species in the topmost layer, the two-
fold coordinatively unsaturated ruthe-
nium (2f-cus-Ru, also called Ru4f), de-
picted in red, and the one-fold coordi-
natively unsaturated ruthenium (1f-cus-Ru, or Ru5f), depicted in purple. Despite the name,
the 2f-cus-Ru is usually saturated, as shown in the �gure. Other species are listed in Fig. A.1
b) along with their respective color. For some species, such as Cl, di�erent shades are used to
distinguish between di�erent species.

The ball-and-stick �gures were made using the BALSAC meta-language for Postscript [170,
171] together with an in-house code to rotate project the atomic geometry.
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A.2 Coarse-grained representation

Because the ball-and-stick model is too complex to display larger con�gurations, the surface
is reduced to the active sites. The coarse-grained representation of the surface is displayed in
Fig. A.2.

The 2f-cus-Ru and the 1f-cus-Ru atoms form one-dimen-

Figure A.2: Left: coarse-
grained representation of a con-
�guration on the RuO2(110) sur-
face. Right: color code for all

species.

sional arrays along the [001] direction. The adsorption sites
are arranged in a quasi-rectangular lattice. The colors used
for the di�erent species are similar to the ones in the ball-
and-stick model. For hydrogen-containing species like OH and
H2O, the representation depends on whether the underlying
method takes into account hydrogen bonds, i.e., the direction
into which the O�H bond is facing. The hydrogen atom is only
drawn if the underlying model distinguishes between di�erent
orientations. Otherwise, the species are drawn as simple disks.
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Appendix B

Simulation parameters

The parameter sets for KMC simulations contain con�guration-dependent adsorption energies,
activation energies and di�usion barriers. The parameters employed in the simulations will
be presented in this appendix in tabulated form. The con�guration-dependent surface energy
Esurf(surf) is expressed by a cluster expansion

Esurf(surf) =
∞∑
i=1

ci(surf)εi, (B.1)

where i denotes the interaction cluster, ci(surf) denotes the number of occurrences of the cluster
i in the con�guration surf, and εi the energy of cluster i. The cluster expansion is mathemati-
cally exact, which means that the surface energy of any con�guration can be described by such
a sum of interaction energies, and the interaction energies can be determined unambiguously.
The εi encompass all kinds of interactions of adsorbates with the surface and other adsorbates,
e.g., the adsorption energy at in�nitely low coverage (E∞), n-tupel interactions and hydrogen
bonds. For practical application, it is necessary to restrict the sum to a �nite number of terms:

Esurf(surf) ≈
npar∑
i=1

ci(surf)εi (B.2)
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B.1 HCl oxidation

In the present model the parameters are restricted to pairwise (2-tupel) and three-body (3-
tupel) interactions with interaction distance up to two sites (third-nearest neighbor) and hydro-
gen bonds which are directional interactions. The interaction energies at in�nitely low coverage
E∞ and the hydrogen bond energies are listed in Table B.1. The hydrogen bond energies are
positive (denoting repulsive interaction) in two cases, which is unintuitive. These two cases are
special: The interaction of OHot with O and of H2Obr with O. In the case of OHot forming a
hydrogen bond (Obr) is unfavorable, as detailed in Section 4.3.3. H2Obr instantly dissociates
when adsorbed next to Oot, which means that a hydrogen bond energy cannot be determined.
The value in Table B.1 rather describes the interaction of H2Obr with a neighboring Obr. The
corresponding adsorption geometry was previously described as C1-symmetric H2Obr (cf. Page
98). The C1-symmetric H2Obr is favorable only at very high coverages, which is described by
the positive hydrogen bond. All other hydrogen bond energies are negative, denoting attractive
interaction. They range between −0.02 eV and −0.37 eV, which is quite a reasonable energy
range for hydrogen bonds. The hydrogen bond strength strongly depends on the nature and
adsorption site of the donor, with OHbr forming the strongest hydrogen bonds and OHot the
weakest. For H2O species the adsorption site does not seem to have a large in�uence, which
makes sense, considering that H2O interact weakly with the surface. Among hydrogen bond
acceptors, oxygen is the weakest in every set. This can be explained by the unfavorable distance
between neighboring adsorption sites. Oxygen is too small to accept strong hydrogen bonds
from its neighbors due to the large distance between adsorption sites, quite in contrast to Cl,
which is larger.

The pairwise interaction energies are listed in Table B.3. The interactions are listed in
groups: the left and right parts of the table list the interactions of species occupying on-top and
bridge sites (respectively) with all other species. The interaction energies are given for speci�c

Table B.1: Left: adsorption energies at in�nitely low coverage for HCl oxidation simulations (E∞
values). Right: hydrogen bond interaction energies.

species E∞ / eV

H2Oot -3.0349
H2Obr -2.8577

Oot -1.4618
Obr -2.4629
Clot -1.8365
Clbr -2.4295
OHot -2.5809
OHbr -3.2360

donor acceptor EHB / eV

OHbr O -0.2087
OHbr Cl -0.2519
OHbr OH -0.3710

OHot O 0.0368
OHot Cl -0.0898
OHot OH -0.0205

H2Obr H2O -0.1638
H2Obr O 0.0844

H2Oot H2O -0.1511
H2Oot O -0.0969
H2Oot Cl -0.1006
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con�gurations, denoted by the displacement vectors in lattice coordinates, as illustrated in Fig.
B.1. Each pairwise interaction cluster contributes the given value once, i.e., the interaction
energies are given for pairs (not half pairs). Due to substrate symmetry the interaction energies
along one direction equal those in the opposite direction (such as [001] and [001̄]). Some
interaction energies are listed twice in di�erent groups, such as the Oot-Cl interaction in [001]
direction and the Clot-O interaction in [001] direction. These values denote the same pair, but
are listed in both groups for the sake of completeness. Interaction energies not determined in
the cluster expansion are listed as missing. There are several reasons for not determining an
interaction energy, e.g., because it is too small and not statistically signi�cant or because the
corresponding con�guration occurs so rarely in the simulations that determining the values is
a waste of computational time (such as for OHot-H2O interactions).

Three-body interactions are associated with speci�c con�gurations. These are listed in Table
B.2 together with their interaction energies.
The statistical diagnostics for the cluster expansion are plotted in Fig. B.2. The diagrams are
not intended for quantitative interpretation. Rather, they provide an impression how the statics
look like. The �t deviation diagram and the histogram (Fig. B.2 a) and b) ) show that the
deviation distribution is quite symmetric and can be �tted with a Cauchy-Lorentz distribution.
The maximum deviation is ±50 meV, but only very few con�gurations deviate so much from
the original data. The single deletion variances (Fig. B.2 c) ) measure how the mean square
error changes after deleting a con�guration. The single deletion variance are rather closely
distributed, indicating that there are no big outliers. Cook's distance (Fig. B.2 d) ) indicates

Table B.2: Three-body interactions in the HCl oxidation model. Legend: green: O, blue: OH, red:
H2O, tan: Cl. Directions of O�H bonds are not considered for the triplet interactions.

con�- energy con�- energy con�- energy
guration / eV guration / eV guration / eV

-0.0681 -0.0322 0.0216

0.1101 -0.1182 0.1817

-0.0781 0.1042 0.1401

-0.0599 -0.0801 -0.0380

-0.2800 0.0829 0.0125

-0.0546 -0.0455 -0.0035

-0.0414
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Table B.4: Activation energies EA,∞ and energy di�erences ∆E∞ at in�nitely low coverage for the
elementary processes in the HCl oxidation.

reaction EA,∞ / eV ∆E∞ / eV

H2Oot + Oot → OHot + OHot -0.1034 -0.67
H2Oot + Obr → OHot + OHbr 0.1414 -0.32
H2Obr + Oot → OHbr + OHot 0.3632 -1.50
H2Obr + Obr → OHbr + OHbr 0.3704 -1.15
OHot + OHot → Oot + H2Oot 0.5634 0.67
OHbr + OHot → Obr + H2Oot 0.4586 0.32
OHot + OHbr → Oot + H2Obr 1.8607 1.50
OHbr + OHbr → Obr + H2Obr 1.5183 1.15

H2Oot + OHot → OHot + H2Oot 0.2330 0.00
H2Oot + OHbr → OHot + H2Obr 1.5273 0.83
H2Obr + OHot → OHbr + H2Oot 0.6966 -0.83
H2Obr + OHbr → OHbr + H2Obr 0.3000 0.00

Oot + OHot → OHot + Oot 0.4500 0.00
Oot + OHbr → OHot + Obr 0.4791 -0.35
Obr + OHot → OHbr + Oot 0.8287 0.35
Obr + OHbr → OHbr + Obr 2.1000 0.00

points with high leverage. There are two major outliers. Both were inspected manually, and in
both cases there are sub-optimally determined parameters involved. However, neglecting these
parameters in the �t leads to a qualitatively worse �tting result and no further measures were
taken. The beta di�erence matrix plot (Fig. B.2 e) ) displays the in�uence of the con�gurations
on the parameters in a qualitative manner. All the parameters are reasonably well determined,
indicated by red and blue pixels evenly spread over the whole plot.

Activation energies and di�usion barriers at in�nitely

Figure B.1: Visualization of the
interaction of Obr along the oxide

lattice vectors.

low coverages are listed in Tables B.4 and B.5. Some of
the di�usion barriers are estimates and were not computed
explicitly. For example, OHbr →*br, because bridging va-
cancies rarely occur in simulations of the HCl oxidation. As
a consequence this step cannot be relevant for the simula-
tions.
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Table B.5: Activation energies for di�usion processes at in�nitely low coverage, as used in the KMC
model.

Species from to EA,∞ / eV Species from to EA,∞ / eV

O ot ot 1.10 OH ot ot 1.20
O ot br 1.00 OH ot br 1.00
O br ot 2.05 OH br ot 1.66
O br br 1.00 OH br br 1.00

Cl ot ot 0.80 H2O ot ot 1.10
Cl ot br 0.60 H2O ot br 1.00
Cl br ot 1.19 H2O br ot 0.82
Cl br br 0.80 H2O br br 1.00

Table B.6: Chemical potentials as a function of temperature, as used in the HCl oxidation model.
Chemical potentials are adapted from the NIST database.[165]

T / K µ(H2O) / eV µ(HCl) / eV µ(O2) / eV µ(Cl2) / eV

40 -2.651 -1.085 -0.139 -0.141
100 -2.733 -1.177 -0.240 -0.260
200 -2.904 -1.350 -0.431 -0.469
300 -3.094 -1.538 -0.638 -0.694
400 -3.295 -1.736 -0.855 -0.930
500 -3.505 -1.942 -1.081 -1.176
600 -3.722 -2.155 -1.312 -1.430
620 -3.767 -2.198 -1.359 -1.481
700 -3.946 -2.372 -1.550 -1.690
800 -4.176 -2.594 -1.792 -1.955
900 -4.410 -2.820 -2.039 -2.225
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B.2 CO oxidation

For the CO oxidation the same types of parameters were determined, with the exception of
hydrogen bonds because there are no hydroxyl groups. The parameters for the CO oxidation
are listed in Tables B.7, B.8 and B.9.

Table B.7: Simulation parameters for the CO oxidation. Left: adsorption energies at in�nitely low
coverage E∞. Center and right: three body interaction energies.

species E∞ / eV con�guration energy / eV con�guration energy / eV

Oot -1.4267 0.0752 -0.1637

Obr -2.3538 -0.0475 -0.1118

COot -1.8508 -0.0690 -0.1197

CObr -2.0652 0.0074

Table B.8: Pairwise interaction ener-
gies for the CO oxidation model. The
energies are listed for speci�c arrange-
ments of pairs. The displacement be-
tween the interacting species is given
in lattice coordinates, as visualized in
Fig. B.1. The values for E∞ are dis-

played in Table B.7.

species interaction energy in eV

Oot [001] [002] [1̄11] [1̄10] [2̄20]

O 0,1344 0,02 0,0548 0,1104 -0,0026
CO 0,1094 � 0,0278 0,0122 -0,0522

COot [001] [002] [1̄11] [1̄10] [2̄20]

O 0,1094 � 0,0908 0,0782 -0,0522
CO 0,186 0,003 0,0712 0,093 0,0114

Obr [001] [002] [1̄11] [1̄10] [2̄20]

O -0,1748 0,0832 0,0548 0,1104 0,0048
CO 0,0384 � 0,0908 0,0782 0,0152

CObr [001] [002] [1̄11] [1̄10] [2̄20]

O 0,0384 � 0,0278 0,0122 0,0152
CO 0,2862 -0,11 0,0712 0,093 0,0308
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Table B.9: Left: activation energies for O + CO recombination steps. Right: activation energies for
di�usion processes in the CO oxidation model.

reaction EA,∞ / eV di�usion process EA,∞ / eV

Oot + COot → CO2 1.30 Oot → *ot 1.1
Oot + CObr → CO2 1.43 Oot → *br 0.6
Obr + COot → CO2 1.12 Obr → *ot 1.53
Obr + CObr → CO2 1.22 Obr → *br 1

COot → *ot 1.1
COot → *br 0.8
CObr → *ot 1.01
CObr → *br 1.1

Table B.10: Chemical potentials as a function of temperature, as used in the CO oxidation model.
Chemical potentials are adapted from the NIST database.[165]

T / K µ(O2) / eV µ(CO) / eV

0 0 0
100 -0.16 -0.14
200 -0.34 -0.33
300 -0.54 -0.53
350 -0.65 -0.63
400 -0.76 -0.73
500 -1 -0.95
600 -1.22 -1.18
700 -1.46 -1.4
800 -1.7 -1.64
900 -1.98 -1.88
1000 -2.2 -2.12
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Glossary

apparent activation energy Activation energy as calculated from the Arrhenius plot of the
total reaction rate (rather than the rate constant).

CE Cluster expansion.

coverage Number of adsorbed particles per unit cell. RuO2(110) has two metal centers per
unit cell, i.e., the maximum coverage for most species is 2.

cus Coordinatively unsaturated site.

DFT Density functional theory, cf. Section 2.3.

DRC Degree of rate control, cf. Section 2.2.4.

GGA Generalized gradient approximation, a type of DFT functional, cf. Section 2.3.

GSM Growing string method for TS calculations, cf. Section 2.4.

KMC Kinetic Monte Carlo (simulation[s]), cf. Section 2.2.

LDA Local density approximation, cf. Section 2.3.

LEED Low-energy electron di�raction.

LEED-IV Quantitative low-energy electron di�raction (LEED, measures the spot intensity as
a function of electron acceleration (I(V )).

MFA Mean-�eld approach, cf. Section 2.1.2.

ML Monolayer.

NEB Nudged elastic band, a method for TS calculations, cf. Section 2.4.

PBE Perdew, Burke and Ernzerhof, a GGA functional for DFT calculations[123].

PES Potential energy surface.

PGAA Prompt gamma activation analysis.

RDS Rate determining step, cf. Section 2.2.4.
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SM String method.

STM Scanning tunneling microscopy.

SXRD Surface x-ray di�raction.

TAP Temporal analysis of products.

TD Thermal desorption, see also TPR.

TDS Thermal desorption spectroscopy, see also TPR.

TOF Turnover frequency, de�ned as the number of molecules produced per second and surface
site, TOF = 1

nsites

dn
dt
.

TPD Temperature-programmed desorption, see also TPR.

TPR Temperature-programmed reaction: Detection of desorption/reaction products as a func-
tion of temperature, employing a linear temperature ramp.

TS Transition state.

UHV Ultra-high vacuum.

XPS x-ray photo electron spectroscopy.
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