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SUMMARY 

In the nucleus of eukaryotic cells, the DNA occurs with histone proteins that package 

the DNA into the repeating subunit of chromatin, the nucleosome. This basic 

functional entity consists of two copies of each canonical histone H2A, H2B, H3 and 

H4, where the DNA is wrapped around. In order to allow DNA-related processes to 

gain access to the compacted DNA, different epigenetic regulatory mechanisms have 

evolved, in which the exchange of canonical histones with their specific variants is 

one possibility. The evolutionary conserved histone protein H2A.Z is one of the most 

intensively studied H2A variants that is involved in several biological processes such 

as transcriptional regulation with sometimes contrasting functions. To accomplish its 

diverse and at the same time controversial roles, H2A.Z requires the concerted action 

of unique multi-subunit histone variant-specific exchangers, responsible for its 

dedicated loading – and removal – into specific chromatin regions. In metazoans, 

H2A.Z incorporation is tightly regulated by the multifunctional p400/TIP60/NuA4 

(p400) and SRCAP chaperone/remodelling complexes. However, it is still unclear, 

whether other, not yet identified proteins, are also implicated in the chromatin 

deposition of H2A.Z. Hence, a quantitative mass spectrometry (qMS) approach was 

employed to gain more insights into H2A.Z’s chromatin-free interactome. Besides all 

members of both known chaperone complexes, also new interactors were identified 

that were formerly not related to H2A.Z deposition. Among others, the proposed 

transcriptional regulator Juxtaposed with another zinc finger 1 (JAZF1) was 

discovered as a novel member of an H2A.Z-specific p400 sub-complex that contains 

MBTD1 but excludes ANP32E. Since JAZF1 is functionally poorly characterized and 

has frequently been linked to human diseases such as sarcomas, I aimed to unravel 

the functions of JAZF1, especially with regard to the role it may play within the H2A.Z-

specific p400 complex. First preliminary data hint towards a role of JAZF1 in the 

regulation of DNA damage repair processes, as it has already been shown for other 

p400 complex components. Moreover, RNA-seq experiments demonstrated that 

depletion of the putative transcription factor JAZF1 results in the deregulation of 

several genes involved not only in DNA repair, but also above all in ribosome 

biogenesis. To identify the underlying molecular mechanism by which JAZF1 might 

control transcriptional regulation of genes, the genome-wide level of H2A.Z and 

H2A.Zac upon JAZF1 depletion via ChIP-seq analyses were evaluated. Remarkably, 

˃1.000 genomic sites that were significantly deregulated in H2A.Zac levels upon loss 

of JAZF1 were identified, while H2A.Z levels and locations remained unaffected. 

Since depletion of TIP60, the histone acetyltransferase of the p400 complex, also 
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causes decreased acetylation of H2A.Z at some JAZF1-targeted regulatory enhancer 

regions, it is possible that JAZF1’s function in gene regulation might depend on the 

enzymatic activity of the TIP60-containing p400 complex. Therefore, I propose JAZF1 

as a chromatin modulator, which orchestrates acetylation of the histone variant H2A.Z 

via recruiting the enzymatic active p400 complex to respective sites, thereby 

controlling expression of target genes. Altogether, this study contributes to a better 

understanding of the largely unknown functions of JAZF1 and may thus provide a 

starting point for future research to clarify its putative role in the development of 

diseases such as human sarcomas.
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ZUSAMMENFASSUNG 

Im Zellkern eukaryotischer Zellen tritt die DNA mit Histonproteinen auf, welche die 

DNA in die sich wiederholende Untereinheit des Chromatins verpacken, dem 

Nukleosom. Diese grundlegende funktionelle Einheit besteht aus zwei Kopien jedes 

kanonischen Histons H2A, H2B, H3 und H4, um welche die DNA gewunden ist. Um 

DNA-basierten Prozessen den Zugang zur kompaktierten DNA zu ermöglichen, 

enstanden verschiedene epigenetische Regulationsmechanismen, wovon der 

Austausch von kanonischen Histonen durch eine spezifische Variante eine 

Möglichkeit darstellt. Das evolutionär konservierte Histonprotein H2A.Z ist eine der 

am intensivsten untersuchten H2A Varianten, das an einer Vielzahl biologischer 

Prozesse wie der Transkriptionsregulation, mit teilweise gegensätzlichen Funktionen, 

beteiligt ist. Um seine vielfältigen und zum Teil kontroversen Aufgaben erfüllen zu 

können, erfordert H2A.Z die aufeinander abgestimmte Aktion einzigartiger, 

multimerer Chaperon- und Remodellierungskomplexe, die für den koordinierten 

Einbau – oder Ausbau – von H2A.Z in bestimmte Chromatinregionen verantwortlich 

sind. Bei Metazoen wird dieser Prozess durch zwei multifunktionelle Komplexe, dem 

p400/TIP60/NuA4 (p400) und dem SRCAP Komplex, streng reguliert. Es ist jedoch 

unklar, ob weitere, noch nicht identifizierte Proteine ebenfalls am Austausch von 

H2A.Z beteiligt sind. Daher wurde quantitative Massenspektromterie (qMS) 

angewendet, um mehr Einblicke in das chromatinfreie Interaktom von H2A.Z zu 

erhalten. Neben allen Mitgliedern beider bekannter H2A.Z-spezifischen 

Chaperonkomplexe, wurden auch neue Interaktoren detektiert, die bisher nicht mit 

dem H2A.Z-Einbau in Zusammenhang standen. Unter anderem wurde das als 

Transkriptionsregulator vorgeschlagene Protein Juxtaposed with another zinc finger 

1 (JAZF1) als ein neues Mitglied eines H2A.Z-spezifischen p400 Subkomplexes, der 

MBTD1 enthält, jedoch ANP32E ausschließt, identifiziert. Da JAZF1 funktionell 

unzureichend untersucht ist und häufig mit humanen Erkrankungen wie Sarkomen in 

Verbindung gebracht wurde, war das Ziel meines Forschungsvorhabens, die 

Charakterisierung der Funktionen von JAZF1, insbesondere im Hinblick auf die Rolle, 

die JAZF1 innerhalb des H2A.Z-spezifischen p400 Komplexes spielen könnte. Erste 

vorläufige Daten deuten darauf hin, dass JAZF1 in der Regulation von DNA-

Reparaturprozessen involviert ist, wie es bereits für andere p400 Komplexmitglieder 

bewiesen werden konnte. Darüber hinaus zeigten RNA-seq Experimente, dass die 

Depletion des mutmaßlichen Transkriptionsfaktors JAZF1 zur Deregulierung 

mehrerer Gene führt, die nicht nur an der DNA-Reparatur, sondern vor allem auch an 

der Ribosomenbiogenese beteiligt sind. Um den zugrundeliegenden molekularen 
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Mechanismus aufzudecken, durch den JAZF1 die Transkription von Genen steuert, 

wurde die genomweite Anreicherung von H2A.Z sowie H2A.Zac nach der 

Herrunterregulierung von JAZF1 mit Hilfe von ChIP-seq Analysen bewertet. 

Bemerkenswerterweise führte der Verlust von JAZF1 zu einer Deregulierung der 

Acetylierung von H2A.Z an ˃1.000 genomischen Stellen, während das Level und die 

Lokalisierung von H2A.Z unverändert blieben. Da die Depletion der 

Histonacetyltransferase TIP60 des p400 Komplexes auch eine verminderte 

Acetylierung von H2A.Z an einigen JAZF1-spezifischen regulatorischen Enhancer-

Regionen verursachte, ist es möglich, dass JAZF1’s spezifische Funktion in der 

Genregulation von der enzymatischen Aktivität des TIP60-enthaltenden p400 

Komplexes abhängt. Daher schlage ich JAZF1 als ein Chromatinmodulator vor, der 

die Acetylierung der Histonvariante H2A.Z durch die Rekruitierung des enzymatisch 

aktiven p400 Komplexes zu spezifischen Regionen koordiniert und dadurch die 

Expression von Zielgenen steuert. Insgesamt trägt diese Studie zu einem besseren 

Verständnis der weitgehend unbekannten Funktionen von JAZF1 bei und könnte 

somit einen Ansatzpunkt für zukünftige Forschungen bieten, um die Beteiligung von 

JAZF1 an der Entstehung von Erkrankungen wie menschlicher Sarkome klären zu 

können.
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1 INTRODUCTION 

1.1 The basic structure of chromatin 

DNA is the fundamental carrier of genetic information [1] that provides essential 

instructions for all living organisms including cell metabolism, development and 

genetic inheritance [2]. It acts as a repository and versatile coding device [3] by its 

special composition, structure and its unique shape. Over 60 years ago, DNA was 

identified as a right-handed double helix structure consisting of two helical chains that 

coil around the same axis [4]. These two chains are connected by complementary 

base pairing of purine (adenine, guanine) and pyrimidine bases (cytosine, thymine) 

[4]. One of the four nucleobases, together with a phosphate group and a sugar moiety, 

form a nucleotide - the basic unit of DNA [5]. The chemical linkage between these 

molecules leads to the polymerization of a long nucleic acid chain of repetitive 

nucleotides that bear the genetic information [6]. The human genome, for instance, 

consists of approximately three billion base pairs of DNA [7–9] and is predominantly 

organized into chromosomes which are stored within the cells nucleus [10]. If the DNA 

of one human cell is stretched to its full length, it would reach a total length of about 

two meters [5, 10, 11]. However, a mammalian nucleus has an average diameter of 

only 6 µm [12, 13]. Raising the question of how DNA fits into the nucleus of a 

eukaryotic cell. Here chromatin comes into play, which was first described and termed 

by Walter Flemming in 1882 [14, 15]. In eukaryotes, the DNA is not present as a 

naked and relaxed molecule but occurs with small proteins that package the DNA into 

structural units, the so-called nucleosomes [16, 17] (Figure 1). These DNA-binding 

proteins, better known as histone proteins [18] (Figure 1A), form nucleoprotein 

complexes to compress the eukaryotic genetic material into a compact and dynamic 

functional organization that can fit into the cells nucleus [19]. Basically, chromatin 

exists as a repeating structure of nucleosomes [17, 20, 21] (Figure 1B), which in turn 

consist of approximately 146 base pairs of left-handed DNA that is wrapped 1.65 

times around a disk-shaped, octameric histone core composed of two copies of each 

of the canonical histones H2A, H2B, H3 and H4 [22–26] (Figure 1C). 
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This fundamental and functional building block is known as the nucleosome core 

particle (NCP) [27], whose assembly is facilitated by interactions of two structurally 

and functionally distinct regions of the core histones: the histone fold domain (HFD) 

and the histone tail [28]. Although sequence similarities are missing, the HFDs of the 

four canonical histones have a structural motif in common that mediates the interplay 

between histones and DNA [29]. The HFDs are shaped by three alpha-helices (α1-

α3) connected by two short loops, L1 and L2 [30]. In solution, the core histones 

accumulate to heterodimers, where H2A only pairs with H2B and H3 only with H4 [29]. 

While H3 and H4 form a tetramer of two H3-H4 dimers via a four-helix bundle 

arrangement of the H3 HFDs, H2A and H2B, in contrast, aggregate to H2A-H2B 

dimers, which exhibit only minor contacts to the second H2A-H2B heterodimer [29]. 

In the presence of DNA or under high salt conditions, two H2A-H2B dimers and one 

(H3-H4)2 tetramer are able to assemble and persist as an octamer, which is supported 

by the formation of a four-helix bundle that connects H2B and H4 [29]. In order to 

guarantee further stability, a second interaction is formed between the unstructured 

C-terminus of H2A (docking domain) and H3 [29]. The interplay between DNA and 

core histones is not base-specific but rather occurs as a result of extensive 

electrostatic and hydrogen-bonding interactions [31, 32]. The minor groove of the 

DNA, which possesses a highly negative charge due to its phosphate backbone, 

Figure 1: Schematic representation and crystal structure of the repeating unit of 

chromatin. (A) Depiction of the canonical core histone proteins. H2A is shown in yellow, 

H2B in red, H3 in blue and H4 in green. (B) The superhelical DNA (black) is wrapped 

around a histone octamer consisting of two copies of each histone H2A (yellow), H2B (red), 

H3 (blue) and H4 (green). Such a formation of histone octamer and DNA is referred to as 

nucleosome/nucleosome core particle (NCP). The N-terminal tails of the core histones, 

which extend from the histone octamer surface, are favourite point for posttranslational 

modifications. (C) Crystal structure of a nucleosome as described in (B). The DNA is 

depicted in orange, H2A in yellow, H2B in red, H3 in blue and H4 in green. Figure C is 

adapted and reprinted from Nature Scientific Reports [26]. 
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interacts at 14 positions with the histone octamer [28, 29, 33]. In addition, the 

positively charged N-terminal tails of histones are able to associate with the DNA as 

well as with the histone octamer surface of neighbouring nucleosomes [28, 31, 34]. 

Accordingly, these disordered histone tails are particularly involved in stabilizing the 

DNA within a NCP and organizing higher-order chromatin structures [31, 32, 35–38]. 

It is therefore not surprising, that posttranslational modifications (PTMs) of histone 

proteins, like acetylation or phosphorylation, play a key role in nucleosome stability 

and dynamics by altering the energy landscape of histone-DNA and histone-histone 

interactions [32]. 

The linkage of NCPs is achieved by short DNA segments (referred to as linker DNA), 

which mediate the arrangement and the connection of NCPs with each other to 

constitute a primary chromatin structure, the so-called ‘beads on a string’ nucleosome 

array [16, 17, 39] (Figure 2). This functional and dynamic organization can be 

observed as a nucleosomal chain of about 10 nm in diameter by electron microscopy, 

where the nucleosomes appear as the ‘beads’ and the nucleosome-separating linker 

DNA as the ‘string’ [40]. 

 

 

Figure 2: Schematic representation of different structural chromatin states. The DNA 

is tightly packed into the functional organization of chromatin, with the nucleosome core 

particle as its fundamental building block. Based on the degree of compaction, different 

structural states of chromatin exist. Nucleosomes, which are connected via linker DNA, 

form the primary so-called ‘beads on a string’ structure. Further organization of the 

nucleosome array by short-range interactions leads to the generation of the proposed 

secondary chromatin structure, termed 30-nm chromatin fibre. Subsequent interactions 

between the chromatin fibres contribute to the formation of higher-order chromatin fibres 

(tertiary chromatin structure) that finally condense to build the entire chromosome (not 

shown) [36]. Histone H2A is shown in yellow, H2B in red, H3 in blue, H4 in green and H1, 

which binds internucleosomal linker DNA, in purple. Figure created with BioRender.com. 
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Moreover, the nucleosome-associated histone H1 binds internucleosomal linker DNA 

and promotes further compaction of the chromatin fiber by binding 20 additional bp of 

DNA, which flank the entry/exit site in the nucleosome [41] (Figure 2). Such an 

arrangement of one histone octamer, a linker histone H1 and a total of approximately 

166 bp of DNA is referred to as the chromatosome [42, 43]. In addition, there are 

numerous architectural chromatin-binding proteins, such as Heterochromatin protein 

1 (HP1), Methyl-CpG-binding protein 2 (MeCP2) or Polycomb group proteins, which 

can modulate chromatin structure as well [44]. In vitro data suggest that under 

physiological salt concentrations the chromatin fiber can be further reversibly folded 

into a secondary chromatin conformation, which is characterized by a diameter of 

approximately 30 nm [45–47] (Figure 2). However, thus far no in vivo evidence of the 

30-nm fiber could be obtained nor could the exact structure be solved. Currently two 

competing models for the proposed chromatin arrangement exist: the solenoid and 

the zigzag model [48]. For more detailed and comprehensive informations see [39, 

49–52]. 

The structural organization of chromatin not only plays a role in packaging the DNA 

into a nucleus of an eukaryotic cell, but it also regulates the accessibility of DNA for 

various DNA-related processes [53]. Both, the architectural proteins as well as the 

briefly mentioned N-terminal tails of histones and their posttranslational modifications, 

are crucial for chromatin compaction and for maintaining higher-order chromatin 

states, thereby influencing DNA packaging dynamics. However, there are also other 

ways to ensure DNA accessibility for all processes that require direct access to the 

DNA. In the following section various mechanisms regulating chromatin structure are 

described in more detail. 

 

1.2 The epigenetics of chromatin complexity 

The eukaryotic DNA is tightly packaged into the highly dynamic organization of 

chromatin that has an inhibitory effect on all DNA-related processes. Based on the 

degree of compaction, two major functional states of chromatin exist: eu- and 

heterochromatin [54]. While euchromatin is less condensed and in general more 

transcriptionally active, heterchromatin, in contrast, has been shown to be more 

densely packed, and can be further subdivided into permanently (constitutive) or 

temporarily transcriptionally silent (facultative) chromatin [55, 56]. In addition to 

transcription, DNA accessibility must be guaranteed for other DNA-associated 

processes such as replication, DNA damage repair or recombination [53]. Prompting 
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the question of how alteration of those chromatin states is achieved. Here the term 

epigenetics comes into play that was first characterized by Waddington in 1942 [57]. 

It describes functional changes to the genome without altering the DNA sequence 

itself [58]. Instead, DNA packaging dynamics and chromatin conformations are 

modulated via several epigenetic mechanisms including DNA methylation, long 

noncoding RNAs (lncRNAs), ATP-dependent chromatin remodelling, PTMs of histone 

proteins and incorporation of histone variants [59] (Figure 3). 

 

 

 

1.2.1 Methylation, the most famous mark of DNA 

In mammals, one of the major epigenetic processes regulating chromatin architecture 

is DNA methylation that occurs mainly at cytosine residues (5-methylcytosine, 5mC) 

especially in a CpG (cytosine-phosphate-guanine) dinucleotide context [60] (Figure 

3A). The attachment of methyl groups to CpG-dense promoter regions leads to the 

impeded binding of transcription factors and probably even more important, it also 

acts as a platform for several proteins that modify histones to grant the formation of 

transcriptionally inactive heterochromatin [61, 62]. For this reason, DNA methylation 

is mainly associated with gene silencing [63], but in addition to gene regulation, it is 

Figure 3: Different types of chromatin regulatory mechanisms. Chromatin structure 

can be modulated by (A) DNA methylation (blue dot) or hydroxymethylation (red dot), (B) 

non-coding regulatory RNAs (ncRNAs), (C) nucleosome remodelling such as sliding of 

nucleosomes (red arrows), (D) posttranslational modifications (PTMs) of histone proteins 

such as acetylation (orange circle), methylation (blue hexagon) or phosphorylation (green 

star), among many others, (E) exchange of canonical core histones with their variants e.g. 

H2A.Z (light yellow), testis-specific TSH2B (light red) or H3.3 (light blue). 
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also linked to other essential biological processes such as genomic imprinting, X-

chromosome inactivation or cell differentiation [59]. The establishment and 

maintenance of CpG methylation is ensured by two distinct groups of DNA 

methyltransferases (DNMTs) [64]. The de novo methyltransferases DNMT3A and 

DNMT3B are responsible for the establishment of DNA methylation [65], whereas 

DNMT1 is critical for the preservation of methyl groups of the progeny strand during 

DNA replication [66]. Therefore, both groups of enzymes are essential for the 

establishment of the transcriptional repressive epigenetic mark and, moreover, they 

contribute to the maintenance of the cellular phenotype by carrying on the methylation 

patterns into subsequent generations [63, 67]. In contrast, DNA demethylation can 

occur either passively by inhibiting DNMT1 activity during cell division, thereby 

reducing overall methylation levels, or actively, independently of DNA replication [68–

70]. Active DNA demethylation is mediated by the Ten-eleven translocation (Tet) 

enzymes (Tet1, Tet2, Tet3), which oxidize 5mC to 5-hydroxymethyl-cytosine (5hmC), 

which in turn can be further iteratively converted into 5-formyl-cytosine (5fC) and then 

to 5-carboxy-cytosine (5caC) [69] followed by base excision repair (BER) and cytosine 

replacement [70]. Since 5hmC has been shown to impair the binding of the repressive 

methyl-binding protein MeCP2, which usually promotes chromatin condensation and 

inactivation, thereby regulating gene expression, it is proposed that 5hmC does not 

only function as an intermediate in DNA demethylation [69, 71–74]. Overall, it is 

therefore not surprising that deregulation of these tightly controlled processes, leading 

to aberrant DNA methylation patterns, has been associated with human diseases 

such as cancer [75]. 

 

1.2.2 Long noncoding RNA (lncRNA) as key regulatory molecules 

In addition to DNA methylation, another mechanism has evolved to regulate 

chromatin structure relying on long noncoding RNAs (lncRNAs) [76] (Figure 3B), 

which are typically defined as non-protein coding transcripts whose lengths exceed 

200 nucleotides [77–79]. It is suggested that lncRNAs contribute to the regulation of 

chromatin structure by either recruiting histone modifying enzymes (see chapter 

1.2.4) or DNMTs, which modify chromatin by posttranslational histone modifications 

or DNA methylation, respectively [78, 80]. Furthermore, RNA-mediated regulation of 

chromatin architecture can also be realized by controlling nucleosome positioning 

(see chapter 1.2.3) [78]. A large number of lncRNAs exist, which are often expressed 

in a temporal and spatial manner [81]. One example for mediating changes in 
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chromatin dynamics through lncRNAs is conveyed by the Hox transcript antisense 

RNA (HOTAIR), which induces a repressive chromatin state across the HOXD locus 

via recruiting the Polycomb repressive complex 2 (PRC2) for transcriptional silencing 

[81].  

 

1.2.3 Machineries of chromatin remodelling 

The occlusion of DNA in nucleosomes provides an obstacle for diverse biological 

processes such as transcription, replication or DNA damage repair. To resolve these 

limitations, nucleosomes have to be remodelled to gain access to the DNA, thereby 

allowing binding of various regulatory proteins. One way of chromatin regulation is 

realized by ATP-dependent nucleosome remodelling complexes [82] (Figure 3C). 

These macromolecular, often multiprotein, machines are able to modify chromatin 

structure by using ATP hydrolysis as a source of energy [83]. Nucleosome modulation 

can be conducted in different ways including evicting or unwrapping of nucleosomes, 

sliding of nucleosomes along the DNA or changing the nucleosomal composition by 

replacing core histones with their variants [84, 85]. Several nucleosome remodelling 

complexes exist, which are classified into different subfamilies according to their 

catalytic ATPase domain structure [86]. Currently, the best known subfamilies, in 

terms of function and formation, are the Switch/Sucrose non-fermentable (SWI/SNF), 

Imitation switch (ISWI), Chromodomain helicase DNA-binding protein (CHD) and 

Inositol-requiring 80 (INO80) families [86]. The enzymatic ATPase subunit is 

structurally specific for each complex and responsible for nucleosome remodelling 

activities [86, 87]. This subunit interacts with a large number of different proteins, 

thereby forming the multiple chromatin remodelling complexes, which differ in their 

characteristic, composition, functioning and remodelling activities [86]. Each of these 

activities results in the alteration of DNA accessibility, which is indispensable for DNA-

related nuclear processes [88]. The members of the INO80 subfamily are unique 

among ATP-dependent remodelling complexes because of their ability to catalyze the 

exchange of canonical H2A-H2B from the nucleosome structure with a variant-

containing H2A.Z-H2B dimer [88]. In mammals, three complexes of the INO80 

subfamiliy exist named INO80, Snf2 related CREBBP activator protein (SRCAP) and 

p400/NuA4/Tip60 (p400) [89]. Due to the special importance for this thesis, the 

different members of the INO80 subfamily and their comprehensive functions are 

described in more detail in the section 1.3.1 below. 
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1.2.4 A landscape of histone modifications 

As already mentioned, not only DNA but also histone proteins can be covalently 

modified (Figure 3D) to regulate structural and dynamic changes in nucleosome 

positioning, which takes place in various ways, thereby allowing DNA-associated 

complexes to bind their target sites and exercise their functions [32]. To date, a large 

number of posttranslational histone modifications exist: acetylation, phosphorylation, 

methylation and ubiquitinylation of histones are the best known PTMs, whereas e.g. 

sumoylation, ADP ribosylation, glycosylation, propionylation, butrylation, formylation, 

crotonylation, deamination, succinylation, malonylation and lactylation of histones are 

not very well-studied [90–94]. Histone proteins can possess plenty of different PTMs 

that, in combination, encode the controversial ‘histone code’ [95]. The establishment 

of those reversible marks is tightly regulated and their interpretation into biological 

functions accomplished through a dynamic interplay between several proteins, which 

are referred to as histone ‘writers’, ‘erasers’ and ‘readers’ [95, 96]. While ‘writers’ 

deposit the respective modification, ‘erasers’, in contrast, can remove those marks 

[97]. There are two different ways – either directly or indirectly – how histone PTMs 

can influence chromatin structures [98]. The above-mentioned ‘readers’ have the 

potential to indirectly affect chromatin dynamics. They recognize and bind PTM-

marked histones to mediate changes in nucleosome structure by recruiting other 

chromatin-associated factors [32]. Moreover, chaperones as well as chromatin 

remodellers are able to spot PTMs and modulate chromatin landscapes [32, 99–101]. 

The second way of modulating chromatin structure via histone PTMs is mediated 

directly through charge differences of histone residues, leading to extensive changes 

of electrostatic histone-DNA interactions [32]. Basically, the addition of PTMs to 

histone amino-acid residues either removes a positive charge – in case of acetylation 

– or introduces a negative charge – in case of phosphorylation –, thereby altering the 

energy landscape of interactions within the interfaces between DNA and histone 

proteins [32, 102]. Simply put, these functionally dynamic changes, which are a direct 

consequence of the addition or removal of PTMs, are caused by the formation or 

disruption of interactions between DNA and the nucleosomal components, which in 

turn influences positioning and stability of nucleosome structures [32]. While 

posttranslational histone modifications arise primarily on the unstructured N-terminal 

tail of histones, they can, on the other hand, also be found on the histone core 

domains [103]. Since this thesis mainly focuses on modifications of histone tails, only 

these structural domains and their best-studied PTMs will be further discussed. 



INTRODUCTION 

13 

 

However, there are a myriad of data available that partially unraveled the functions of 

core histone modifications [104–106]. 

The disordered histone tails protrude from the nucleosome core [107] and can be 

modified in various ways. Methylation of histone proteins is, among others, a well-

examined modification that occurs on lysine (mono-, di- and trimethylation) and 

arginine residues (mono- and symmetric or asymmetric dimethylation) exhibiting 

different effects on gene activity [108]. Depending on the residues that are modified 

and the degree of modification, methylation can serve either as an active or repressive 

mark in regulating gene expression [108]. For instance, trimethylation of histone H3 

lysine 4 (H3K4) and lysine 36 (H3K36) are typically gene-activating marks, while 

H3K4me3 is found to be enriched on promoters, H3K36me3 in turn is associated with 

gene bodies [108–110]. H3K4 can also be monomethylated (H3K4me1), which 

commonly marks enhancers [111]. Moreover, trimethylation of histone H3 lysine 27 

(H3K27) and lysine 9 (H3K9) are generally linked to gene repression via the formation 

of facultative or constitutive hetechromatic landscapes, respectively [112, 113]. 

Beside its role in transcriptional regulation, histone methylation also plays an 

important role in DNA damage repair [114]. The dynamic methylation patterns are 

tightly regulated by lysine methyltransferases (KMTs) such as Enhancer of zeste 

homolog 2 (EZH2) [115], which have the potential to methylate target histone proteins, 

and by lysine demethylases (KDMs) such as members of the Jumonji domain-

containing 2 (JMJD2) family [116], which, in contrast, remove those modifications 

[108]. Finally, Plant homeodomain (PHD), Tudor, Chromo, Malignant brain tumor 

(MBT) or Pro-trp-trp-pro (PWWP) domain-containing histone methylation ‘reader’ 

proteins such as HP1 or p53-binding protein (53BP1) can recognize methylation-

marked histones and orchestrate actions on chromatin in order to regulate 

transcription or facilitate DNA damage repair [116]. 

In addition to methylation, histone proteins can also be phosphorylated on serine, 

threonine and tyrosine residues, thereby introducing a negative charge to the modified 

histone amino acid residue, which is catalyzed by a large number of protein kinases 

such as Aurora B, while the eviction of those groups takes place by phosphatases 

[117–119]. 14-3-3, BRCA1 C-terminus (BRCT) or Baculovirus inhibitor of apoptosis 

protein repeat (BIR) domain-containing ‘reader’ proteins such as Breast cancer type 

1 susceptibility protein (BRCA1) or Survivin in turn recognize phospho-specific 

histone proteins and act in concert with complexes to orchestrate chromatin-

associated processes [116, 119–121]. The phosphorylation of histones is an 

important modification that plays a major role in diverse processes including 

transcriptional regulation (e.g. phosphorylation of H3S10, H3S28 and H2BS32), 
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chromosome compaction during mitosis (phosphorylation of H3S10 and H3S28) and 

meiosis (phosphorylation of H4S1 and H2BS10), apoptosis (e.g. phosphorylation of 

H2BS10 and H3T45) and DNA damage repair (phosphorylation of H2A.XS139) [117, 

122].  

By far one of the most intensely studied histone modifications that plays a crucial role 

in this study, is the acetylation of the N-terminal histone ends [123]. In general 

acetylation takes place on conserved positively charged lysine amino acid residues 

present in the histone tails, which unlike to methylation leads to changes in 

electrostatic properties by charge neutralization, thereby reducing the affinity of 

histone proteins for negatively charged DNA [119, 124]. Additionally, it is assumed 

that acetylation alters histone interactivities of adjacent nucleosomes and abates 

interactions with other regulatory factors [32, 123]. This is believed to facilitate open 

chromatin structures whereby acetylation can be linked to transcriptionally active 

chromatin [123, 125]. The readout of this PTM is achieved by Bromodomain-

containing (BRD) ‘reader’ proteins such as members of the Bromo- and extra-terminal 

(BET) family, with many of them involved in regulating transcription [119, 126]. The 

establishment and the elimination of acetylation patterns is tightly regulated by two 

different types of enzymes. Histone acetyltransferases (HATs), or alternatively called 

lysine acetyltransferases (KATs) [127], are essential for the setting of acetyl groups 

to lysines, while histone/lysine deacetylases (HDACs/KDACs), in contrast, are crucial 

for removing those marks [128]. A sizable number of KATs exist, which are grouped 

into five distinct subfamilies according to their catalytic domain [128–130]. The best-

studied group of KATs belongs to the MYST family, which is named after its founding 

members: Monocytic leukemia zinc-finger protein-related factor (Morf), Something 

about silencing protein 3 (Ybf2/Sas3), Something about silencing protein 2 (Sas2) and 

TAT-interactive protein 60 kDa (TIP60) [129]. A key member of this family is TIP60 

also referred to as Lysine acetyltransferase 5 (KAT5), which belongs to a multiprotein 

complex, namely the p400 chaperone/remodelling complex of the above-mentioned 

INO80 chromatin remodeller subfamily and functions in a countless number of cellular 

processes such as regulation of gene expression, cell cycle progression, chromatin 

structure, genomic stability and stem cell differentiation [129, 131]. Due to its 

enzymatic activity, TIP60 is able to acetylate several target histone proteins such as 

histone H2A on K5, H3 on K14, and histone H4 on K5, K8, K12, K16 [129] and, 

additionally, it is proposed to acetylate the histone variants H2A.Z and H2A.X (see 

chapter 1.3.1) [132, 133]. Besides the involvement of TIP60 in a variety of biological 

processes through its diverse acetylation activity of histones and non-histone 

substrates such as p53, it also plays an essential role in DNA damage repair [129] as 
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well as in the nucleosomal exchange of the histone variant H2A.Z (see chapter 1.3.1) 

[134]. As TIP60 and its broad functions within the p400 complex and its relation to the 

histone variant H2A.Z are of greatest interest for this thesis, they are explained in 

greater detail in the section 1.3.1 below. 

 

1.2.5 Diversity of histone variants 

As already indicated, histone variants play a crucial role in regulating chromatin 

dynamics (Figure 3E); thereby creating even more variety of chromatin regulatory 

mechanisms. For each canonical core histone (except of H4, here only one 

hominidae-specific histone variant was recently found [135]) a substantial number of 

histone variants exist (Figure 4). 

 

 

 

Histone variants differ in many aspects from their canonical counterparts, which 

includes differences in primary sequences, genomic distribution and organisation of 

the genes, expression and deposition timing, RNA processing and genomic 

occupancy [136]. The exchange of core histones with their specific variants at defined 

genomic locations results in an altered nucleosomal composition, which can 

contribute to changes in nucleosome structure and stability due to distinct binding 

affinities of the variants [137, 138]. Furthermore, histone variants can be 

Figure 4: Human core histone variants. Histone variants for H2A (light yellow), H2B 

(light red), H3 (light blue) and the previously discovered variant of H4 (light green) are 

shown. For simplification, the large histone variant family of the linker histone H1 is not 

illustrated. 
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posttranslational modified in different ways than their canonical siblings, thus allowing 

other regulatory factors to bind and to recruit alternative ‘readers’, which in turn can 

affect chromatin landscapes and dynamics [137]. In addition to their metabolic 

chromatin functions, this divergence confers each histone variant specific roles in 

distinct biological processes such as transcriptional regulation, chromosome 

segregation, DNA repair, meiotic recombination or DNA replication [139–141].  

Histone variants can deviate substantially from the main isoforms in regard to their 

gene and amino acid sequences [137, 139], whereby minimal but also huge structural 

differences in their domains can occur [142]. Depending on the degree of deviation, 

they can be grouped either into homomorphous, where only a few amino acid 

substitutions arise (e.g. H3.1, H3.2 or H3.3), or heteromorphous families, which 

involve larger differences, even up to the exchange of whole domains (e.g. H2A.X, 

H2A.Z, H2A.Bbd or CENP-A) [139, 143, 144]. Furthermore, histone variants differ in 

their cellular abundance as compared to their canonical counterparts. In order to 

supply the high demand of histone proteins for packaging freshly synthesized DNA 

behind the replication fork, the genes that encode the five different canonical histone 

proteins are present in multiple gene copies [145, 146]. These genes typically cluster 

together in the genome of all eukaryotic species to ensure rapid expression during 

the S-phase of the cell cycle [146]. In contrast to the replication-dependent expression 

of the canonical histone gene cluster, genes of histone variants are arranged outside 

of this array and exist only as single-, or two-copy genes [147]. The expression of 

these genes occurs continuously throughout the cell cycle, in a manner that is 

independent of replication and the gene products are deposited at specific genomic 

locations, deposited where they are needed by variant-specific histone 

chaperone/remodelling complexes [148]. Not only the histone genes, their genomic 

organisation and their time point of expression, but also the generated transcripts 

exhibit striking differences. Compared to histone variant mRNAs, the transcripts of 

canonical histone genes possess a unique stem-loop motif at the 3’-end, but lack 

polyadenylation as well as non-coding intron regions, whereas some histone variant 

intron segments can potentially give rise to different splice isoforms [146, 149]. 

Collectively, this versatile divergence between canonical and non-canonical histone 

proteins is a fundamental aspect contributing to the large diversity of chromatin 

regulatory mechanisms. In the following sections, the five major histone families and 

their variants are described briefly. 
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1.2.5.1 Histone H1 variants 

The histone H1 family exhibits the largest number of histone variants, that are 

functionally highly redundant [150]. To date in humans alone, eleven different linker 

histones have been discovered [151] including seven somatic (H1.1, H1.2, H1.3, 

H1.4, H1.5, H10, H1X) and four germ-line specific (H1t, H1T2, HILS1, H1foo) variants 

[139, 152–156]. The abundance of these variants is species-, tissue-, and 

developmental-specific [148, 150] and in addition to their essential role in chromatin 

compaction, some H1 variants have been shown to affect gene expression by acting 

as transcriptional repressors or sometimes even as activators of transcription [150, 

157]. 

 

1.2.5.2 Histone H3 variants 

In humans, the histone H3 family consists of two canonical histones, namely H3.1 and 

H3.2, and six variants including H3.3, CENP-A, H3.X, H3.Y and the testis-specific 

H3.1t and H3.5 variants, whose functions remain poorly understood [138, 158, 159]. 

Interestingly, H3.3 differs from the canonical histones, H3.1 and H3.2, in only four- or 

five amino acid residues [160, 161], thereby belonging to the group of homomorphic 

variants [139]. It is suggested, that these amino acid substitutions are responsible for 

specific H3.3 functionality and deposition [161, 162]. While chromatin incorporation of 

H3.3 is achieved by either Histone regulatory homolog A (HIRA) or Death domain-

associated protein/alpha-thalassemia/Mental retardation syndrome X-linked protein 

(DAXX/ATRX) chaperone complexes [161], canonical H3 histones are deposited via 

the Chromatin assembly complex 1 (CAF-1) [163]. H3.3 is specifically enriched in 

actively transcribed genomic sites, but also occurs at repressive chromatin regions, 

including the telomers [164] and plays crucial roles in different biological processes 

such as transcription, replication or spermatogenesis [165–167]. Moreover, only H3.3 

possesses a unique serine residue at position 31, which is not only phosphorylated 

during a few stages during mitosis [168], it can also be stimulation-induced 

phosphorylated to enable rapid transcription of several genes in mouse macrophages 

[169]. In contrast to H3.3 and although H3.1 and H3.2 vary in just one amino acid, the 

canonical histone H3.2 is mostly linked to facultative heterochromatin, whereas H3.1 

exhibits a mixture of both active and repressive marks [170, 171]. The heteromorphic 

histone CENP-A is one of the most specialized variants that is incorporated into 

centromeric chromatin regions, where it supports the formation of centromeres during 

mitosis by the assembly of kinetochores, therefore it is indispensable for cell survival 
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[140, 172–175]. Not so long ago, two novel primate-specific histone H3 variants, H3.X 

and H3.Y, were identified [171]. Both variants are present in specific, human brain 

regions and are expressed in malignant and in several normal tissues such as bone, 

breast or lung [171]. Some studies showed, that H3.Y, and hypothetically H3.X as 

well, is integrated at transcriptional start sites (TSSs) of transcriptionally active genes 

leading to a more open chromatin conformation [176–178]. 

 

1.2.5.3 Histone H4 variant 

So far, only one histone H4 variant has been recently described in higher eukaryotes, 

which, surprisingly, shares only 85% protein sequence similarities with the 

evolutionarily highly conserved histone H4 [135]. The hominidae-specific variant H4G 

is expressed in many human cell lines and in some cancer tissues [135]. It is primarily 

located in the nucleoli, where it is supposedly involved in rDNA transcription and 

ribosome biogenesis by affecting nucleolar chromatin structures [135, 179]. 

 

1.2.5.4 Histone H2B variants 

In contrast to the large heteromorphous histone families H1, H3 and H2A, the human 

histone H2B family exhibits a higher amino acid identity, but also comprises only two 

testis-specific variants, called TSH2B and H2BFWT, whose functions are largely 

unknown [143, 180]. During spermatogenesis, the human sperm variant TSH2B 

negatively influences the stability of histone octamers, which are undistinguishable 

from canonical H2B-containing particles due to their high similarity in function and 

structure [181, 182]. The primate-specific variant H2BFWT is also expressed in testis, 

where it is potentially involved in telomere formation although it is not able to interact 

with chromatin modulating factors, but rather functions as a specific marker for 

telomeric identity [183, 184]. Interestingly, a third H2B variant was recently identified 

in mice, namely H2BE, which replaces canonical H2B exclusively in inactive olfactory 

chemosensory neurons resulting in neuronal cell death, thereby regulating the life 

span of these cells [185]. 

 

1.2.5.5 Histone H2A variants 

Among the five major histone families, the histone H2A family contains the highest 

number of variants with the most variations [186]. To date, eight different H2A variants 

exist in humans: H2A.X, macroH2A.1.1, macroH2A.1.2, macroH2A.2, H2A.Bbd (Barr 
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body deficient), H2A.Z.1, H2A.Z.2.1 and H2A.Z.2.2 [187]. All of these H2A variants 

exhibit the greatest sequence differences in their C-terminal region, which is important 

for intra- and internucleosomal interactions, supporting nucleosome stability as well 

as linker histone H1 binding for higher-order chromatin structure [188–190]. Hence, it 

is no surprise, that incorporation of H2A variants has the potential to regulate 

chromatin dynamics by altering histone-interactions and giving rise to different 

structural outcomes. 

In mammals, the histone variant H2A.Bbd shares only 50% amino acid identity with 

canonical H2A and is lacking both the C-terminal tail and a portion of the docking 

domain [188, 191]. It can, therefore, be deduced that the replacement of canonical 

H2A with H2A.Bbd results in an altered nucleosomal organization, which is 

characterized by a more relaxed structure in which DNA is less tightly ordered [188, 

192]. Indeed, several studies revealed that H2A.Bbd incorporation is related to an 

open chromatin structure and H2A.Bbd-harbouring nucleosomes are enriched within 

actively transcribed genes, arguing for its role in promoting transcription [190, 193–

195]. However, H2A.Bbd’s function in reducing nucleosome stability is limited to 

certain tissues since it is almost exclusively expressed in testis, where it was shown 

to play a crucial role in mouse spermatogenesis and, to a much lesser extent in brain, 

although its function here is largely elusive [196, 197]. 

In contrast to the extraordinarily small histone H2A.Bbd, the histone variant 

macroH2A is nearly three times larger than canonical H2A and exhibits a unique 

domain structure, in which the histone fold domain is additionally connected to a large, 

highly conserved, non-histone macro domain via a linker segment [188, 198]. In 

vertebrates, macroH2A is present in three isoforms: macroH2A.1.1 and 

macroH2A.1.2 are generated by alternative splicing, while macroH2A.2 is encoded 

by another independent gene [199]. In general, macroH2A is linked to transcriptional 

repression by negatively affecting histone acetylation, as well as chromatin 

association of transcription factors and nucleosome remodelling complexes [200]. 

Through these mechanisms, macroH2A regulates multiple, distinct biological 

processes such as transcriptional regulation, chromatin remodelling, DNA repair or X-

chromosome inactivation [188, 200–204]. However, there are also conflicting results 

on the functions of macroH2A, which indicate that it is not only involved in 

transcriptional repression, but also positively influences the transcription of several 

target genes [205]. 

The histone protein H2A.X is an outstanding variant with specialized functions in DNA 

damage repair processes [186]. Compared to conventional H2A, H2A.X comprises 

an additional motif in the C-terminus whose serine on position 139 becomes rapidly 



INTRODUCTION 

20 

 

phosphorylated upon DNA damage, thereby stimulating a DNA damage repair 

signalling cascade [186, 206, 207]. In mammals, phosphorylation of the histone 

variant H2A.X (commonly referred to as γH2A.X [208]) is catalyzed by three kinases 

named Ataxia telangiectasia mutated (ATM), Ataxia telangiectasia and rad3 related 

(ATR) and DNA-dependent protein kinase (DNA-PK), whose activation depends on 

the type of DNA damage [209, 210]. One of the most deleterious DNA lesions are 

DNA double-strand breaks (DSBs) [211]. As a first response to DSBs, the histone 

variant H2A.X gets promptly phosphorylated by ATM and spreads bidirectionally over 

several megabases surrounding DNA lesions [117, 209, 212], thereby creating a 

platform for several regulatory factors involved in modulating chromatin structures in 

order to facilitate repair processes at sites of actions [210]. Finally, the large number 

of various interacting proteins such as BRCA1 or 53BP1 mediate the repair of DSBs 

by non-homologous end joining (NHEJ) or homologous recombination (HR) [213]. 

Along with other complexes, the members of the INO80 subfamily play a decisive role 

in DSB repair [213, 214] that will be discussed in more detail in section 1.3.1. Apart 

from its role as a specific DSB marker, H2A.X is also involved in other cellular 

processes such as mitosis, stem cell development, cellular senescence, chromosome 

segregation, chromosome inactivation and regulation of transcription [215, 216]. 

Since the histone variant H2A.Z is the main focus of this thesis, it will be described in 

greater detail in the next chapter. 

 

1.3 The histone variant H2A.Z 

Among all histone variants, H2A.Z is one of the best-studied. H2A.Z is evolutionary 

conserved, but shares only 60% sequence identity to canonical H2A within the same 

species, indicating potentially unique and vitally important functions of H2A.Z [188, 

217]. Indeed, first studies have been shown that H2A.Z is one of few variants that is 

indispensable for survival especially in Drosophila melanogaster, Tetrahymena 

thermophile and Xenopus laevis [139, 218–223]. Subsequent studies evidenced its 

significance in mammals by performing knock-out mice experiments, which clearly 

demonstrated that H2A.Z is required for early mammalian development as depletion 

of H2A.Z results in embryonic lethality of the organism [218, 224, 225]. This fact 

makes the importance of the key regulator H2A.Z in establishing chromatin structures, 

which are pivotal for normal mammalian development, even plainer, and therefore it 

is not surprising that dysregulation of H2A.Z has been associated with multiple 

diseases such as cancer [226–228]. 
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In vertebrates, different isoforms of H2A.Z exist that are encoded by two non-allelic 

genes, H2AFZ (H2A.Z.1) and H2AFV (H2A.Z.2) [188, 229]. Surprisingly, despite 

significant differences in their nucleotide sequence, both generated protein products, 

H2A.Z.1 and H2A.Z.2, are highly similar and differ in only three amino acids from each 

other [229]. Moreover, it has been recently discovered that the human primary 

transcript of H2AFV undergoes alternative splicing leading to one additional isoform 

[230, 231]. Accordingly, apart from the main isoform H2A.Z.2.1 (formerly H2A.Z.2), 

the variant H2A.Z.2.2 exists, which is found only in primates and in a lower abundance 

in most tissues as compared to H2A.Z.2.1 [230]. 

From a structural point of view, H2A.Z-containing nucleosomes are almost identical 

to the conventional ones [232]. However, conspicuous features differing between both 

structures appear especially in the L1 region and the docking domain, which can 

potentially lead to an altered nucleosome stability [232]. It is assumed that the 

incorporation of H2A.Z into an H2A-containing nucleosome (heterotypic nucleosome) 

leads to a strong destabilization of the core particle due to a steric clash of their distinct 

L1 loops [232]. This putative weakening effect of H2A.Z is further supported by the 

hypothesis that the integration of H2A.Z results in a loss of hydrogen bonds between 

the docking domain of H2A.Z and H3, thus altering the sites of histone interactions 

within the octamer [232]. Overall, these H2A.Z-mediated changes in nucleosome 

stability are mainly caused by its L1 region and the docking domain, which exhibit 

distinct properties to canonical H2A, thereby facilitating H2A.Z’s destabilizing 

functions. Interestingly, chromatin incorporation of the splice-variant H2A.Z.2.2 leads 

to structural changes, which strongly reduce the stability of a nucleosome caused by 

its unique docking domain and special features [230]. Nevertheless, it should be 

clearly highlighted that many studies intensively investigated the impact of H2A.Z on 

nucleosome stability obtaining contrasting results [217]. Several studies reported a 

stabilizing [233, 234] and others a destabilizing [232, 235] effect of H2A.Z 

incorporation on nucleosome structure. Even so, an explanation for these 

contradictory results remains elusive as they can have multitude of reasons (as 

reviewed in [188]). Principally, it is not sensible to merely consider H2A.Z and its 

influence on nucleosome dynamics alone, H2A.Z should rather be looked at in its 

entirety. In fact, the structural effect of H2A.Z is probably not the only important factor 

responsible for changes in nucleosome stability, but it potentially derives from a 

combination of posttranslational modifications, the nucleosome composition and/or 

the interacting determinants of H2A.Z. It is therefore conceivable, that these 

addressed H2A.Z-related influences on chromatin can lead to highly distinct functional 

outcomes. In agreement with H2A.Z’s function in affecting nucleosome stability as a 
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result of the nucleosomal composition, it was shown that nucleosomes containing 

both histone variants H2A.Z and H3.3 are highly unstable [236]. Furthermore, 

homotypic H2A.Z nucleosomes are more stable than heterotypic H2A.Z/H2A 

nucleosomes due to the steric properties of their L1 loop regions [237]. In contrast to 

its potential destabilizing character, it is also suggested that H2A.Z promotes higher-

order chromatin structures by influencing internucleosomal interactions [238]. 

Compared to canonical H2A, H2A.Z contains an extended acidic patch that increases 

the affinity of the N-terminal tail of H4 to adjacent nucleosomes, thereby mediating 

chromatin fiber compaction [232, 239]. Additionally, the chromatin binding protein 

Heterochromatin protein 1 alpha (HP1α) interacts specifically with H2A.Z to reinforce 

chromatin fiber folding at constitutive heterochromatic regions [239]. These studies 

provide notable examples of H2A.Z’s role in stabilizing chromatin conformations, 

although all reports on H2A.Z’s structural features are somehow conflicting. 

To further complicate H2A.Z’s functioning, it is subjected to several posttranslational 

modifications, such as acetylation, sumoylation and ubiquitinylation, with different 

functional outcomes [188, 240]. Sumoylation of H2A.Z was reported to act as a 

specific chromatin mark for chromosome relocation during DNA damage repair 

processes in S. cerevisiae [241]. Ubiquitinylated H2A.Z is associated with a 

repressive chromatin state at facultative heterochromatin regions and was shown to 

locate to the inactive X-chromosome of female mammalian cells [242]. While 

acetylation of H2A.Z destabilizes nucleosomes and is generally linked to 

transcriptional activation [233]. Acetylation of H2A.Z occurs on the N-terminal tail on 

residues K4, K7 and/or K11, and is predominantly found at TSSs of actively 

transcribed genes but also occurs, to a much lesser extent, at enhancers and 

intergenic regions [243–248]. While acetylation of H2A.Z is achieved by TIP60 in 

yeast and drosophila, recent studies proposed that TIP60 is also responsible for 

H2A.Z acetylation in mammalian cells [132, 249–251]. In general, it is suggested that 

the dynamic acetylation patterns of H2A.Z are correlated with activating (destabilizing) 

functions, while non-acetylated H2A.Z nucleosomes are associated with repressive 

(stabilizing) chromatin states in which DNA is more tightly bound [240]. 

At the functional level, the role of H2A.Z is also highly controversial, which has been 

reflected in its structural discrepancies [139]. Generally, H2A.Z is predominately 

described as a histone variant that positively regulates transcription and promotes 

open chromatin conformations, however, several contrasting functions of H2A.Z are 

addressed by its participation in transcriptional repression as well as in the formation 

of pericentric and centromeric heterochromatin regions [239, 252–256]. Besides its 

role in influencing chromatin structure and gene transcription and silencing, H2A.Z is 
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also involved in DNA damage repair, genome stability, mitosis, telomere integrity, 

chromosome segregation and development [140, 188, 217, 253, 257]. Nevertheless, 

how H2A.Z exactly performs its versatile and ambiguous functions in so many DNA-

related biological processes continues to remain unresolved. It should be taken into 

account that the functional divergence is not only dictated by H2A.Z alone, but rather 

requires the coordinated interplay of PTMs, other histone proteins, nucleosomal 

binding factors and H2A.Z-specific remodelling complexes at sites of action. The 

totality of those mechanisms can help to explain the vast diversity of structural and 

functional discrepancies of H2A.Z. Therefore, it is possible that nucleosomal H2A.Z 

requires the help of diverse proteins/complexes, which recognize H2A.Z within its 

specific locations to assist H2A.Z in accomplishing its functions and depending on 

H2A.Z’s chromatin context, different functional outcomes may occur. 

In order to gain more insights into the H2A.Z-specific chromatin network, the Hake 

group uncovered the nucleosomal interactome of H2A.Z by label-free quantitative 

mass spectrometry (qMS) [227, 258]. Beside members of the already known H2A.Z-

specific chaperone/remodelling complexes SRCAP and p400, they also found 

histone-modifying complexes involved in both, gene activation and repression, 

supporting the theory of H2A.Z function as a platform for many complexes, thereby 

contributing to the different outcomes of gene regulation [258]. Interestingly, they also 

identified novel H2A.Z-specific chromatin interactors [258]. One of those was PWWP 

domain-containing protein 2A (PWWP2A), which has been shown to preferentially 

bind to H2A.Z-containing nucleosomes at promoters of highly transcribed genes and 

participate in the regulation of transcription [258]. Moreover, depletion of PWWP2A in 

Xenopus laevis led to cranial facial defects caused by impaired neural crest cell 

differentiation and migration, thereby highlighting the importance of the novel H2A.Z-

specific chromatin binder PWWP2A in early frog development [258]. However, as 

rescue experiments with human PWWP2A RNA restored the wild type phenotype, 

PWWP2A’s developmental functions seem to be evolutionary conserved [258]. The 

rescuing activity of PWWP2A depends on its C-terminal (IC) domain, which mediates 

H2A.Z-specificity, suggesting that PWWP2A performs its developmental functions in 

context of H2A.Z-containing sites in the genome [258]. 

As investigations of the nucleosomal H2A.Z interactome provided greater insights into 

H2A.Z’s specific chromatin-associated binding factors, thereby contributing to a better 

understanding of H2A.Z’s functioning, its chromatin-free interaction partners have 

become increasingly important in the last years due to their ability to regulate the 

genome-wide distribution of H2A.Z by its concerted deposition or eviction into specific 
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chromatin regions. Since this is a fundamental point in this study, the different human 

H2A.Z-specific remodelling complexes are explained in more detail below.  

 

1.3.1 H2A.Z-specific chaperone/remodelling complexes 

To fulfil its diverse functions at defined chromosome locations, H2A.Z requires the 

concerted action of specific multi-subunit, histone-variant exchangers, which are 

responsible for loading (and removal) of H2A.Z into chromatin [259]. In higher 

eukaryotes, H2A.Z deposition is achieved by two ATP-dependent remodelling 

machineries [257]. Both, the SRCAP and p400 complexes have unique functions in 

regulating nucleosome composition by catalyzing the exchange of a canonical H2A-

H2B dimer with a variant-containing H2A.Z-H2B dimer [88, 243]. In contrast, H2A.Z 

eviction is performed by the INO80 complex [260] or by the p400 complex member 

Acidic leucine-rich nuclear phosphoprotein 32 family member E (ANP32E), especially 

in context of DNA-damage [257, 261]. The multifactor complexes, SRCAP and p400, 

have several proteins in common, such as Vacuolar protein sorting-associated protein 

72 homolog (YL1/VPS72), DNA methyltransferase 1-associated protein 1 (DMAP1), 

RuvB-like 1 (RUVBL1), RuvB-like 2 (RUVBL2), Actin-like protein 6A (ACTL6A) and 

YEATS domain-containing protein 4 (YEATS4) [262] (Figure 5). The H2A.Z-specific 

histone chaperone member YL1 is the major determinant responsible for the transfer 

of H2A.Z into nucleosomes [262, 263], arguing for a similar H2A.Z-replacing 

mechanism being utilized by both complexes. 

 

 

 

Figure 5: Schematic representation of the human H2A.Z-specific chaperone 

complexes. H2A.Z deposition is achieved by the two ATP-dependent remodelling 

complexes NuA4/TIP60/p400 (p400) and SRCAP. Members of the p400 complex are 

depicted in blue, members of the SRCAP complex in red and shared members of both 

complexes in purple. 
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In humans, the histone variant H2A.Z is predominately positioned at the -1 and +1 

nucleosomes that flank the nucleosome-depleted region (NDR) of TSSs of promoters, 

mostly of active genes [257, 264]. Additionally, H2A.Z localizes to other regulatory 

regions such as enhancers and silencers, where it is proposed to facilitate DNA 

accessibility for transcription factors [265], however, it is hardly present at transcribed 

coding regions [257]. This gives rise to the question of how the H2A.Z-specific 

remodelling complexes are targeted to these specific chromatin sites? It is suggested 

that a large number of different transcription factors such as TFIIF [266] interact with 

subunits of the H2A.Z deposition machineries to recruit them to sites of action [259]. 

The recognition of PTMs at specific regions through different complex-containing 

‘reader’ proteins might also be involved in targeting sites for H2A.Z deposition [259]. 

Moreover, H2A.Z incorporation is stimulated by the acetylation of H2A and H4 histone 

tails, which is conducted by the histone acetyltransferase TIP60, a specific p400 

complex member, indicating that functional differences between both complexes 

exist, since the SRCAP complex does not show any histone acetyltransferase activity 

[134, 259, 267]. Nevertheless, the SRCAP and p400 complexes, share compositional 

and functional similarities, and therefore one obvious question remains - why are there 

two different H2A.Z-specific chaperone complexes in mammals? To date, it is not 

known why H2A.Z is integrated into chromatin through two complexes. It is, however, 

conceivable that both complexes are potentially involved in different classes of H2A.Z 

incorporation, which depend on the cellular state and the chromatin context [243]. 

Moreover, it is evident that both machineries have specialized features, thereby 

possibly leading to different H2A.Z deposition mechanisms. Since the p400 complex 

is of particular interest for this study, its properties are highlighted in the next section. 

The mammalian multimeric p400 complex harbours at least 16 subunits, four of which 

exhibit catalytic functions [213]. The enzymatic activities reside in the TIP60 histone 

acetyltransferase, the EP400 SWI/SNF-class DNA-dependent ATPase and the 

RUVBL1 and RUVBL2 DNA helicase proteins [213, 268–270]. Furthermore, the 

complex possesses structural DNA binding activities [268]. The essential EP400 

motor ATPase alters DNA-histone interactions and thus, facilitates the integration of 

H2A.Z into specific chromatin regions, especially in gene promoters [213, 271]. As 

mentioned earlier, the multifunctional histone acetyltransferase TIP60 is a key 

enzyme, which functions to acetylate histone H4, H2A, H2A.Z and H2A.X, thereby, 

creating docking sites for ‘reader’ proteins at specific chromatin environments [272]. 

The Bromodomain-containing protein 8 (BRD8), a p400 complex member, recognizes 

these acetylated lysine residues and may potentially work in recruiting/stabilizing the 

p400 complex on chromatin [273]. A further p400 complex member is 
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Transformation/transcription domain-associated protein (TRRAP), a scaffold protein 

with an important role in mediating p400 complex formation [213]. Due to its large 

diversity of functionally specialized protein members (which are too numerous to 

mention all of them here), the p400 complex participates in a variety of cellular 

processes such as nucleosome remodelling, histone and non-histone protein 

acetylation, transcriptional regulation, cell cycle progression, DNA damage repair and 

apoptosis [213, 272–274]. The regulation of gene expression through the p400 

complex is realized by its H2A.Z-exchange and/or its acetylation activities of target 

proteins, as well as by interactions with several transcription factors like c-Myc [271, 

275–277]. In case of DNA damage such as DSBs, several p400 complex components 

are recruited to sites of DNA injury, where TIP60 rapidly acetylates the ATM kinase 

and accordingly activates the previously mentioned DNA-damage repair signalling 

cascade, in which phosphorylation events of H2A.X, DNA repair and cell-cycle control 

proteins take place [213, 278, 279]. Moreover, TIP60 hyperacetylates histone H2A, 

H4 and H2A.X at sites of action to promote an open, relaxed chromatin structure, 

which is required for DSB repair by facilitating the access and the binding of DNA 

repair machinery proteins like 53BP1 [213, 214, 279]. However, the exact mechanism 

by which the p400 complex alters chromatin structures in a DNA damage-occuring 

environment is not fully understood and need to be further clarified [213]. 

In general, it is largely unknown how these two complexes exactly perform their 

functions and whether other, not yet identified proteins are also involved in H2A.Z 

deposition. Therefore, several studies have been focused on the identification of 

proteins responsible for the incorporation of H2A.Z into chromatin in order to gain 

more insights into the H2A.Z-related functioning of those complexes. Thusly, more 

and more proteins were identified that were formerly unrelated to H2A.Z deposition 

pathways. Our group was one of many others that previously identified new H2A.Z-

specific chaperone/remodelling complex members and thereby provided more 

insights into H2A.Z’s chromatin-free interactome [257]. 

 

1.3.2 The nuclear chromatin-free H2A.Z interactome 

It is largely unknown how H2A.Z exactly performs its variety of distinct functions. In 

order to gain further insights into the H2A.Z chaperone network, the Hake group 

identified its specific chromatin-free interacting proteins responsible for its deposition 

into chromatin by quantitative mass spectrometry (qMS) [257], similar to the approach 

which was previously used to solve the interactome of several histone H2A and H3 
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variants [176, 230]. MS experiments were performed by Clemens Bönisch and 

Antonia Jack, two former PhD students in the Hake group, in cooperation with Hans 

Christian Eberl from the group of Matthias Mann (MPI Munich). To this end, HeLa 

Kyoto (HK) cells stably expressing enhanced green fluorescence protein (GFP) or 

GFP-tagged H2A.Z.1 were used for stable isotope labelling using amino acids in cell 

culture (SILAC). Afterwards, soluble nuclear chromatin-free fractions were generated 

followed by immunoprecipitations (IPs) with GFP-Trap magnetic Dynabeads to 

precipitate GFP-tagged proteins and their associated binding factors that were 

identified via MS [257] (Figure 6). Unsurprisingly, GFP-H2A.Z.1 specifically interacted 

with all members of the p400 and SRCAP complexes. These findings are in line with 

previous reports on H2A.Z.2.1 and H2A.Z.2.2 chaperone complexes [188, 257], 

verifying the practicability of the method. The specificity of the approach was also 

confirmed by the observed interaction of GFP-H2A.Z.1 with ANP32E, a previously 

reported p400 complex member involved in the eviction of nucleosomal H2A.Z, 

especially in context of DNA damage [261, 280–282]. 

 

 

Figure 6: JAZF1 and MBTD1 are specific chromatin-free H2A.Z-interacting proteins. 

(A) Scatter-plot of GFP-H2A.Z.1 pull-downs. HeLa Kyoto (HK) cells stably expressing GFP 

or GFP-H2A.Z.1 were SILAC-labelled and the soluble nuclear fraction subjected to 

immunoprecipiations using GFP-Trap magnetic Dynabeads. Identification of GFP-H2A.Z.1 

binding partners was carried out by quantitative mass spectrometry (qMS). Members of 

the FACT complex are depicted in magenta, members of the Ku complex in orange, 

members of the SRCAP complex in red, members of the p400 complex in blue and shared 

members of the p400 and SRCAP complexes in purple. Other proteins are plotted in black. 

Significantly enriched proteins are highlighted with names according to the respective 

color. (B) Heatmap of all identified GFP-H2A.Z.1-interacting proteins that were enriched 

(black), detected but not enriched (gray) or not detected (white). Data published in [257]. 
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Moreover, GFP-H2A.Z.1 was also found to associate with the FACT and Ku 

complexes, which are implicated in DNA damage repair processes [282, 283] and are 

able to interact with almost all H2A histone variants [257]. Interestingly, among other 

proteins, the transcriptional repressor Juxtaposed with another zinc finger 1 (JAZF1, 

also referred to as TIP27 or ZNF802) and the Malignant brain tumor domain 

containing 1 (MBTD1) proteins were identified as novel, specific chromatin-free GFP-

H2A.Z-interacting proteins (similar results were obtained for GFP-H2A.Z.2.1 and 

GFP-H2A.Z.2.2), since they were not found in pull-downs of canonical H2A or other 

H2A histone variants [257]. Also note that JAZF1 and MBTD1 were not detected in 

the previously solved nucleosomal interactome of H2A.Z [258], suggesting that JAZF1 

and MBTD1 are specific chromatin-free H2A.Z-interacting proteins and thus do not 

interact with H2A.Z-containing nucleosomes on chromatin. 

 

1.3.3 JAZF1 and MBTD1 as novel chromatin-free H2A.Z-binding proteins 

After the identification of JAZF1 and MBTD1 as chromatin-free H2A.Z-associated 

proteins, the question arose whether JAZF1 and/or MBTD1 belong to the H2A.Z-

specific p400 and/or SRCAP chaperone complexes or if they interact independently 

of these complexes with H2A.Z alone. To address this question, additional qMS 

experiments (similar to the above mentioned one) were performed in which the 

soluble nuclear binding factors of GFP-JAZF1 and -MBTD1 were identified by 

quantitative SILAC-MS [257] (Figure 7). Surprisingly, GFP-JAZF1 and -MBTD1 

interacted with all members of the p400 complex and with shared members of the 

p400 and SRCAP complexes, but did not associate with SRCAP complex-specific 

components. Moreover, GFP-JAZF1 pulled-down endogenous MBTD1 and 

conversely, GFP-MBTD1 associated with endogenous JAZF1. These results suggest 

that yet another p400 sub-complex exists in mammals, which exhibits both JAZF1 

and MBTD1, but excludes ANP32E, since GFP-JAZF1 and -MBTD1 pull-downs did 

not contain this p400 complex-specific component [257]. 
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1.3.3.1 MBTD1 

Recently, MBTD1 has already been reported as a stable subunit of the p400 complex 

with special features in regulating transcription and promoting DSBs repair by HR 

[284, 285]. The MBTD1 protein contains a FCS (phe-cys-ser) zinc finger at the N-

terminus that presumably binds to regulatory RNAs, and four MBT repeats [286–288] 

(Figure 8). The MBT1 and MBT2 domains have been reported to be crucial for the 

interaction with the transcription factor YY1 [286, 289], whereas the MBT4 repeat is 

responsible for the recognition of mono- and/or dimethylated lysine residues of 

histone proteins [286, 288]. 

 

Figure 7: JAZF1 and MBTD1 are novel members of a p400 sub-complex. Scatter-plot 

of (A) GFP-JAZF1 and (B) GFP-MBTD1 pull-downs. HeLa Kyoto (HK) cells transiently 

expressing GFP, GFP-JAZF1 or -MBTD1 were SILAC-labelled and subsequently used for 

preparation of soluble, nuclear extracts followed by immunoprecipitations with GFP-Trap 

magnetic Dynabeads. Identification of JAZF1- and MBTD1-associated factors was carried 

out using MS. Members of the SRCAP complex are depicted in red, of the p400 complex 

in blue and shared members of both complexes in purple. Other proteins are plotted in 

black. Significantly enriched proteins are highlighted with names according to the 

respective color. (C) Heatmap of GFP-MBTD1 (upper) and GFP-JAZF1 (lower) interacting 

proteins that were enriched (black), detected but not enriched (gray) or not detected 

(white). Data partially published in [257]. 
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MBTD1’s histone methyl-lysine reading module has been shown to strongly bind to 

H4K20me1/2, and thus mediates the recruitment of the histone acetyltransferase 

TIP60 to a specific subset of promoter sites to regulate the transcription of associated 

genes [284]. Moreover, MBTD1 regulates the binding of 53BP1 to DSBs during DNA 

damage response, probably by recognizing the same H4K20 methylation patterns, 

thereby affecting the formation and stability of 53BP1 foci after the occurrence of DNA 

damage in order to orchestrate the choice of DSB repair pathway [284]. The Enhancer 

of polycomb homolog 1 (EPC1) subunit of the p400 complex mediates the association 

of MBTD1 with the complex [284, 286]. Interestingly, several studies have also shown 

that mutations of MBTD1 and at least one further gene can lead to the generation of 

specific fusion proteins, which have been found in human endometrial stromal 

sarcomas (ESSs) and leukemia [285, 290, 291]. However, the underlying 

mechanisms by which MBTD1-containing fusion proteins contribute to these diseases 

are largely unknown. Furthermore, the general functions of intact MBTD1 are so far 

poorly understood. 

 

1.3.3.2 JAZF1 

JAZF1 is mainly described as a putative transcriptional co-regulator involved in 

various cellular metabolic energy processes such as gluconeogenesis, lipid 

metabolism, and insulin sensitivity [292, 293]. The human JAZF1 gene encodes a 27 

kDa nuclear protein, which contains a nuclear orphan receptor TAK1/TR4 interacting 

domain (TID) and three putative C2H2-type zinc finger motifs [292] (Figure 9). At least 

one alternatively splice variant has been described, which codes for another JAZF1 

isoform [292]. 

 

Figure 8: Schematic domain organization and binding features of the human MBTD1 

protein. MBTD1 consists of a zinc finger (ZnF, orange), which has been proposed to bind 

to regulatory RNAs and four MBT repeats: MBT1 is depicted in pink, MBT2 in purple, MBT3 

in green and MBT4 in blue. Figure created with BioRender.com. 
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In mice and humans JAZF1 is expressed in multiple tissues, including liver, muscle, 

fat and testis, while the latter two exhibit the highest level of protein expression [294]. 

Several mice studies revealed that regulation of JAZF1 expression is modulated by 

different metabolic disorders [292]. Furthermore, in humans a large number of single 

nucleotide polymorphisms (SNPs) of JAZF1 exist, which are proposed to be 

associated with insulin-resistance-related diseases such as type 2 diabetes mellitus 

(T2DM) [292]. JAZF1 was originally identified as a novel corepressor of the Nuclear 

receptor subfamily 2 group C member 2 (TAK1/TR4/NR2C2) protein, which plays a 

crucial role in the receptor-mediated repression and activation of gene expression 

[295]. The interaction of both proteins is specifically mediated through the TID domain 

of JAZF1 and is known to be central to maintaining glucose homeostasis in mice by 

repressing the transcriptional activity of TAK1/TR4 [292, 296]. Numerous studies 

uncovered that JAZF1 associates with a large number of metabolic-related proteins 

and acts as a specific regulator of these factors by modulating their gene expression 

and activity [292–299]. Therefore, it is assumed that JAZF1 is closely related to 

various metabolic processes and disorders. 

In addition, and more interestingly, not only MBTD1 but also JAZF1 is linked to human 

endometrial stromal tumors, in which chromosomal aberrations involving the JAZF1 

gene occur in the vast majority of ESS cases [300–302]. Besides JAZF1 and MBTD1, 

fusion proteins with other p400 complex members (including EPC1, MEAF6 or 

EP400) have also been identified in human sarcomas [303–305], suggesting a 

potentially disturbed p400 complex-affiliated mechanism, which could contribute to 

the development of the disease. A recent study in primary human endometrial stromal 

cells (hEnSCs) revealed that JAZF1 is a new NuA4-interacting protein and that the 

most prominent aberrant fusion JAZF1-SUZ12 is suspected to mediate an unusual 

interaction between the PRC2 and the NuA4 complexes [306], which might be one of 

many possible causes prompting the development of the disease. Indeed, the 

biological consequences of these fusion proteins in various human sarcomas have 

Figure 9: Schematic domain structure of the human JAZF1 protein. JAZF1 consists 

of a nuclear orphan receptor TAK1/TR4 interacting domain (TID, yellow) required for the 

interaction with TAK1/TR4 and three putative zinc finger motifs (ZnF) shown in blue, green 

and brown. Figure created with BioRender.com. 
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not yet been sufficiently studied. To date, one of the most frequently mutated proteins 

found in human ESSs is JAZF1, which, together with the p400 complex, plays a 

potentially critical role as a dynamic driver of the disease. However, although many 

studies have been focused on identifying the functions of JAZF1 as transcription 

factor, there is no knowledge about which role and function JAZF1 assumes within 

the p400 complex. Determining the function of this protein could provide additional 

insights into JAZF1 and p400 chaperone complex-related disorders. Therefore, 

further studies are still required to determine potential influences of JAZF1 on p400 

complex-associated processes. 

 

1.4 Objectives 

In this thesis, I aimed to unravel the chromatin functions of JAZF1, especially in terms 

of its role within the H2A.Z-specific p400 chaperone complex. Therefore, I first verified 

the results received from the SILAC-MS approach by immunoprecipitations in order 

to ascertain whether JAZF1 associates with TIP60, a catalytic subunit of the p400 

complex. Afterwards, I purposed to decipher JAZF1’s involvement in p400 complex-

related processes through knockdown studies. Since MBTD1 was already identified 

as a specific p400 complex subunit, with a crucial role in DNA damage repair 

processes, I first set out to analyse whether JAZF1 also affects DSB repair by 

determining the level of γH2A.X upon JAZF1 depletion via immunoblotting and ChIP-

qPCR. Further, to gain deeper insights into JAZF1’s implication in transcriptional 

regulation, I performed RNA-seq experiments. Potential deregulated genes upon loss 

of JAZF1 were validated via RT-qPCR and immunofluorescence analyses were 

conducted to reveal spatial relationships between gene regulation and the cellular 

localization of JAZF1. To identify the underlying molecular mechanism by which 

JAZF1 might influence gene expression, I evaluated the consequences of JAZF1 

depletion on H2A.Z deposition and its acetylation using ChIP-seq. Finally, I assessed 

whether the putative transcription factor JAZF1 and the histone acetyltransferase 

TIP60 might act in concert on chromatin via ChIP-qPCR. 
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2 MATERIAL AND METHODS 

2.1 Materials 

2.1.1 Technical devices 

Table 2.1: List of devices 

Description Supplier 

Accuri C6 Plus Flow Cytometer Becton Dickinson BD Biosciences 

Axiocam 506 mono system Carl Zeiss 

Bioruptor Next Gen Diagenode 

Cell culture hood Thermo Fisher Scientific 

Centrifuges 

Beckman Coulter Allegra X-30 
Beckman Coulter Allegra X-30R 
Eppendorf 5424 R 
Eppendorf 5430 R 
Eppendorf 5417 R 

CFX96 Real-Time cycler Bio-Rad 

CL-1000 Ultraviolet Crosslinker UVP 

Countess automated cell counter Invitrogen 

Developer machine ECL Chemostar Intas 

Electrophoresis chamber (nucleic acids) VWR Peqlab 

Electrophoresis chamber (proteins) Bio-Rad 

Fragment Analyzer Agilent 

Freezer (-20°C) 
Bosch 
Privileg 
Liebherr 

Freezer (-80°C) Thermo Fisher Scientific 

Fridge 
Beko 
Liebherr 

Gel documentation printer Mitsubishi 

GelStick touch documentation system Intas 

Handcast gel system Bio-Rad 

H2O purification system Millipore 

Incubator (bacteria) Infors 

Incubator (tissue culture) Heraeus 

Magnetic rack 
Diagenode 
Permagen 

Magnetic stirrer IKA 

Microscopes 
Carl Zeiss Axio Observer.Z1 
Carl Zeiss Telaval 31 
Leica DM IL LED 

Microwave 
Clatronic International 
Privileg 

NanoPhotometer NP80 Implen 

pH meter Xylem Analytics 

Pipetboy Neolab 
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Pipette set Labgene Scientific 
 Power supply unit (microscope) Eplax 

Power supply unit (nucleic acids) Phase 

Power supply unit (proteins) Bio-Rad 

QIAcube Qiagen 

Qubit 4 Fluorometer Invitrogen 

Roller mixer LLG Labware 

Rotating wheel Heidolph Instruments 

Scale Mettler 

Semi-dry blotting system Bio-Rad 

Shaker Heidolph 

Tabletop centrifuge StarLab 

Thermocycler (PCR) 
Eppendorf Mastercycler gradient 
SensoQuest 

Thermomixer comfort Eppendorf 5436 

UV-lamp (microscope) EXFO X-cite series 120 

Vacuum pump LLG Labware 

Vortex shaker Genie 

Water bath Köttermann 

White light plate Kaiser slimlite plano 

xCELLigence Real-Time Cell Analyzer Agilent 

 

 

2.1.2 Consumables 

Table 2.2: List of consumables 

Description Supplier 

1.5 ml and 2 ml reaction tubes Eppendorf 

1.5 ml low binding tubes Sarstedt 

15 ml and 50 ml centrifuge tubes Greiner 

15 ml conical hard plastic tubes Sarstedt 

96-well PCR plate Sarstedt 

Cell culture plates (6-well and 24-well) Greiner 

Cell culture plates (10 cm and 14.5 cm) Greiner 

Cellulose paper Whatman GE Healthcare Life Sciences 

Cryotubes Carl Roth 

Disposable needle B. Braun Melsungen 

Disposable scalpel B. Braun Melsungen 

Disposable syringe Henke-Sass, Wolf 

E-plate 16-well Agilent 

Filter tips Nerbe 

Glass pipettes HBG Henneberg-Sander 

Glassware Schott 

Laboratory bunsen burner Campingaz 

Laboratory sealing film (Parafilm) Sigma-Aldrich 

Measuring cylinder (plastic) Brand 

Microscope cover glasses (coverslips) Paul Marienfeld 
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Microscope slides Carl Roth 

Mr. Frosty freezing container Thermo Fisher Scientific 

Nitrile gloves StarLab 

Nitrocellulose GE Healthcare Life Sciences 

Pasteur pipettes Merck Millipore 

PCR reaction tubes Carl Roth 

Pipette tips Ratiolab 

Qubit assay tubes Invitrogen 

Sealing foil Bio-Rad 

Serological pipettes Sarstedt 

Tissues lint-free Kimberly-Clark Professional 

 

 

2.1.3 Chemicals 

Table 2.3: List of chemicals 

Description Supplier 

4-(2-hydroxyethyl)-1-
piperazineethanesulfonic acid (HEPES) 

Carl Roth 

4-hydroxytamoxifen (4-OHT) Sigma-Aldrich 

Acetic acid (CH3COOH) Carl Roth 

Acetone Carl Roth 

Agar Carl Roth 

Agarose Carl Roth 

Albumin fraction V (BSA) Carl Roth 

Ammonium persulfate (APS) Carl Roth 

Ampicillin Carl Roth 

AMPure XP beads Beckman Coulter 

Aprotinin AppliChem 

Bromophenol blue sodium salt Carl Roth 

Calcium chloride dihydrate (CaCl2 2 x H2O) Carl Roth 

Coomassie Brilliant Blue R-250 Fluka 

Disodium hydrogen phosphate dihydrate 
(Na2HPO4 2 x H2O) 

Carl Roth 

Dimethylsulfoxid (DMSO) Carl Roth 

Dithiotheitol (DTT) Carl Roth 

Dulbecco’s modified Eagle medium 
(DMEM) 

Gibco 

Dynabeads (Protein G) Invitrogen 

Ethanol absolute (EtOH) Carl Roth 

Ethanol denatured (EtOH)  Carl Roth 

Ethylenediaminetetraacetic acid (EDTA) Carl Roth 

Ethylene glycol-bis(β-aminoethyl ether)-
N,N,N′,N′-tetraacetic acid (EGTA) 

Carl Roth 

Fetal bovine serum (FBS) Thermo Fisher Scientific 

Fluoromount-G mounting medium VWR International 

Formaldehyde (37%) Thermo Fisher Scientific 

FuGENE HD transfection reagent Promega 
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GFP-Trap Dynabeads Chromotek 

Glycerol Carl Roth 

Glycine Carl Roth 

Glycogen Thermo Fisher Scientific 

Hoechst bisbenzimide H33342 Sigma-Aldrich 

Hydrochloric acid (HCl) Carl Roth 

Immersion oil “Immersol” 518 F Th. Geyer 

Isopropanol Carl Roth 

Kanamycin Carl Roth 

Leupeptin AppliChem 

L-glutamine Gibco 

Lithium chloride (LiCl) Sigma-Aldrich 

Magnesium chloride (MgCl2) Carl Roth 

Magnesium sulfate heptahydrate (MgSO4 7 
x H2O) 

Carl Roth 

Methanol (MeOH) Carl Roth 

Non-fat dry milk Carl Roth 

Nonidet P-40 substitute (NP 40) Sigma-Aldrich 

Oligofectamine transfection reagent Invitrogen 

Opti-MEM Gibco 

Orange G Merck Millipore 

Paraformaldehyde (PFA) Carl Roth 

Penicillin/streptomycin Gibco 

Pepstatin AppliChem 

Phenylmethanesulfonyl fluoride (PMSF) Carl Roth 

Potassium chloride (KCl) Carl Roth 

Potassium dihydrogen phosphate 
(KH2PO4) 

Carl Roth 

Proteinase K Thermo Fisher Scientific 

Propidium iodide (PI) Sigma-Aldrich 

Rotiphorese acrylamide/bisacrylamide mix 
(37.5:1 ratio) 

Carl Roth 

Shield1 Takara 

Sodium chloride (NaCl) Carl Roth 

Sodiumdeoxycholate Sigma-Aldrich 

Sodium dodecyl sulfate (SDS) Carl Roth 

Sodium hydroxide (NaOH) Carl Roth 

Sulfuric acid (H2SO4) Carl Roth 

Tet System Approved FBS Takara 

Trichloroacetic acid (TCA) Merck Millipore 

Tetramethylethylenediamine (TEMED) Carl Roth 

Trident femto Western HRP substrate GeneTex 

Tris(hydrxymethyl)aminomethan (Tris) Carl Roth 

Triton X-100 Carl Roth 

Tryptone/Peptone Carl Roth 

Tween20 Carl Roth 

Yeast Extract Carl Roth 
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2.1.4 Enzymes 

Table 2.4: List of enzymes 

Description Supplier 

DNase I (RNase-free) Thermo Fisher Scientific 

RNase A (DNase-free) Thermo Fisher Scientific 

SYBR Green master mix Bio-Rad 

Trypsin Gibco 

 

 

2.1.5 Markers 

Table 2.5: List of markers 

Description Supplier 

FastRuler High Range DNA Ladder Thermo Fisher Scientific 

GeneRuler 1 kb DNA Ladder Thermo Fisher Scientific 

GeneRuler 50 bp DNA Ladder Thermo Fisher Scientific 

GeneRuler 100 bp DNA Ladder Thermo Fisher Scientific 

PageRuler Plus Prestained Protein Ladder Thermo Fisher Scientific 

 

 

2.1.6 Kits 

Table 2.6: List of kits 

Description Supplier 

HS Small Fragment Kit Agilent 

Illustra GFX PCR DNA and Gel Band 
Purification Kit 

GE Healthcare Life Sciences 

MicroPlex Library Preparation Kit Diagenode 

MinElute PCR Purification Kit Qiagen 

QIAprep Spin Miniprep Kit Qiagen 

QIAGEN Plasmid Midi Kit Qiagen 

QuantSeq 3’ mRNA-Seq Library Prep Kit 
FWD 

Lexogen 

Qubit dsDNA HS Assay Kit Invitrogen 

RNA Kit Agilent 

RNase-free DNase Set Qiagen 

RNeasy Mini Kit Qiagen 

Trancriptor First Strand cDNA Synthesis Kit Roche 
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2.1.7 Software 

Table 2.7: List of Software 

Description Version 

Adobe Illustrator 24.0.1 

BD Accuri C6 Software V1.0 

Bio-Rad CFX Manager Software 2.1 

ChemoStar Touch V2.1 

Citavi 6 2018-02-20 

Fiji/Image J 1.51n 

Fragment Analyzer System Software 1.2.0.11 

Integrative Genomics Viewer (IGV) 2.8.0 

Intas GDS Touch 2 V1.0.1.5 

Microsoft Office 2016 

NCBI web-based browser 

PhosphoSitePlus web-based browser 

Primer3 web-based browser 

Real-Time Cell Analyzer (RTCA) Software 2.2.1 

SnapGene Viewer V5.1.5 

UCSC web-based browser 

Zeiss microscope Software Zen 3.1 (blue edition) 

 

 

2.1.8 Antibodies 

2.1.8.1 Primary antibodies 

Table 2.8: List of primary antibodies used for immunoblotting (IB), immunofluorescence (IF) or 

chromatin immunoprecipitation (ChIP) applications 

Antibody 
Order 

number 
Host 

species 
Application Dilution Supplier 

α-alpha Tubulin 39527 mouse IB 1:1000 Active Motif 

α-Coilin - mouse IF - 

Gift from 
Graham 
Dellaire, DAL, 
Nova Scotia, 
CA 

α-Fibrillarin NB300-269 mouse IF 1:100 
Novus 
Biologicals 

α-GFP 11814460001 mouse IB 1:1000 Sigma-Aldrich 

α-H2A.Z 39944 rabbit 
IB 

ChIP 
1:1000 

5 µg/ChIP 
Active Motif 

α-H2A.Zac (K5, 
K7, K11) 

ABE1363 rabbit 
IB 

ChIP 
1:1000 

1 µg/ChIP 
Merck Millipore 

α-H2A.XS139ph 39117 rabbit 
IB 
IF 

ChIP 

1:1000 
1:100 

5 µg/ChIP 
Active Motif 

α-H2AK5ac 39108 rabbit IB 1:1000 Active Motif 
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α-H3 ab1791 rabbit IB 1:5000 Abcam 

α-H3K14ac 39599 rabbit IB 1:1000 Active Motif 

α-H4K5ac 39700 rabbit IB 1:1000 Active Motif 

α-H4K16ac 39167 rabbit IB 1:1000 Active Motif 

α-JAZF1 animal 1 rabbit IB 1:500 
Produced by 
Pineda 

α-JAZF1 HPA066967 rabbit IF 1:100 Atlas Antibodies 

α-ZNHIT1 HPA019043 rabbit IB 1:1000 Sigma-Aldrich 

 

 

2.1.8.2 Secondary antibodies 

Table 2.9: List of secondary antibodies used for immunoblotting (IB) or immunofluorescence 

(IF) applications 

Antibody 
Order 

number 
Application Dilution Supplier 

α-mouse Alexa 488 A-11017 IF 1:200 Thermo Fisher Scientific 

α-mouse Alexa 594 A-11020 IF 1:200 Thermo Fisher Scientific 

α-rabbit Alexa 488 A-11070 IF 1:200 Thermo Fisher Scientific 

α-rabbit Alexa 594 A-11072 IF 1:200 Thermo Fisher Scientific 

α-mouse HRP 31430 IB 1:20000 Thermo Fisher Scientific 

α-rabbit HRP 31460 IB 1:20000 Thermo Fisher Scientific 

 

 

2.1.9 Human cell lines 

Table 2.10: List of human cell lines 

Name Origin Source/Supplier 

HeLa Kyoto (HK) Cervical cancer, human Gift from Heinrich Leonhardt, LMU 

U2OS 2-6-3 DSB 
reporter cells [307] 

Osteosarcoma, human 
Gift from Jessica Downs, ICR, 
London, UK [308, 309] 

 

 

2.1.10 Oligonucleotides 

2.1.10.1 Oligonucleotides for quantitative PCR of cDNA 

Table 2.11: List of oligonucleotides used for quantitative polymerase chain reaction (qPCR) in 

5’ to 3’. All primer sets were received from Thermo Fisher Scientific. 

Name Sequence forward Sequence reverse 

BIRC3 TCAGACAGCCCAGGAGATGA CACGGCAGCATTAATCACAGG 

CAPN2 CCCTAAACCAGAGCTTCCAGG CATCCACCACCACCTCCAC 

HPRT1 AAGGGTGTTTATTCCTCATGGA AATCCAGCAGGTCAGCAAAG 

ITGB8 AGAAGGAGGTTTTGACGCCAT TGTCATCACCAGCAGCAATCT 
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JAZF1_1 CAGATTCGTGTCCGCAAACC AATTGATTGTGTGGTGCCGC 

JAZF1_2 CCGGTGTCGGCTGAGATTAT AGCAACTGCTGGTGAGGATT 

LSM7 GGACGGCACCATTGAGTACA GAAGGGGTTGGGGATGGC 

TIP60_1 GAAGATGGCGGAGGTGGTG CGGCAGCCCTCGATTATCTC 

TIP60_2 AGGGGGAGATAATCGAGGGC CTTCACGCTCAGGATCTCGG 

 

 

2.1.10.2 Oligonucleotides for quantitative PCR of ChIP DNA 

Table 2.12: List of oligonucleotides used for ChIP quantitative PCR (ChIP-qPCR) in 5’ to 3’. 

gb, gene body; +, +1 nucleosome; -, -1 nucleosome. All primer sets were received from 

Thermo Fisher Scientific. 

Name Sequence forward Sequence reverse 

ctrl1TP GGCCCTTGGAAGAGAATGCT ACATCTGAGGACATTGCCCG 

MMP12_gb TTCTTGTCCCCTAGTCCAATGC GACGTGTGACTCTGGGCAA 

PARS2+ GGGATGCAAGTGGGAAAAC ATTGCGGTAGGTGAACGTG 

PARS2- AGACGCCTTTATTACAGTGCCC  
 

TCTACGTGGTAGCAGCTCAAAA  
 p2 GCTGGTGTGGCCAATGC TGGCAGAGGGAAAAAGATCTCA 

p3 GGCATTTCAGTCAGTTGCTCAA TTGGCCGATTCATTAATGCA 

RBMS1_gb GTCAAGGTGGGAGAACTGCTTA CACACCACCACATGCAGTTAATT 

RPL11_2gb ACAGCTTTGGGTGATGCAGT TTGTTGGACCAAAACACGGC 

 

 

2.1.10.3 Oligonucleotides for RNAi 

Table 2.13: List of siRNA oligonucleotides used for RNAi in 5’ to 3’. siRNA pools were designed 

and received from Dharmacon, while individual siRNAs were designed and prevalidated as 

described in [258, 310] and obtained from Eurofins MWG. 

Name Sequence (sense) Description 

Luciferase (siLuci) CUUACGCUGAGUACUUCGAUU - 

JAZF1 siRNA pool (siJAZF1) 

GGCAUAAAGUAUCACGCUA 
ACAGAUUCGUGUCCGCAAA 
GAUACAGAUCCACGGGUUU 
GAUCCAGACAUGAGACGCA 

ON-
TARGETplus 
SMARTpool 

JAZF1 #2 (siJAZF1 #2) AGAAGAAGATTCAGCCGAA - 

JAZF1 #4 (siJAZF1 #4) ACAGATTCGTGTCCGCAAA - 

Non-target siRNA control pool 
(siNTC) 

UGGUUUACAUGUCGACUAA 
UGGUUUACAUGUUGUGUGA 
UGGUUUACAUGUUUUCUGA 
UGGUUUACAUGUUUUCCUA 

ON-
TARGETplus 
SMARTpool 

TIP60 #1 (siTIP60 #1) GGAGAAAGAAUCAACGGA - 

TIP60 #2 (siTIP60 #2) CAACAAACGUCUGGAUGA - 
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2.1.11 Plasmids 

Table 2.14: List of plasmids. Retransformation of plasmids was performed in chemical 

competent E. coli (DH5α) cells and plasmids isolated with a Mini- or Midiprep Kit (Qiagen). 

Plasmid Source Resistance Description 

GFP (empty) Clontech Kanamycin 
pEGFP-N2 mammalian 
expression vector backbone 

GFP-JAZF1 
(full-length) 

Gift from Anton 
Jetten, NIH, USA 

[295] 
Kanamycin 

pEGFP-N2 mammalian 
expression vector backbone 

GFP-JAZF1 
∆C164 

Antonia Jack 
(former PhD student 
in the Hake group) 

Kanamycin 
pEGFP-N2 mammalian 
expression vector backbone 

GFP-JAZF1 
∆N101 

Antonia Jack 
(former PhD student 
in the Hake group) 

Kanamycin 
pEGFP-N2 mammalian 
expression vector backbone 

GFP-JAZF1 
∆N163 

Antonia Jack 
(former PhD student 
in the Hake group) 

Kanamycin 
pEGFP-N2 mammalian 
expression vector backbone 

GFP-TIP60 
(full-length) 

Gift from Benoit de 
Crombrugghe, UT, 

USA [311] 
Kanamycin 

pEGFP-C1 mammalian 
expression vector backbone 

 

 

2.1.12 Buffers and solutions 

Table 2.15: List of buffers and solutions 

Buffer/solution Components 

Coomassie destaining 
solution 

10% Acetic acid (v/v) 
30% Methanol (v/v) 

Coomassie staining 
solution 

10% Acetic acid (v/v) 
50% Methanol (v/v) 
0.1% Coomassie Brilliant Blue R-250 (w/v) 

Ethidium bromide 
stock solution 

10 mg/ml Ethidium bromide (Carl Roth) 

Laemmli buffer (10x) 
1.29 M Glycine 
0.25 M Tris 
1% SDS (v/v) 

Laemmli sample 
buffer (5x) 

0.5 M DTT 
250 mM Tris 
0.02% Bromphenol blue (w/v) 
30% Glycerol (v/v) 
10% SDS (v/v) 

LB agar 1.5% LB agar (v/v) 

LB medium 
1% NaCl (w/v) 
1% Tryptone/Peptone (w/v) 
0.5% Yeast extract (w/v) 

Orange G loading dye 
buffer (6x) 

0.01 M TE (pH 7.6) 
60% Glycerol (v/v) 
10% Orange G (w/v) 
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PBS (10x) 

0.02 M KCl 
0.014 M KH2PO4 

0.1 M Na2HPO4 2 x H2O 
1.37 M NaCl 
pH 7.4 adjusted with NaOH 

Protease inhibitor mix 

1:1000 Aprotinin (1 mg/ml) 
1:1000 Leupeptin (1 mg/ml) 
1:1000 Pepstatin (0.7 mg/ml) 
1:1000 0.2 M PMSF 
1:1000 1 M DTT 

Semi-dry transfer 
buffer (1x) 

39 mM Glycine 
48 mM Tris 
20% Methanol (v/v) 
0.0375% SDS (w/v) 

Separating gel (SDS-
PAGE) 

375 mM Tris/HCl, pH 8.8 
10%, 12%, 15% or 18% Acrylamide/Bisacrylamide mix (v/v) 
0.1% SDS (w/v) 
0.13% TEMED (v/v) 
0.13% APS (w/v) 

Stacking gel 4% 
(SDS-PAGE) 

125 mM Tris/HCl, pH 6.8 
4% Acrylamide/Biscrylamide mix (v/v) 
0.1% SDS (w/v) 
0.13% TEMED (v/v) 
0.13% APS (w/v) 

TAE buffer (50x) 
0.1 M EDTA 
2 M Tris 
pH 7.8 adjusted with acetic acid 

Trypan blue solution 0.4% Trypan blue stain (Thermo Fisher Scientific) 

Trypsin/EDTA 

0.6 mM CaCl2 2 x H2O 
3 mM EDTA 
2.6 mM KCl 
1 mM KH2PO4 

0.4 mM MgSO4 7 x H2O 
137 mM NaCl 
6 mM Na2HPO4 2 x H2O 
0.125% Trypsin (w/v) 
pH 7.0 adjusted with NaOH 
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2.2 Cell biological methods 

2.2.1 Cultivation and manipulation of human cells 

2.2.1.1 Cultivation, passaging, freezing and thawing of cells 

Adherent HeLa Kyoto (HK) cells were grown in Dulbecco’s Modified Eagle’s Medium 

(DMEM) supplemented with 10% heat inactivated fetal bovine serum (FBS) and 1% 

penicillin/streptomycin (P/S) in a humidified atmosphere at +37°C and 5% CO2. U2OS 

2-6-3 DSB reporter cells were cultured in DMEM with 10% Tet System Approved FBS, 

1% P/S and 2 mM L-glutamine. Growth medium of cells was changed every second 

day unless cells reached 80-90% confluency. In this case, cells were usually 

passaged in a 1:10 or 1:5 ratio into 14.5 cm cell culture dishes (covered with 20 ml 

medium). The old medium was discarded and cells washed once with 10 ml 

phosphate-buffered saline (PBS) to remove apoptotic cells as well as remaining 

medium. After removal of PBS, cells were dissociated by the addition of 2 ml 

trypsin/EDTA for 5 min at +37°C. Complete detachment of cells was ensured by gently 

tapping of the plate. Unattached cells were resuspended in 8 ml of growth medium to 

stop the trypsin reaction and to fully separate the cells. For cultivation, cell suspension 

(according to splitting ratio) was added to a fresh cell culture plate containing full 

growth medium. If cells were needed for different experimental applications, cell 

viability and cell number were determined using the Countess cell counter (Invitrogen) 

and the respective amount of cells in suspension seeded into new tissue culture 

dishes (6-well, 10 cm or 14.5 cm plates). To store cells, trypsinized cells usually from 

a 14.5 cm tissue culture plate were pelleted by centrifugation for 5 min at 1.200 rpm 

and the supernatant removed. After one PBS wash, the cell pellet was dissolved in 1 

ml freezing medium (90% FBS + 10% dimethylsulfoxide (DMSO)), transferred into 

cryotubes and stored in isopropanol-filled freezing containers at -80°C. For long-term 

storage, cryotubes were relocated and kept in liquid nitrogen tanks. Cells in culture 

were replaced every 2-3 month with freshly thawed cells and were routinely PCR 

tested for mycoplasma contaminations by an in-house service. To thaw cells, 

cryotubes were removed from liquid nitrogen containers and shortly incubated in a 

water bath at +37°C. For quickly removing toxic DMSO, thawed cells were 

resuspended in growth medium, spun down for 5 min at 1.200 rpm and supernatant 

discarded. After washing of cells once with PBS, full growth medium was added and 

cells plated to a fresh cell culture plate. 
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2.2.1.2 Transfection of plasmid DNA 

To reach a confluence of 40-50%, 3 x 106 HK cells were seeded into 14.5 cm tissue 

culture plates containing growth medium (final volume 20 ml) 24 h prior to transfection. 

For transient transfections, a ratio of plasmid DNA to FuGENE HD transfection 

reagent (Promega) of 1:4 was applied. 20 µg of plasmid DNA was diluted in 100 µl of 

water (final volume) and 900 µl of Opti-MEM added to the reaction followed by the 

addition of 80 µl FuGENE HD transfection reagent. After incubation for 15 min at room 

temperature (RT), the transfection suspension was added dropwise onto the cells and 

dispensed by gently stirring the plate. Empty vector transfection and non-transfected 

cells acted as negative controls. In case of transfection of cells with plasmids coding 

for enhanced green fluorescent protein (GFP) or GFP-tagged proteins (listed in table 

2.14), transfection efficiency was monitored 24-48 h after transfection by a 

combination of fluorescence microscopy and flow cytometry as described in section 

2.2.3 and 2.2.4. Two days after transfection, cells were harvested for several 

experimental applications.  

 

2.2.1.3 Transfection of small interfering RNAs (siRNAs) 

One day prior to transfection, 2 x 105 HK or U2OS reporter cells were plated into 6-

well tissue culture plates containing 2 ml of medium (final volume). 4 µl of the 

transfection reagent Oligofectamine (Thermo Fisher Scientific) was resuspended in 

11 µl Opti-MEM and incubated for 5 min at RT. In the meantime, 2 µl of 100 µmol 

small interfering RNA (siRNA) stock solution (siRNAs and sequences are listed in 

table 2.13) was diluted in 8 µl of water (1:5 ratio) and subsequently mixed with 175 µl 

Opti-MEM. 15 µl of the Oligofectamine reagent mixture was added to the siRNA-

containing suspension and incubated for 20 min at RT. Meanwhile, cells were washed 

twice with 2 ml of PBS to replace full growth medium with 800 µl of DMEM (without 

FBS or antibiotics). Transient gene silencing was achieved by adding the transfection 

suspension dropwise onto the cells and by briefly moving the plate to dispense all 

reagents. After incubating cells for 4 h at +37°C, 500 µl DMEM supplemented with 

30% FBS was added. Two days after transfection, cells were collected and counted 

for several experimental applications. Knockdown efficiency of each experiment was 

controlled by a combination of immunoblotting (section 2.3.4) and/or reverse 

transcription quantitative PCR (RT-qPCR) (section 2.4.4 and 2.4.5). 
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2.2.2 Proliferation analysis of adherent HeLa Kyoto (HK) cells 

Two days after siRNA transfection, cell proliferation of HK cells was monitored and 

quantified using the xCELLigence Real-Time Cell Analyzer (Agilent). Determining the 

baseline was achieved by measuring 100 µl of growth medium in each well of a 16-

well E-plate (Agilent). Afterwards, 100 µl cell suspension at a density of 1 x 105 cells/ml 

was added. Each treatment was pipetted in triplicates, while the control well with 

medium only, were additionally filled with 100 µl of growth medium. The E-Plate was 

placed in the xCELLigence Real-Time Cell Analyzer that is located in a standard CO2 

cell culture incubator. Then, measurement was started over a period of 80 h. Every 

10 min, the instrument was measuring, monitoring and recording the impedance in 

every well, providing information about cell proliferation or changes in cell morphology 

[312, 313]. At the end of each run, the data were depicted as graphs by the software 

and could be exported by the users. 

 

2.2.3 Immunofluorescence (IF) Microscopy 

2.2.3.1 IF staining 

One day prior to transfection, 2 x 105 HK cells were seeded into 6-well cell culture 

plates containing coverslips as well as 2 ml of medium (final volume). 48 h after 

transfection of plasmid DNA or siRNAs, coverslips with adherent HK cells were 

transferred to 24-well plates and treated as follows. After three PBS washes (1 ml 

each), cells were fixed with 500 µl of 3% paraformaldehyde in PBS for 10 min at RT. 

Fixation solution was removed and replaced three times with PBS. At this point, 

coverslips could be stored in PBS at +4°C for several days or directly subjected to 

immunofluorescence (IF) staining. To this end, cells were permeabilized with 500 µl 

of PBS containing 0.5% Triton X-100 for 4.5 min on ice followed by three washing 

steps with PBS. Blocking of cells was performed with 500 µl of 1% bovine serum 

albumin (BSA) in PBS (blocking solution) for 15 min at RT. For target protein 

detection, coverslips were stepwise (with three washing steps in between) incubated 

with 50 µl of primary and then secondary Alexa Fluor-conjugated antibody dilutions 

(in blocking solution) at the desired concentrations (see table 2.8 and 2.9) for 1h at 

RT in a dark humidified chamber. After three PBS washes, DNA was counterstained 

with 200 µl of 10 µg/ml Hoechst H33342 (Sigma-Aldrich) in PBS for 5 min in the dark. 

Finally, coverslips were washed twice with PBS and mounted on slides with a small 

drop of Fluoromount-G mounting medium (VWR International). Slides were dried for 
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24 h at RT, subjected to IF microscopy (section 2.2.3.2) and/or kept at +4°C in the 

dark for long-term storage. 

 

2.2.3.2 Microscopy 

Images of treated HK cells on coverslips were acquired using an Axio Observer.Z1 

inverted microscope (Carl Zeiss) equipped with the Zeiss Zen 3.1 (blue edition) 

software and the Axiocam 506 mono system (Carl Zeiss). Images were taken utilizing 

the EGFP ET and the DAPI Ultra Bandpass filter sets (AHF Analysentechnik) and 

accomplished by processing images with Fiji/ImageJ (version 1.51n). 

 

2.2.3.3 Determination of nuclei and nucleoli sizes of HK cells 

IF images of HK cells upon siRNA-mediated knockdowns were used to determine 

nuclei and nucleoli sizes in pixels. Data analysis was performed by Dr. Konstantin 

Kletenkov (a member of the Hake group) utilizing R language for statistical computing, 

RStudio and reshape2 package [314]. Cellular feature analysis was carried out using 

EBImage [315] and figures generated with ggplot2 and cowplot packages. 

 

2.2.4 Flow cytometry analysis 

Flow cytometry analysis was carried out using the BD Accuri C6 Plus Flow Cytometer 

(Becton Dickinson BD Biosciences), together with BD reagents and the BD Accuri C6 

Plus v1.0 system software. The data were received as graphs by the software and 

could be exported by the users. 

 

2.2.4.1 Transfection efficiency 

In order to monitor GFP expression of HK cells transiently expressing GFP or GFP 

fusion proteins, cells were exposed to flow cytometry analysis two days after 

transfection. Manipulated cells were harvested and 200 µl of cell suspension saved 

for flow cytometry measurements, providing information about the transfection 

efficiency. GFP signal of 25.000 events was measured with the optical filter FL1 

533/30 nm (formerly 530/30) and gate plotted to forward (FSC) and sideward (SSC) 

scatter into the viable cell population of non-transfected HK cells. The software 
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determines the percentage of GFP positive cells. If transfection efficiency was high 

enough, cells were used for several experimental applications. 

 

2.2.4.2 Cell cycle analysis by propidium iodide (PI) staining 

To analyse cell cycle progression of a HK cell population upon RNA interference 

(RNAi) treatment, cells were stained with the fluorescent, DNA intercalating dye 

propidium iodide (PI; Sigma-Aldrich) and subjected to flow cytometry analysis. The PI 

staining enables the measurement of the cell DNA content, which provides 

information about the current cell cycle phase of the population [316–319]. Two days 

after siRNA transfection, 1 x 106 cells were harvested and washed once with 1 ml 

PBS. After centrifugation for 5 min at 1.200 rpm, supernatant was discarded and cell 

pellet resuspended in 300 µl PBS. Carefully, 700 µl of 100% Methanol (MeOH) was 

added dropwise while vortexing the cell suspension. After this step, cells could be 

stored at -20°C for several days or for at least 1 h. After two washing steps with PBS, 

permeabilized cells were resuspended and incubated in 300 µl staining solution 

containing 100 µg/ml of DNase-free RNase A (Thermo Fisher Scientific) and 50 µg/ml 

of PI for 30 min at +37°C in the dark. Finally, cells were analysed by flow cytometry 

analysis using the optical filter FL2 585/40 nm. PI signal of 50.000 events was 

measured and gate set to forward (FSC) and sideward (SSC) scatter of PI positive 

cells for distinguishing healthy cells in G1, S or G2/M phase according to their DNA 

content. The software calculated the percentage of cells in every cell cycle phase. 

 

2.2.5 Induction of DNA double-strand breaks (DSBs) in human cells 

2.2.5.1 Ultraviolet (UV) irradiation of HK cells 

Two days upon RNAi treatment, HK cells were subjected to Ultraviolet (UV) irradiation 

to induce DNA double-strand breaks (DSBs). Growth medium of cells was removed 

and 2 ml of PBS added. Afterwards, cells were treated with different doses of UVC 

light by placing the 6-well cell culture plate (without lid) into a UV crosslinker (UVP). 

PBS was replaced by 2 ml of growth medium and UV irradiated cells incubated for 3 

h in a CO2 cell culture incubator. After harvesting and lysing of cells (section 2.3.1), 

possible changes in the global phosphorylation level of the histone variant H2A.X at 

serine 139 (γH2A.X) were monitored by immunoblotting (section 2.3.4). 
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2.2.5.2 Generation of inducible DSBs in U2OS reporter cells 

To induce DSBs at defined genomic locations and to analyse the occupancy of 

γH2A.X that occurs in close proximity to DSBs as a chromatin mediated damage 

response, the U2OS DSB reporter cell system was used (Figure 10). The U2OS 2-6-

3 reporter cells are stably expressing a mCherry-LacI-FokI nuclease protein fused to 

a modified estradiol receptor (ER) unit and a destabilization domain (DD) to create 

inducible DSBs within a single genomic locus upon treatment [307, 308, 320, 321]. 

Under standard conditions, the fusion protein is usually degraded in the cytoplasm. 

Treatment of cells with Shield1 and 4-hydroxytamoxifen (4-OHT) leads to protein 

stabilization and consequently to a translocation of the fusion protein into the nucleus. 

The lac-repressor domain of the construct binds to 256 stable integrated Lac-operator 

(LacO) repeats approximately 5 kb upstream of a doxycycline-inducible YFP-MS2 

reporter transgene. Accordingly, the FokI nuclease domain is targeted to these sites 

resulting in the generation of unspecific DSBs. As a DNA damage response, the 

histone variant H2A.X is phosphorylated at serine 139 downstream of DSBs. 

 

 

Figure 10: Schematic representation of the U2OS DSB reporter cell system. U2OS 2-

6-3 reporter cells are stably expressing a fusion protein (red) consisting of an estradiol 

receptor (ER) unit, a mCherry protein, a lac-repressor domain (LacI) and a FokI nuclease 

fused to a destabilization domain (DD), which is usually degraded in the cytoplasm. After 

treatment of cells with Shield1 (blue dots) and 4-hydroxytamoxifen (4-OHT; magenta dots), 

the fusion protein is stabilized and translocates to the nucleus (black arrow). The LacI 

domain binds to stable integrated Lac-operator (LacO; green) repeats upstream of a 

doxycycline-inducible YFP-MS2 reporter transgene (yellow) followed by the induction of 

multiple nuclease-inducible DNA double-strand breaks (DSBs; white lines) by FokI. As a 

chromatin mediated damage response, the histone variant H2A.X is phosphorylated (red 

stars) at serine 139 (γH2A.X) and can be detected by ChIP-qPCR experiments using the 

primer sets p2 and p3. Additionally, the localization of the fusion protein can be further 

monitored and controlled by the mCherry unit using fluorescence microscopy [307, 308, 

320, 321]. 
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To monitor the level of γH2A.X at this specific genomic region upon RNAi treatment, 

cells were used for chromatin immunoprecipitation (ChIP) experiments followed by 

qPCR (ChIP-qPCR). Two days after siRNA transfection, creation of multiple 

nuclease-induced DSBs was achieved by treating reporter cells with 1 µM Shield1 as 

well as 4-hydroxytamoxifen (solved in 100% ethanol) followed by the incubation for 3 

h in a CO2 cell culture incubator. Negative control cells were treated with ethanol only. 

Afterwards, cells were harvested and collected for ChIP-qPCR experiments (section 

2.3.7 and 2.4.6) to analyse the level of γH2A.X at target sites (p2 and p3 region) in 

knockdown and control as well as treated and untreated (ethanol) cells. 

 

2.3 Biochemical methods 

2.3.1 Preparation of cell lysates 

To prepare whole cell lysates, 2 x 105 HK or U2OS reporter cells were freshly 

harvested and subsequently used to generate cell extracts by lysing cells in 48 µl of 

RIPA buffer for 5 min at +4°C followed by the addition of 12 µl Laemmli sample buffer 

(5x) and boiling of lysates for 5 min at +95°C. At this point, lysates could be stored at 

-20°C for several months or proteins directly separated by SDS polyacrylamide gel 

electrophoresis (SDS-PAGE, section 2.3.2). 

 

RIPA buffer:  10 mM Tris/HCl, pH 7.5 

   150 mM NaCl 

   0.5 mM EDTA 

   0.1% SDS (v/v) 

   1% Triton X-100 (v/v) 

   1% Sodiumdeoxycholate (w/v) 

add prior to use: protease inhibitor mix 

 

2.3.2 SDS polyacrylamide gel electrophoresis (SDS-PAGE) 

Protein separation was achieved by SDS polyacrylamide gel electrophoresis (SDS-

PAGE). Gels were casted by hand using a Handcast System (Bio-Rad) and according 

to the molecular weight of proteins of interest, different percentages of acrylamide 

were used (usually 10-12%, see table 2.15). After gel polymerization, 20 µl of lysates 

and 8 µl of a protein marker (PageRuler Plus Prestained Protein Ladder, Thermo 
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Fisher Scientific) to determine protein molecular weights were loaded onto gels 

placed in an electrophoresis chamber (Bio-Rad) filled up with Laemmli buffer. Cell lid 

(Bio-Rad) was placed onto the buffer tank and power cables connected to the power 

supply unit (Bio-Rad). Finally, gels were run at 80 V until the marker started to 

separate, then run was continued at 150 V until the dye front was running out of the 

gel. Usually, gels were directly used for Coomassie staining (section 2.3.3) or 

immunoblotting (section 2.3.4). 

 

2.3.3 Coomassie staining of SDS-PAGE gels 

Coomassie staining of SDS-PAGE gels were mainly used for the visualization of acid 

extracted histone proteins (section 2.3.5) or to quantify and adjust the amount of 

proteins for subsequent immunoblotting analyses. SDS-PAGE gel separated proteins 

were detected by incubating the gels in Coomassie Brilliant Blue R-250 (Fluka) 

staining solution ON at +4°C. Next day, gels were destained in Coomassie destaining 

solution until protein bands become visible. Destained gels were recorded by 

scanning gels on a white light plate (Kaiser slimlite plano). 

 

2.3.4 Immunoblotting 

For antibody-based detection of proteins of interest, SDS-PAGE gels containing gel-

separated proteins were blotted onto a nitrocellulose membrane (0.45 µl pore size, 

GE Healthcare Life Sciences) using a semi-dry blotting system (Bio-Rad) connected 

to a power supply unit (Bio-Rad). Blotting was achieved by shortly soaking the SDS-

PAGE gel, a nitrocellulose membrane and four papers of Whatman cellulose 

(thickness 3 mm, GE Healthcare Life Sciences) in semi-dry transfer buffer and 

subsequently assembled to a so-called ‘sandwich’ in the following order (from bottom 

to top): two Whatman papers, membrane, gel and finally two papers of Whatman. 

Transfer of proteins from the gel to the membrane was carried out for 1 h at 200 mA. 

For specific protein detection, membrane was blocked in 10 ml PBS-T (PBS + 0.1% 

Tween20) containing 5% non-fat dry milk (blocking solution) for 1h at RT followed by 

the incubation of the membrane with 3 ml of primary antibody dilution (in blocking 

solution) at the desired concentration (see table 2.8) ON at +4°C. The following day, 

membrane was washed three times with PBS-T and incubated with 20 ml of HRP-

conjugated secondary antibodies (see table 2.9) diluted in blocking solution 

(1:20.000) for 1 h at RT. After three PBS-T washes, membrane was developed by the 
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detection of HRP signals using the trident femto Western HRP substrate (GeneTex) 

and a developing machine (ChemoStar, INTAS). 

 

2.3.5 Acid extraction of histones 

To investigate possible changes in the global acetylation level of histone proteins after 

siRNA transfection, 1 x 107 HK cells were harvested and used for acid extraction of 

histones as described in [322] followed by immunoblotting analysis. After 

centrifugation of cells for 5 min at 1.200 rpm, cell pellet was resuspended in 1 ml PBS 

and the suspension transferred to a fresh 1.5 ml reaction tube. Cell lysis was achieved 

by adding 1 ml of ice-cold hypotonic lysis buffer followed by 30 min incubation while 

rotating (end-over-end rotation) at +4°C. Intact nuclei were pelleted by centrifugation 

for 10 min at 10.000 rpm in a pre-cooled centrifuge (+4°C). Next, nuclei pellet was 

resuspended in 400 µl of 0.4 N H2SO4 and incubated under rotation ON at +4°C. To 

remove cell debris, centrifugation was performed for 10 min at 13.000 rpm (+4°C) and 

the supernatant containing histone proteins transferred to a fresh tube. For histone 

precipitation, 132 µl of 100% trichloroacetic acid (TCA) was added dropwise to the 

suspension and the tube inverted several times. After incubation for 30 min at +4°C, 

extracted histones were spun down at 13.000 rpm for 10 min at +4°C. The 

supernatant was removed and the smear-like histone pellet carefully washed two 

times with 1 ml ice-cold acetone without disturbing the pellet. Afterwards, histones 

were air-dried for 10 min at RT and immediately dissolved in 50-100 µl sterile water 

without producing bubbles. Histone proteins were stored at +4°C or directly used for 

separation and detection by performing a combination of SDS-PAGE followed by 

Coomassie staining and immunoblotting. Histone lysates were prepared as follows: 2 

µl of Laemmli sample buffer (5x) were added to 5 µl of histones, samples boiled for 5 

min at +95°C and total volume loaded to a 15-18% SDS-PAGE gel.  

 

Hypotonic lysis buffer: 10 mM Tris/HCl, pH 8.0 

    1 mM KCl 

    1.5 mM MgCl2 

add prior to use: protease inhibitor mix 
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2.3.6 Immunoprecipitation (IP) of GFP-tagged proteins 

HK cells transiently expressing GFP or GFP-tagged proteins were used for 

preparation of nuclear cell extracts. Non-transfected HK cells acted as negative 

control. For one immunoprecipitation (IP) reaction, 1 x 106 to 1 x 107 HK cells were 

harvested and resuspended in 200 µl ice-cold RIPA buffer supplemented with RNase-

free DNase I (75 Kunitz U/ml, Thermo Fisher Scientific) and MgCl2 (2.5 mM) followed 

by the incubation on ice for 30 min, while lysates were extensively pipetted up and 

down every 10 min. After centrifugation of cell extracts at 13.000 rpm for 10 min at 

+4°C to remove cell debris, the supernatant containing nuclear proteins was 

transferred into a fresh, pre-cooled tube and 300 µl of dilution buffer added. For 

immunoblotting analysis, 50 µl (10%) of diluted extracts were saved (input fraction). 

Next, for each IP 20 µl of GFP-Trap Dynabeads (Chromotek) were washed once with 

500 µl ice-cold wash buffer for 10 min at +4°C, while rotating. Magnetic separation of 

beads was achieved by placing the tubes onto a magnetic rack (Diagenode) for 2 min 

until the lysates become clear. Carefully, the supernatant was discarded without 

disturbing the bead pellet. IPs were carried out by adding diluted lysates to the 

equilibrated beads and incubating the samples under rotation ON at +4°C. The 

following day, beads were magnetic separated and cleared lysates (supernatant) 

discarded. To remove unspecific bindings, beads were washed three times with 500 

µl wash buffer for 5 min while rotating. Elution of immunoprecipitated proteins was 

realized by boiling beads in 10 µl Laemmli sample buffer (2x) for 5 min at +95°C. 

Finally, beads were magnetic separated and lysates containing dissociated 

immunocomplexes completely (100%) loaded to 12% SDS-PAGE gels. Separation 

as well as detection of proteins of interest and possible binding factors were 

performed by SDS-PAGE followed by immunoblotting. 

 

Dilution buffer: 10 mM Tris/HCl, pH 7.5 

   150 mM NaCl 

   0.5 mM EDTA 

add prior to use: protease inhibitor mix 

 

Wash buffer:  10 mM Tris/HCl, pH 6.8 

   150 mM NaCl, 

   0.5 mM EDTA 

0.05% Nonidet P-40 substitute (v/v) 

   add prior to use: protease inhibitor mix 
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2.3.7 Chromatin immunoprecipitation (ChIP) of U2OS reporter cells 

In order to analyse the enrichment of γH2A.X at target sites in a DNA damage-

dependent manner after RNAi treatment, ChIP experiments were performed as 

described in [176, 310] with a few adjustments. Two days after siRNA transfection, 2 

x 106 U2OS 2-6-3 reporter cells were harvested for each ChIP reaction and fixation 

of DNA-protein interactions were achieved by incubating cells in DMEM medium 

supplemented with 1% formaldehyde for 10 min at RT. Afterwards, cells were 

quenched with 125 mM glycine for 5 min at RT and subsequently washed three times 

with 10 ml of ice-cold PBS containing 10% FBS. After each washing step, cells were 

spun down for 5 min at 1.200 rpm followed by flash freezing of cells in liquid nitrogen. 

Fixed cells could be stored at -80°C or directly exposed to cell lysis and chromatin 

shearing. For cell lysis, reporter cells were resuspended in 5 ml ice-cold lysis buffer 1 

and incubated for 10 min at +4°C under rotation followed by centrifugation of cells for 

5 min at 1.500 rpm. Cell pellet was solved in 5 ml of lysis buffer 2 and incubated for 

10 min at +4°C. After centrifugation for 5 min at 1.500 rpm, nuclei were resuspended 

in 1 ml of buffer B, transferred to 15 ml conical hard plastic tubes and subjected to 

Bioruptor (Diagenode) sonication with the following settings: 20 cycles high energy, 

30 s on followed by 30 s off. To remove cell debris, sheared chromatin was centrifuged 

for 10 min at 13.000 rpm (+4°C) and supernatant separated into fresh pre-cooled 15 

ml centrifuge tubes. Afterwards, 9 ml of ice-cold buffer A was added to the soluble 

chromatin fraction and 1 ml used for each ChIP reaction. For ChIP, 10 µl of Protein G 

coupled Dynabeads (Invitrogen) were washed two times with 500 µl PBS-T in 1.5 ml 

low binding tubes followed by the incubation of beads with primary antibody at the 

desired concentration (see table 2.8) in PBS-T for at least 2 h while rotating (+4°C). 

Next, antibody-coupled beads were washed two times with PBS-T by magnetically 

separating the beads and removing the supernatant. IPs were carried out by 

resuspending beads in 1 ml of diluted chromatin mixture followed by ON incubation 

at +4°C while rotating. Additionally, for each condition one mock sample (without the 

addition of antibody) was prepared as negative control. The following day, beads were 

collected and washed four times with 1 ml of ice-cold buffer A and one time with 1 ml 

of ice-cold buffer C. In addition, 50 µl (5%) of mock samples were saved as input 

fractions and 50 µl of elution buffer added. Beads were resuspended in 100 µl elution 

buffer and processed together with input samples. For reverse cross-linking, probes 

were incubated ON at +65°C while shaking. Next day, beads were magnetic 

separated and supernatant transferred to a fresh 1.5 ml reaction tube. After the 

addition of 100 µl Tris-EDTA (TE) and 4 µl of DNase-free RNase A (10 mg/ml), 
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samples were incubated for 1 h at +37°C. Finally, 2 µl of proteinase K (20 mg/ml) was 

added and the reaction incubated for 2 h at +56°C. ChIP DNA as well as input DNA 

were purified using the MinElute PCR Purification Kit following the manufacturer’s 

instructions and eluted in 20 µl super clean water. Quantification of chromatins 

shearing degree (DNA sizes) was controlled by a 2% agarose gel (see 2.4.3) and 

purified DNA analysed by qPCR as described in section 2.4.6. 

 

Lysis buffer 1: 50 mM HEPES, pH 7.5 

   140 mM NaCl 

   1 mM EDTA 

   10% Glycerol (v/v) 

   0.5% Nonidet P40 substitute (v/v) 

   0.25% Triton X-100 (v/v) 

   add prior to use: protease inhibitor mix 

 

Lysis buffer 2: 10 mM Tris/HCl, pH 8.0 

   200 mM NaCl 

   1 mM EDTA 

   0.5 mM EGTA 

   add prior to use: protease inhibitor mix 

 

Buffer B:  50 mM Tris/HCl, pH 8.0 

   10 mM EDTA 

   0.5% SDS (v/v) 

   add prior to use: protease inhibitor mix 

 

Buffer A:  10 mM Tris/HCl, pH 7.5 

   1 mM EDTA 

   0.5 mM EGTA 

   140 mM NaCl 

   1% Triton X-100 (v/v) 

   0.1% SDS (v/v) 

   0.1% Sodiumdeoxycholate (w/v) 

   add prior to use: protease inhibitor mix 

 

Buffer C:  10 mM Tris/HCl, pH 8.0 

   10 mM EDTA 

   add prior to use: protease inhibitor mix 
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Elution buffer: 50 mM Tris/HCl, pH 8.0 

   10 mM EDTA 

   1% SDS 

   add prior to use: protease inhibitor mix 

 

TE:   10 mM Tris/HCl, pH 8.1 

1 mM EDTA 

 

2.3.8 Chromatin immunoprecipitation (ChIP) of HK cells followed by next 

generation sequencing (NGS): ChIP-seq 

To investigate the occupancy as well as the acetylation level of the histone variant 

H2A.Z after RNAi treatment, ChIP experiments from siRNA treated human HK cells 

were performed and carried out in biological duplicates. Non-target siRNA (siNTC) 

treated cells served as negative control. Note that for this experiment, another ChIP 

protocol was used that has been proven to be much more efficient for HK cells. Since 

the above-mentioned protocol (section 2.3.7) differs from the new one in many 

aspects, it will be described in more detail below. 

 

2.3.8.1 Chromatin immunoprecipitation (ChIP) 

For each ChIP reaction, 1 x 107 HK cells were harvested two days after siRNA 

transfection and protein-DNA interactions cross-linked by fixation of cells in 10 ml 

DMEM medium containing 1% formaldehyde for 10 min at RT. The reaction was 

stopped by quenching cells with 125 mM glycine for 5 min at RT. Cells were then 

washed three times with 10 ml PBS, spun down for 5 min at 1.200 rpm and 

supernatant discarded. Fixed cells were resuspended in 1 ml SDS-lysis buffer and 

transferred to 15 ml conical hard plastic tubes for chromatin shearing. To generate 

chromatin fragments of 250 bp in average size, cell lysates were subjected to 

Bioruptor (Diagenode) sonication with the following settings: 15 cycles high energy, 

30 s on followed by 30 s off. After shearing, cell extracts were centrifuged for 13.000 

rpm for 10 min at +4°C and chromatin (supernatant) used for IPs. In addition, 10 µl 

(10%) of lysates were saved as input fractions. One day prior to ChIP, for each 

reaction 10 µl of magnetic Protein G coupled Dynabeads (Invitrogen) were washed 

once with dilution buffer mix for 10 min at +4°C under rotation. After magnetic 

separation of beads, clear supernatant was discarded and beads incubated with 

individual primary antibodies (see table 2.8) diluted in dilution buffer mix ON at +4°C 
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while rotating. The following day, antibody-coupled beads were washed three times 

with dilution buffer mix by magnetically separating beads and removing supernatant. 

ChIPs were carried out by resuspending the beads in 900 µl dilution buffer and by 

adding 100 µl of chromatin followed by ON incubation at +4°C under rotation. Next 

day, beads were collected and washed as follows (1 ml per washing step): 1x with 

low-salt buffer, 1x with high-salt buffer, 1x with LiCl buffer and 2x with TE. Afterwards, 

100 µl of TE and 1 µl DNase-free RNase A (10 mg/ml) were added to the beads as 

well as to the input samples (processed together with ChIP samples) followed by 30 

min incubation at +37°C. To each reaction 5 µl 10% SDS and 2.5 µl proteinase K (20 

mg/ml) were added and incubated at +37°C for 4 h followed by ON incubation at 

+65°C (reverse cross-linking). Finally, beads were magnetic separated and 

immunoprecipitated DNA as well as input DNA purified as described in section 

2.3.8.2. 

 

SDS-lysis buffer: 50 mM Tris/HCl, pH 8.1 

   10 mM EDTA 

   1% SDS (v/v) 

add prior to use: protease inhibitor mix 

 

Dilution buffer: 16.7 mM Tris/HCl, pH 8.1 

   167 mM NaCl 

   1.2 mM EDTA 

   1% Triton X-100 (v/v) 

   0.01% SDS (v/v) 

add prior to use: protease inhibitor mix 

 

Dilution buffer mix: 90% dilution buffer 

   10% SDS-lysis buffer 

add prior to use: protease inhibitor mix 

 

Low-salt buffer: 20 mM Tris/HCl, pH 8.1 

   150 mM NaCl 

   2 mM EDTA 

   1% Triton X-100 (v/v) 

   0.1% SDS (v/v) 

add prior to use: protease inhibitor mix 
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High-salt buffer: 20 mM Tris/HCl, pH 8.1 

   500 mM NaCl 

   2 mM EDTA 

   1% Triton X-100 (v/v) 

   0.1% SDS (v/v) 

add prior to use: protease inhibitor mix 

 

LiCl buffer:  10 mM Tris/HCl, pH 8.1 

   1 mM EDTA 

   250 mM LiCl 

   1% Nonidet P40 substitute (v/v) 

   1% Sodiumdeoxycholate (w/v) 

add prior to use: protease inhibitor mix 

 

2.3.8.2 Purification of chromatin immunoprecipitated (ChIP) DNA 

Purification of ChIP DNA and respective input DNA was reached by utilizing the 

Illustra GFX PCR DNA and Gel Band Purification Kit (GE Healthcare Life Sciences) 

according to the manufacturer’s instructions. On-column purified DNA was eluted in 

20 µl super clean water and concentrations determined with the Qubit 4 Fluorometer 

(Invitrogen) and the corresponding dsDNA HS Assay Kit (Invitrogen). Quantification 

of chromatins shearing degree (DNA sizes) was monitored by a combination of 2% 

agarose gel (see 2.4.3) and capillary electrophoresis (Fragment Analyzer, Agilent) 

using the HS Small Fragment Kit (Agilent). ChIP DNA was investigated by next 

generation sequencing (NGS). 

 

2.3.8.3 Library preparation 

For NGS, Illumina sequencing libraries were generated with the MicroPlex Library 

Preparation Kit (Diagenode) following the manufacturer’s instructions with a few 

variations. Library amplification was performed by adjusting the number of 

amplification cycles to the amount of input material according to the manufacturer’s 

amplification guide. Validation of library amplification was intermediately quantified by 

the determination of unpurified library concentrations using the Qubit 4 Fluorometer 

and the dsDNA HS Assay Kit. If required, in case library yield (  ̴ 5 ng/µl ) was not 

reached, samples were re-amplified for a few additional cycles. After purification, 

libraries were eluted in 20 µl of 0.1x TE buffer pH 8.0. Quality control of purified 
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libraries were assessed by checking DNA sizes with the Fragment Analyzer using the 

HS Small Fragment Kit. Finally, 10 µl of sequencing-ready libraries were send for 

NGS (75 bp read length, single-read) to the Laboratory of the Genomics Core Facility 

in Marburg (Philipps-University). Libraries were sequenced on an Illumina 

NextSeq550 platform. For bioinformatic data analysis see section 2.5.1. Validation of 

ChIP-seq results were performed by ChIP-qPCR experiments (section 2.4.6). 

 

2.4 Molecular biological methods 

2.4.1 RNA extraction of human cells 

Two days after siRNA transfection, HK or U2OS reporter cells were harvested and 

total RNA isolated with the RNeasy Mini Kit (Qiagen) according to the manufacturer’s 

instructions. During isolation, an on-column DNase digestion was performed using 

the RNase-free DNase set (Qiagen). Purified RNA was subsequently eluted in 30 µl 

elution buffer (Kit) and concentration of RNA immediately measured by the 

NanoPhotometer NP80 (Implen). For quality control, 1 µg of total RNA was analysed 

on a 1.5% agarose gel by electrophoresis (section 2.4.3). Afterwards, RNA was used 

for cDNA synthesis (section 2.4.4) followed by qPCR (section 2.4.5) or NGS (section 

2.4.2). Storage of remaining RNA was accomplished at -80°C for up to a year without 

degradation. 

 

2.4.2 RNA sequencing 

In order to gain more insights into global changes in gene expression upon RNAi 

treatment, NGS of RNA (RNA-seq) was performed. Two days after siRNA exposure, 

HK cells were collected and total RNA isolated as described above in section 2.4.1. 

Quality of RNA was monitored by agarose gel electrophoresis. Additionally, 

assessment of RNA quality was achieved by capillary electrophoresis using the 

Fragment Analyzer and the RNA Kit (Agilent). By determining the 28S to 18S 

ribosomal RNA (rRNA) ratio, the RNA integrity number (RIN) was evaluated by the 

Fragment Analyzer software. The RIN ranges from 1 (fully degraded) to 10 (fully 

intact). If desired level of RNA integrity was obtained, RNA was used for NGS. Library 

preparation of total RNA using the QuantSeq 3’ mRNA-Seq Library Prep Kit FWD 

(Lexogen) according to the manufacturer’s protocol and sequencing (75 bp read 

length, single-read) on an Illumina NextSeq550 platform were carried out by the 
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Laboratory of the Genomics Core Facility in Marburg (Philipps-University). For 

bioinformatic analysis of RNA-seq data see section 2.5.2. Validation of RNA-seq was 

performed by quantification of mRNA levels with qPCR (section 2.4.4 and 2.4.5). 

 

2.4.3 Agarose gel electrophoresis 

Separation of nucleic acids was performed by agarose gel electrophoresis. Agarose 

gels were casted by hand using an electrophoresis system (VWR Peqlab) containing 

a comb, a gel tray and a lid. According to the size of nucleic acids, different amounts 

of agarose (Carl Roth; 1.5% agarose for RNA and 2% agarose for sheared DNA or 

qPCR products) were used. For casting a gel, agarose was weighed and the 

respective amount heated in 1x TAE buffer. The intercalating and fluorescent agent 

ethidium bromide (Carl Roth) was added to the hand-warm agarose mixture at a final 

concentration of 0.5 µg/ml. The solution was transferred to a gel tray containing a 

comb and after polymerization, electrophoresis chamber was filled up with 1x TAE 

buffer. 1 µg of RNA or DNA (diluted in 6x Orange G loading dye buffer) as well as 8 

µl of a 1 kb or 100 bp Ladder (Thermo Fisher Scientific) to determine nucleic acid 

sizes were loaded onto the gel. Finally, lid was placed onto the chamber, power cables 

connected to the power supply and gels run at 90 V for about 30 min. Visualization of 

nucleic acids was achieved by UV light in an INTAS GelStick touch documentation 

system (Intas). 

 

2.4.4 cDNA synthesis 

For cDNA synthesis, 1 µg of total RNA was reverse transcribed utilizing the 

Transcriptor First Strand cDNA Synthesis Kit (Roche) following the manufacturer’s 

protocol. Reverse transcription of poly(A) tail containing messenger RNAs (mRNA) 

was achieved using oligo(dT) primers. cDNA was stored at -20°C or directly used for 

qPCR analyses (section 2.4.5). 

 

2.4.5 Quantification of mRNA levels with quantitative PCR (qPCR) 

To investigate and to validate changes in gene expression upon RNAi treatment, 

qPCR of cDNA was performed in technical triplicates using SYBR Green master mix 

(Bio-Rad) and a CFX96 Real-Time System (Bio-Rad). Sequence-specific primer pairs 

for genes of interest were designed using the web-based Primer3 tool and were 
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BLASTed using the genome browser UCSC In-Silico PCR tool and the NCBI Basic 

Local Alignment Search Tool (BLAST) to ensure potential binding of primer pairs to 

one specific region (see table 2.11). Afterwards, PCR efficiency as well as specificity 

were examined by preparing a standard curve of serially diluted cDNA for each newly 

generated primer pair. Furthermore, at the end of each run a melting curve was 

generated for assessing qPCR product specificity. The primer efficiency of all primer 

sets used in this study ranged from 90-110% (amplification rate 1.9 to 2.1). 

Additionally, 10 µl of qPCR products were loaded to a 2% agarose gel and were 

subjected to gel electrophoresis to check the expected product size of amplified 

fragments. For qPCR assays, samples were analysed in a total reaction volume of 15 

µl. Initially, a master mix containing 7.5 µl of 2x SYBR Green master mix (contains 

dNTPs, MgCl2 and Sso7d fusion DNA polymerase), 1.5 µl of 4 µM primer mix 

(contains forward and reverse primer) and 1 µl of ddH2O was prepared for each 

reaction. Total cDNA was diluted with ddH2O in a 1:5 ratio and 5 µl of cDNA premix 

pipetted to a well of a 96-well plate. Then 10 µl of master mix was added to each well 

already containing the cDNA dilution. Water only (instead of cDNA premix) served as 

negative control to exclude master mix contaminations. Finally, the plate was sealed 

with an adhesive foil and loaded into the CFX96 Real-Time cycler with the following 

PCR program: 

 

Table 2.16: qPCR program 

Cycles Step Temperature Duration Other 

1x preincubation +95°C 5 min 
polymerase activation and DNA 

denaturation 

40x amplification 
+95°C 
+60°C 

3 sec 
20 sec 

denaturation and 
annealing/extension (plate 

read) 

1x melting curve 
+65°C to 
+95°C 

12°C/min +1°C increments (plate read) 

 

SYBR Green is a fluorescent DNA intercalating dye that allows detection of the DNA 

amplification progress in real-time [323, 324]. In each cycle, DNA was amplified that 

results in an increase in the level of fluorescence that is measured at the end of each 

extension step. The resulting cycle threshold (Ct) values were used for the calculation 

of fold change gene expression levels based on the 2−ΔΔCT method relative to the 

siLuci or siNTC negative control and normalized to the transcript level of the 

housekeeping gene Hypoxanthine phosphoribosyltransferase 1 (HPRT1). The 
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standard deviation (SD) of technical triplicates was calculated and presented as error 

bars. 

 

2.4.6 Quantification of chromatin immunoprecipitated DNA with quantitative 

PCR (ChIP-qPCR) 

To investigate and to validate the occupancy of specific histone proteins or histone 

modifications after RNAi treatment, ChIP experiments followed by quantitative PCR 

(ChIP-qPCR) were conducted. Primer pairs (listed in table 2.12) were designed and 

established as mentioned immediately before, in particular by using the Integrative 

Genomics Viewer (IGV). After ChIP, purified DNA was analysed in technical triplicates 

by qPCR as described above in section 2.4.5. Data analysis was performed according 

to the percent input method and standard deviation (SD) of technical triplicates 

calculated and presented as error bars. 

 

2.5 Bioinformatics 

2.5.1 ChIP-seq data analysis 

Bioinformatics data analysis of ChIP-seq results were carried out by our collaborator 

Prof. Dr. Marek Bartkuhn (Biomedical Informatics and Systems Medicine Science Unit 

for Basic and Clinical Medicine, JLU, Giessen) as described in [257]. Read alignment 

of raw sequencing reads against the human genome (hg19) was performed using 

bowtie version 1.1.2. Duplicated reads were removed with Picard’s MarkDuplicates 

and Samtools rmdup function. Reads per kilo base per million mapped reads (RPKM) 

normalized coverage vectors were created using the bamCoverage function of 

Deeptools [325]. Peak calling was performed using MACS2 [326]. For differential 

binding analysis, the resulting peak set was filtered against the ENCODE blacklisted 

regions and merged into reference peak sets. Detection of differentially bound sites 

was done using DESeq2 [327]. Binding sites were annotated to their corresponding 

genes, which were subsequently used for an analysis of overrepresented functional 

terms using Genomic Regions Enrichment of Annotations Tool (GREAT) [328]. 

Heatmaps were generated and plotted by collecting coverage vectors via Deeptools 

computeMatrix and Deeptools plotHeatmap function. Finally, comparison of 

differentially bound sites to chromatin states was performed as previously described 
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[310]. Both, raw and processed data are available in the NCBI Gene Expression 

Omnibus (GEO) under accession number GSE163318. 

 

2.5.2 RNA-seq data analysis 

Bioinformatics analysis of RNA-seq data were performed by Tobias Friedrich (Institute 

for Biochemistry, JLU, Giessen) and Prof. Dr. Marek Bartkuhn (Biomedical Informatics 

and Systems Medicine Science Unit for Basic and Clinical Medicine, JLU, Giessen) 

as described in [257] using a customized systemPipeR R/BioConductor package 

[329, 330] within R version 4.0.2 [331]. Random Unique Molecular Identifier (UMI) 

barcodes were extracted from raw sequencing reads with UMI-Tools [332] and these 

processed reads mapped to the human genome (hg19). Reads with identical UMIs 

(duplicates) were ommitted with UMI-Tools and gene annotation counts calculated 

using the summarizedOverlaps function of the GenomicAlignments R/BioConductor 

package [333]. Normalization as well as detection of differentially expressed genes 

upon knockdown were performed using DESeq2 v.1.28.1 [327]. Volcano-plots were 

created with EnhancedVolcano R/BioConductor package and Gene Set Enrichment 

Analysis (GSEA) performed using the clusterProfiler R/BioConductor package [334] 

with Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) 

databases. Sequencing data is available in the NCBI Gene Expression Omnibus 

(GEO) under accession number GSE16321.
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3 RESULTS 

3.1 JAZF1 associates with the histone acetyltransferase TIP60, a 

enzymatic subunit of the p400 complex 

We identified JAZF1 as a novel member of an ANP32E-exluding p400 

chaperone/remodelling sub-complex that contains MBTD1 [257] (Figure 7). As these 

findings received from the SILAC-MS approach were surprising in terms of potentially 

shedding new light on the biological functions of JAZF1, they need to be 

independently verified. To confirm the association of JAZF1 with the p400 complex, I 

performed pull-down experiments with GFP-TIP60, the specific histone 

acetyltransferase (HAT) subunit of the p400 complex, or, as negative control GFP 

alone, followed by immunoblot detection of JAZF1. For this purpose, I first transiently 

transfected HeLa Kyoto (HK) cells with constructs encoding GFP or GFP-TIP60 

(Figure 11A) and two days after transfection, both the cellular localization and the 

expression of the recombinant proteins were assessed by a combination of 

immunofluorescence (IF) and flow cytometry analyses in comparison to non-

transfected HK cells (-). Therefore, control and transfected cells were either fixed 

followed by IF microscopy or directly subjected to flow cytometry analysis. IF images 

revealed the solely nuclear localization of GFP-TIP60, while GFP is enriched in both 

the cytoplasm and the nucleus (Figure 11B). Moreover, flow cytrometry analysis 

showed a rather mild GFP-TIP60 overexpression compared to GFP expressing cells 

(Figure 11C). However, since GFP and GFP-TIP60 could be expressed in adequate 

amounts in HK cells, I next carried out pull-down experiments. Nuclear extracts from 

transiently expressing GFP or GFP-TIP60 and non-transfected (-) HK cells were 

generated and used for pull-downs with GFP-Trap magnetic Dynabeads to precipitate 

TIP60 and its respective interaction partners (Figure 11D). Finally, verification of the 

binding of JAZF1 to TIP60 was analysed by immunoblots (Figure 11E). Indeed, GFP-

TIP60 specifically pulled-down endogenous JAZF1, while no interaction between 

TIP60 and the negative control protein ZNHIT1, a SRCAP complex-specific 

component, could be observed (Figure 11E), thereby highlighting the specificity of the 

experimental approach. Utilizing an anti-GFP antibody served as control for 

successful GFP and GFP-TIP60 pull-downs, showing that both proteins were highly 

enriched after immunoprecipitations (IPs). Unfortunately, the reverse experiment 

pulling-down GFP-JAZF1 did not yield unambiguous results, as several TIP60 

antibodies cross-reacted with GFP-JAZF1. 
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Figure 11: JAZF1 interacts with the p400-specific histone acetyltransferase TIP60.  

(A) Schematic representation of the full-length GFP-TIP60 protein and its functional 

domains. The chromodomain, crucial for TIP60’s binding to chromatin, is depicted in light 

blue and the MYST domain in light green, which contains an additional zinc finger (light 

pink) and the catalytic HAT domain (not shown). 
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In summary, pull-down experiments demonstrated that JAZF1 associates with TIP60, 

the HAT member of the p400 complex, thereby reinforcing our previous MS findings, 

in which JAZF1 was identified as a new part of an H2A.Z-specific MBTD1-containing 

p400 sub-complex [257]. 

 

3.2 Dynamics of global γH2A.X are largely unimpeded by JAZF1 

Since JAZF1 is functionally poorly characterized and it is still unclear in which cellular 

processes this factor is involved, I next aimed to decipher the role JAZF1 might play 

within the p400 chaperone/remodelling complex through knockdown studies. 

Interestingly, first preliminary data from our group uncovered a potential role of JAZF1 

in DNA damage repair processes. In collaboration with Rebecca Smith and Gyula 

Timinszky (MPI Biochemistry, Munich), Martina Peritore (a former PhD student of our 

group) exposed HK cells transiently expressing GFP-tagged JAZF1 to laser irradiation 

and monitored the recruitment of JAZF1 to bleached sites of DNA damage, providing 

a first indication of whether JAZF1 participates in endogenous repair processes. 

Indeed, GFP-JAZF1 was rapidly recruited to DSBs, suggesting that the novel p400 

complex member is somehow implicated in the DNA damage response, as these 

results were also obtained for GFP-MBTD1 and -TIP60 (unpublished data, not 

shown), which have already been linked to DNA damage repair [284]. Nevertheless, 

the underlying mechanisms by which JAZF1 could influence those processes is not 

(B) Immunofluorescence analysis of non-transfected (-) and transiently transfected HK 

cells with GFP or GFP-TIP60 for visualizing expression levels as well as protein localization 

of exogenous proteins. DNA was stained with Hoechst (blue). Scale bar (white) for all 

pictures = 20 μm. (C) Flow cytometry histogram of non-transfected (-), GFP or GFP-TIP60 

transiently expressing HK cells described in (B) to determine transfection efficiency. The 

viable cell population was selected by applying the appropriate gate in the forward and 

sideward scatter Dot-plot of non-transfected HK cells (-) (see Figure A.1 in appendix for 

more information). (D) Schematic procedure of pull-down experiments performed in (E). 

The nuclear fraction of non-transfected (-) or transiently expressing GFP or GFP-TIP60 HK 

cells were isolated and used for precipitations with GFP-Trap magnetic Dynabeads (grey). 

Binding of JAZF1 (magenta) to the H2A.Z-specific p400 complex (blue) member TIP60 

(pink-green) was analysed by immunoblot. (E) Immunoblotting of JAZF1, ZNHIT1 and GFP 

upon pull-down experiments of nuclear fractions of transient expressing GFP or GFP-

TIP60 and non-transfected (-) HK cells. ZNHIT1, a SRCAP complex member, served as 

negative control. Representative immunoblot out of three biological replicates showing 

similar results is presented. 
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known yet. Therefore, JAZF1’s involvement in DNA repair should first be analysed in 

more detail. 

The phosphorylation of the histone variant H2A.X occurs as a first event in response 

to DSBs and act as a platform for several DNA repair-associated factors to facilitate 

chromatin opening and to initiate the repair of injured sites [206, 210, 213, 284]. 

Therefore, γH2A.X is an appropriate marker to examine the DNA damage generated 

and the subsequent repair of DNA lesions [335], while a prolonged persistence of 

γH2A.X foci mirrors not only an inability to destabilize them, but also an actual defect 

in DNA damage repair [284]. Interestingly, among other p400 chaperone complex 

factors, MBTD1 and TIP60 are essential in regulating DNA damage signalling 

cascades, and moreover, it has previously been shown that both influence the 

disappearance of γH2A.X foci after induction of DNA damage [284]. Hence, I 

wondered if JAZF1 also controls DNA damage repair processes since it is associated 

with the p400 chaperone complex, especially with MBTD1 and TIP60, as 

demonstrated by SILAC-MS and pull-down experiments [257] (Figure 7 and 11). To 

address this hypothesis, I investigated whether JAZF1 depletion does also affect the 

kinetics of γH2A.X formation in a DNA damage dependent manner, which might 

reflect a defect in DNA repair. 

 

Firstly, I determined whether JAZF1 could be sufficiently downregulated in HK cells 

via RNAi. To do so, I transfected HK cells with two different siRNAs against JAZF1 

mRNA (siJAZF1 #2 and #4) or, as negative control, with an siRNA targeting a 

Luciferase sequence (siLuci) that is not present in human cells. Afterwards, transient 

gene silencing of JAZF1 was ascertained by a combination of reverse transcription 

quantitative PCR (RT-qPCR) using two JAZF1-specific primer pairs and immunoblot 

analysis using an antibody against JAZF1. The analyses revealed that JAZF1 could 

be efficiently depleted, as transfection of HK cells with JAZF1-specific siRNAs 

(siJAZF1 #2 and #4) led to decreased JAZF1 mRNA (Figure 12A) and protein (Figure 

12B) expression levels in comparison to the non-transfected (-) and/or siLuci control. 
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As the two JAZF1-specific siRNAs were suitable for JAZF1 knockdown in HK cells, I 

next established the appropriate amount of UVC light required for initiation of cellular 

DNA damage signalling cascades. To this end, HK cells were treated with different 

doses of UVC light to induce DSBs. After three hours incubation, cells were used 

either for immunoblot analysis or IF staining with an antibody against γH2A.X, as a 

marker for the DNA damage produced. Immunoblot analysis detected an increase in 

global γH2A.X levels after exposing cells to UV irradiation (Figure 13A), a result that 

was successfully verified by IF (Figure 13B). This indicates that the UVC light induces 

DNA damage, which in turn activates cellular DNA damage repair processes. 

Moreover, the analyses revealed that the more intensive the UV radiation, the higher 

the level of γH2A.X (Figure 13A, B). However, the global level of γH2A.X appears to 

be already saturated after treating cells with 5.000 μJ/cm2 UVC light (Figure 13A). I 

therefore decided to proceed with the 500 and 1.000 μJ/cm2 energy modes in order 

to be able to capture whether JAZF1 affects global γH2A.X levels. 

 

Figure 12: JAZF1 is efficiently depleted in HeLa Kyoto cells via RNAi. (A) JAZF1 

mRNA expression analysis by RT-qPCR two days after control (siLuci, dark blue) or JAZF1 

(siJAZF1 #2 (blue) and #4 (light blue)) siRNA-mediated knockdowns in HK cells using two 

JAZF1 primer pairs (JAZF1_1 and JAZF1_2). Shown is the fold change gene expression 

compared to control (siLuci) and normalized to HPRT1 expression levels. Error bars depict 

SD of three technical replicates. Illustrated is one out of three biological replicates with 

similar results. (B) Immunoblotting analysis of JAZF1 of non-transfected (-) or transfected 

HK cells with siRNAs against JAZF1 mRNA (siJAZF1 #2 and #4) or, as negative control, 

Luciferase-specific siRNA (siLuci). Antibody staining against α-Tubulin served as loading 

control. Shown is one out of three biological replicates with similar results. 
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Having determined an appropriate dose of UVC light exposure, I next set out to 

identify whether JAZF1 knockdown leads to global changes in the enrichment of 

γH2A.X after cell irradiation via immunoblotting (Figure 14A). Therefore, HK cells were 

first transfected with control siLuci or the two JAZF1-specific (siJAZF1 #2 and #4) 

siRNAs. Afterwards, JAZF1-depleted and control cells were subjected to the different 

doses of UVC light exposure (0, 500, 1000 μJ/cm2) in order to induce DNA damage 

and the subsequent repair of DNA lesions. Finally, three hours after incubation 

possible alterations in the accumulation of γH2A.X were detected in a semi-

quantitative manner by immunoblot analysis with antibodies against γH2A.X or, as 

proof for an adequate knockdown, JAZF1 (Figure 14B). Consistently with the previous 

IF and immunoblot results above (see Figure 13), the level of γH2A.X increases after 

exposing cells to UV irradiation (500 and 1000 μJ/cm2) in comparison to the control 

(0 μJ/cm2) condition (Figure 14B, upper blot), demonstrating the applicability of the 

experimental approach. However, downregulation of JAZF1 (Figure 14B, middle blot) 

did not significantly affect the global level of γH2A.X, as the controls (-, siLuci) showed 

similar phosphorylation levels of H2A.X (Figure 14B, upper blot). 

 

Figure 13: Exposure of HK cells to UV irradiation leads to increased phosphorylation 

of the histone variant H2A.X. (A) Immunoblot analysis with antibodies against γH2A.X 

or, as loading control, α-Tubulin of whole cell extracts after UVC irradiation (0, 500, 1000, 

5000 and 10000 μJ/cm2) of HK cells. Representative immunoblot of n = 2 showing similar 

results. (B) Representative immunofluorescence (IF) images from UV-irradiated (0, 500 

and 1000 μJ/cm2) HK cells stained with an antibody against γH2A.X (green). DNA was 

counterstained with Hoechst (blue). Scale bar (white) for all pictures = 20 μm. 
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The results obtained in the immunoblot analyses showed so far no evidence that 

depletion of JAZF1 affects global levels of γH2A.X. However, it could well be that 

slight changes occurring in the accumulation of γH2A.X after downregulation of 

JAZF1 are not ascertainable via immunoblotting. For this reason, the U2OS DSB 

reporter cell system [307, 320] was applied to quantitatively analyse the occupancy 

of γH2A.X at a specific DNA damage-inducible genomic region upon JAZF1 depletion 

(referred in section 2.2.5.2, Figure 10). In order to be able to implement this 

examination, I firstly determined whether JAZF1 could also be efficiently 

downregulated in the U2OS DSB reporter cells via RNAi. Therefore, I performed 

siRNA-mediated knockdowns of control or JAZF1 in U2OS reporter cells, followed by 

immunoblots with antibodies against JAZF1 or, as loading control, α-Tubulin. I could 

show that JAZF1 protein level was reduced after transient transfection of cells with 

the two JAZF1-specific siRNAs (siJAZF1 #2 and #4) in comparison to the non-

transfected (-) and the Luciferase-specific (siLuci) control (Figure 15A). Afterwards, 

the reporter system had to be validated in our laboratory in order to confirm that the 

procedure employed for the appropriate examination is suitable for the intended 

purpose. To this end, the U2OS reporter cells were treated with Shield1 and 4-

hydroxytamoxifen (4-OHT) to induce site-specific FokI-created DSBs (Figure 15B) 

followed by ChIP-qPCR analysis of γH2A.X at four selected sites to determine 

whether the chromatin-mediated damage response is activated in comparison to 

untreated (undamaged) cells. Indeed, ChIP-qPCR analysis revealed that after 

Figure 14: Loss of JAZF1 has no impact on the global level of γH2A.X. (A) Schematic 

depiction of the experimental approach performed in (B). Two days after siRNA-mediated 

knockdowns of control or JAZF1, HK cells were exposed to UV irradiation (red arrow) 

followed by immunoblot analysis of γH2A.X. Figure created with BioRender.com. (B) 

Immunoblotting of γH2A.X, JAZF1 and α-Tubulin of non-transfected (-) or transfected HK 

cells with siRNAs against JAZF1 mRNA (siJAZF1 #2 and #4) or, as negative control, 

Luciferase-specific siRNA (siLuci) followed by UVC light treatment (0, 500 and 1000 

μJ/cm2). Antibody staining against α-Tubulin served as loading control. Representative 

immunoblot of n = 5 showing similar results. 
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treatment γH2A.X is significantly enriched at sites in close proximity to DSBs (p2 and 

p3) in comparison to the negative control regions (RPL11_2gb and PARS2+) (Figure 

15C), indicating that a strong DNA damage response at the reporter locus is activated 

due to the FokI-mediated generation of DNA lesions and thus, confirming the 

feasibility of the experimental setup [307]. 

 

 

 

Since JAZF1 could also be depleted by RNAi in the U2OS DSB reporter cells and the 

experimental set up seems to be suitable for the intended use, I next investigated 

whether JAZF1 depletion influences the level of γH2A.X at a subset of reporter locus 

sites via ChIP-qPCR. To this end, JAZF1 mRNA level was sufficiently knocked-down 

in the U2OS reporter cells as demonstrated by RT-qPCR (Figure 16A) using the two 

Figure 15: DSB induction by nuclease activity leads to a local accumulation of 

γH2A.X at the reporter locus transgene. (A) Immunoblotting analysis of JAZF1 of non-

transfected (-) or transfected U2OS reporter cells with siRNAs against JAZF1 mRNA 

(siJAZF1 #2 and #4) or, as negative control, Luciferase-specific siRNA (siLuci). Antibody 

staining against α-Tubulin served as loading control. Shown is one out of two biological 

replicates with similar results. (B) Schematic overview of the U2OS DSB reporter cell 

system [307, 320]. After the addition of Shield1 (blue dots) and 4-hydroxytamoxifen (4-

OHT; magenta dots), the fusion protein (red) is stabilized and translocates to the nucleus 

(black arrow). The LacI domain of the fusion protein binds to stable integrated Lac-operator 

(LacO; green) repeats upstream of a doxycycline-inducible YFP-MS2 reporter transgene 

(yellow) followed by the induction of multiple nuclease-inducible DNA double-strand breaks 

(DSBs; white lines) by FokI. As a chromatin mediated damage response, the histone 

variant H2A.X is phosphorylated (red stars) at serine 139 (γH2A.X) and could be detected 

by ChIP-qPCR experiments using primer sets p2 and p3. (C) ChIP-qPCR analysis of 

γH2A.X at different sites of U2OS reporter cells exposed to control (untreated, grey) or 

FokI-mediated DNA lesions (treated, dark red). p2 and p3 represent two H2A.X-occupied 

sites of the U2OS reporter cell locus, while RPL11_2gb (gb = gene body) and PARS2+ 

(H2A.Z-containing promoter site; + = +1 nucleosome relative to TSS) serve as negative 

controls, as both loci are devoid of γH2A.X. Respective enrichment of γH2A.X is depicted 

as percentage of input signals. Error bars indicate SD of three technical replicates. Shown 

is one out of two biological replicates with similar results. 
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JAZF1-specific siRNAs (siJAZF1 #2 and #4) or, as negative control, Luciferase 

(siLuci) siRNA followed by the FokI-mediated induction of site-specific breaks. Lastly, 

ChIP-qPCR experiments were executed to investigate the enrichment of γH2A.X at 

the reporter locus of JAZF1-depleted and control as well as treated (damaged) and 

untreated (undamaged) cells. Accordingly, as determined by previous ChIP-qPCR 

experiments (see Figure 15C), the level of γH2A.X is increased at sites surrounding 

DNA lesions (p2 and p3) compared to negative control regions (RPL11_2gb and 

PARS2+) (Figure 16B), suggesting initiation of a chromatin mediated damage 

response. Interestingly, upon JAZF1 depletion a subtle increase in the level of γH2A.X 

at the two γH2A.X-occupied loci could be observed. This finding might not only reflect 

a defect in DNA repair, but could also constitute a first indication that JAZF1 mediates 

repair of injured DNA as it has already been proved for other p400 chaperone complex 

components such as MBTD1 and TIP60 [284, 336–338]. 

 

 

 

Taken together, the results suggest that JAZF1 does not influence the global level of 

γH2A.X in context of DNA damage. Nevertheless, at certain sites we observed an 

increased persistence of γH2A.X in close proximity to DSBs, which may indicate a 

Figure 16: JAZF1 depletion results in a slight increase of γH2A.X at two selected 

reporter locus sites. (A) Expression analysis of JAZF1 by RT-qPCR two days after control 

(siLuci, dark blue) or JAZF1 (siJAZF1 #2 (blue) and #4 (light blue)) siRNA-mediated 

knockdowns in untreated (undamaged) and treated (damaged) U2OS reporter cells using 

two JAZF1 primer pairs (JAZF1_1 and JAZF1_2). Shown is the fold change gene 

expression compared to control (siLuci) and normalized to HPRT1 expression levels. Error 

bars depict SD of two technical replicates. Shown is one out of two biological replicates 

with similar results. (B) ChIP-qPCR analysis of γH2A.X at two H2A.X-enriched (p2 and p3) 

reporter loci and two H2A.X-lacking (RPL11_2gb and PARS2+) sites of U2OS reporter 

cells treated as described in (A). Respective enrichment of γH2A.X is depicted as 

percentage of input signals. Error bars indicate SD of three technical replicates. 
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defect in DNA repair due to the absence of JAZF1. However, the underlying molecular 

mechanism by which JAZF1 could influence DNA damage repair processes remains 

so far unclear and will be the focus of future research. 

 

3.3 Loss of JAZF1 impairs expression of genes involved in ribosome 

biogenesis 

Since JAZF1 is described as a transcriptional repressor of the nuclear orphan receptor 

TAK1/TR4 [295], and because of its association with the p400 chaperone complex 

[257], which is involved in the regulation of transcription [276], we next speculated 

whether JAZF1 is also implicated in gene expression control. To examine this 

presumption more closely, I made use of RNA-seq to investigate the role of JAZF1 in 

regulating gene expression and to uncover putative JAZF1-regulated genes. For this 

purpose, JAZF1 was depleted in HK cells via RNAi using a new siRNA pool containing 

four chemically modified JAZF1-specific siRNAs in order to enhance knockdown 

efficiency and minimize off-target effects, thereby offering advantages in both efficacy 

and specificity [339]. I therefore initially transfected HK cells with JAZF1-specific 

(siJAZF1) or, as negative control, non-target (siNTC) siRNA pools and two days after 

transfection, I determined JAZF1 transcript and protein levels by RT-qPCR, 

immunoblotting and IF analyses in order to determine how efficient those siRNAs 

actually are. Indeed, RT-qPCR and immunoblotting analyses clearly demonstrated 

that, when using the JAZF1-targeted siRNA pool (siJAZF1), JAZF1 mRNA (Figure 

17A) and protein (Figure 17B) levels were significantly reduced in comparison to the 

control (siNTC) knockdown. Interestingly, I also observed bright JAZF1 speckles in 

the nucleus of control HK cells that were absent in JAZF1-depleted cells, as IF 

microscopy pictures of endogenous JAZF1 demonstrated (Figure 17C). Therefore, IF 

analysis not only confirmed the proper knockdown of the JAZF1 protein in HK cells, 

but also indicated that JAZF1 is localized in the nucleus and possibly enriched in 

specific nuclear sub-compartments, as those bright JAZF1 dots seem to appear in 

nucleoli. 
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As the JAZF1-targeted siRNA pool has shown to be efficient, it was used for depleting 

JAZF1 in HK cells followed by RNA-seq experiments. To this end, I isolated RNA from 

control (siNTC) and JAZF1-depleted (siJAZF1) HK cells of two time-distinct batch 

experiments with two (Figure 18A) and three (Figure 18B) biological replicates, 

respectively. Afterwards, I first verified knockdown efficiency by RT-qPCR analyses 

and showed that JAZF1 mRNA expression was highly decreased in all JAZF1 siRNA 

pool-transfected samples compared to the control transfection (Figure 18). 

Figure 17: Utilizing a JAZF1-specific siRNA pool leads to significantly reduction of 

nuclear JAZF1. (A) Expression analysis of JAZF1 by RT-qPCR two days after control 

(siNTC, light grey) or JAZF1 (siJAZF1, dark grey) siRNA pool-mediated knockdowns in HK 

cells using two JAZF1 primer pairs (JAZF1_1 and JAZF1_2). Shown is the fold change 

JAZF1 mRNA expression compared to control (siNTC) and normalized to HPRT1 

expression levels. Error bars depict SD of three technical replicates. Illustrated is one of 

more than three biological replicates showing similar results. (B) Immunoblot analysis of 

JAZF1 of whole cell extracts from control (siNTC) or JAZF1-depleted (siJAZF1) HK cells 

described in (A). Antibody staining against α-Tubulin served as loading control. Shown is 

one of more than three biological replicates showing similar results. (C) IF images from 

control (siNTC) or JAZF1-depleted (siJAZF1) HK cells stained with an antibody against 

JAZF1 (green). DNA was counterstained with Hoechst (blue). Scale bar (white) for all 

pictures = 20 μm. 
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Having determined proper knockdown of JAZF1, next libraries of quantified RNA 

samples were prepared and sequenced by Dr. Andrea Nist (Genomics Core Facility, 

Marburg). The subsequent RNA-seq data analysis was done by Tobias Friedrich 

(Institute for Biochemistry, JLU, Giessen) and Prof. Dr. Marek Bartkuhn (Biomedical 

Informatics and Systems Medicine Science Unit for Basic and Clinical Medicine, JLU, 

Giessen). Quality assessment of the RNA-seq dataset was achieved by a classical 

principle component analysis (PCA), providing information about the variance of RNA-

seq samples between the different conditions within the two batch experiments, 

thereby helping identifying outlying samples. Although the PCA of RNA-seq data 

revealed strong variations between the two independent batch experiments, it has to 

be noted that the transcriptional consequences upon loss of JAZF1 compared to the 

controls are highly similar among batches and replicates (Figure 19A), pointing out 

that the biological effects resemble each other within one condition. Overall, the RNA-

seq experiment identified in total 162 genes that were statistically significant (FDR ˂ 

0.1 & log2FC ˃  0.5 or ˂  -0.5) deregulated (130 down- and 32 upregulated) upon JAZF1 

depletion (Figure 19B).  

 

Figure 18: Assessment of JAZF1 mRNA level revealed successful downregulation 

of JAZF1 in HK cells via RNAi for RNA-seq experiments. (A, B) Expression analysis of 

JAZF1 by RT-qPCR two days after control (siNTC, light grey) or JAZF1 (siJAZF1, dark 

grey) siRNA-mediated knockdowns in HK cells using two JAZF1 primer pairs (JAZF1_1 

and JAZF1_2) of two independent batch experiments (batch one (A) and batch two (B)). 

Numbers (1-5) represent the respective biological replicate. Shown is the fold change gene 

expression compared to control (siNTC) and normalized to HPRT1 expression levels. Error 

bars depict SD of three technical replicates. 
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In order to confirm the obtained results from the RNA-seq experiment, these needed 

to be validated in a next step by RT-qPCR. For this purpose, qPCR primers for a 

subset of JAZF1-deregulated genes (CAPN2, BIRC3, ITGB8) or, as control, one in its 

expression largely unchanged gene (LSM7) from generated RNA-seq data were 

established followed by qPCR analysis of cDNA derived from control (siNTC) or 

JAZF1-depleted HK cells. Accordingly, as previously determined by RNA-seq (see 

Figure 19B), expression levels of the three JAZF1-dependent genes (that are 

highlighted with boxes in Figure 19B) were deregulated upon JAZF1 knockdown, 

while LSM7 remained to a large extent unaffected (Figure 20A). 

Since RNA-seq data could be successfully verified, we next aimed to gain greater 

biological insights on the differentially expressed genes obtained from the RNA-seq 

datatset. Therefore, Tobias Friedrich performed Gene Set Enrichment Analyses 

(GSEA) for the sub-ontology (GO database) biological pathway (BP) or cellular 

compartment (CC) and showed that JAZF1-deregulated genes were notably 

associated with ribosomes (Figure 20B, C). More precisely, the GSEA-plot 

deciphered a statistically robust and concordant transcriptional change of genes 

Figure 19: Loss of JAZF1 impairs expression of a large number of genes. (A) Principle 

component analysis (PCA) of gene expression data received from RNA-seq experiments 

showing variation of control (siNTC, two and three biological replicates shown in light grey) 

and JAZF1 (siJAZF1, two and three biological replicates shown in dark grey) knockdowns 

of two time-independent experiments (circles: batch one, squares: batch two). (B) Volcano-

plot visualization of deregulated genes of HK cells upon JAZF1 depletion (siJAZF1) in 

comparison to control (siNTC) knockdown. Red dots depict statistically significant 

differentially expressed genes (log2FC > 0.5 or < -0.5 and false discovery rate (FDR) < 

0.1), blue dots depict deregulated genes with only statistically significant values (FDR < 

0.1), green dots depict genes with only significant expression changes (log2FC > 0.5 or < 

-0.5) and grey dots depict genes without any statistical or fold-change significance. Genes 

highlighted with boxes were validated via RT-qPCR (see Figure 20A).  
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related to the GO pathway “Ribosome biogenesis”, among other pathways (Figure 

20D). Interestingly, GSEA also revealed that loss of JAZF1 affects expression of 

genes related to DNA repair (Figure 20B), supporting our speculation of JAZF1 as 

being somehow implicated in DNA damage repair processes, possibly on a 

transcriptional level. 

 

 

Figure 20: JAZF1 depletion leads to deregulation of several genes, with some of 

them involved in ribosome biogenesis. (A) Verification of RNA-seq data by RT-qPCR 

of a subset of JAZF1-deregulated (CAPN2, BIRC3, ITGB8) and one in its expression 

unaffected (LSM7) genes (that were highlighted with boxes in Figure 19B) upon JAZF1 

depletion (siJAZF1, dark grey) in comparison to control (siNTC, light grey) knockdown in 

HK cells. Shown is the fold change gene expression compared to control (siNTC) and 

normalized to HPRT1 expression levels. Error bars represent SD of three technical 

replicates. Presented is one out of three biological replicates with similar results. (B, C) 

Dot-plots visualizing Gene Set Enrichment Analysis (GSEA) of RNA-seq data (as 

described in Figure 19) for the sub-ontology (GO database) biological pathway (BP; (B)) 

and cellular compartment (CC; (C)), representing the three pathways with the greatest 

statistical significance as well as all significant pathways related to ‘Ribosome/Ribosome 

Biogenesis’. Scales in the right center show adjusted p-values (color) for each set or the 

number of genes belonging to each pathway (SetSize, black), respectively. Position of dots 

on the x-axis displays Normalized Enrichment Score (NES). (D) Gene Set Enrichment 

Analysis (GSEA) comparing expression changes upon loss of JAZF1 (siJAZF1) in 

comparison to control (siNTC) knockdown, demonstrated that several deregulated genes 

are associated with the Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway 

“Ribosome”. 
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Overall, JAZF1 is a nuclear protein that is involved in the regulation of, among 

others, ribosomal protein gene expression [257]. 

 

3.4 JAZF1 is a nucleoli- and Cajal Body-associated nuclear protein 

Interestingly, a study by Halkidou et al. demonstrated that TIP60 is partially localized 

in the nucleolus, the center of ribosome biogenesis [340], where it is actively involved 

in the transcription of rDNA and ribosomal genes in prostate cancer cell lines [341]. 

Since JAZF1 associates with TIP60 (see Figure 11) and the results received from the 

RNA-seq experiment indicate that JAZF1 could be involved in regulating expression 

of some ribosomal protein genes as well (see Figure 20) [257], it is conceivable that 

JAZF1 is also located in the cellular sub-compartment of the nucleus to perform its 

functions as a putative transcription factor involved in the regulation of ribosome 

biogenesis. Support for this assumption also comes from our previous IF analysis of 

endogenous JAZF1 (see Figure 17C), in which we observed bright JAZF1 speckles 

that may occur in nucleoli. To test this hypothesis, IF analyses of non-transfected HK 

cells (-) or cells transiently expressing GFP (as negative control), GFP-TIP60 (as 

positive control) or GFP-JAZF1 were carried out. I therefore first transiently 

transfected HK cells with constructs encoding GFP, GFP-TIP60 or GFP-JAZF1 (see 

Figure 21A, top) and two days after transfection, cells were stained with a Fibrillarin-

specific antibody and IF images taken. Since Fibrillarin is an exclusively nucleolar 

protein [342], it was used as a marker for the visualization of nucleoli. Interestingly, 

besides JAZF1’s nuclear localization, it is also highly enriched in the nucleolus as 

conspicuous bright JAZF1-occupied areas overlap with the nucleoli-associated 

protein Fibrillarin (Figure 21B), thereby reinforcing our prior observations implicating 

JAZF1 in ribosomal protein gene transcription. A result that could be partly confirmed 

for TIP60 as well (Figure 21B). These findings suggest that JAZF1 contains at least 

one nucleolar localization sequence (NoLS) accountable for its localization to the 

nucleolus. To evaluate which domain of JAZF1 is potentially responsible for its cellular 

distribution, three different truncations of the full-length GFP-JAZF1 construct (see 

Figure 21A), were used for further IF analyses that were performed as described 

above. Hence, HK cells were transiently transfected with plasmids encoding GFP or 

three GFP-JAZF1 domain deletions, in which a short (∆N101) or a long (∆N163) part 

of the N-term or a portion of the C-term (∆C164) is missing (Figure 21A). After two 

days incubation, cells were subjected to IF staining with an antibody against Fibrillarin 

followed by IF microscopy. Strikingly, only the two mutants, which lack the N-terminal 
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part of JAZF1 were still localized in nucleoli (Figure 21C), indicating that the NoLS 

resides in the C-term portion of JAZF1. 

 

 

Figure 21: JAZF1 is a nucleoli-enriched protein. (A) Schematic representation of full-

length GFP-JAZF1 and three GFP-JAZF1 domain delection proteins that were expressed 

in HK cells for IF analyses shown in (B) and (C). 
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So far, we identified JAZF1 as a transcriptional regulator of many genes, with several 

of them belonging to ribosomal protein genes [257]. This is in accordance with the 

result that JAZF1 localizes not only to the nucleus, but also accumulates to high levels 

in nucleoli. These findings indicate a possible role for JAZF1 in ribosome biogenesis. 

 

Remarkably, alterations in ribosome biogenesis are frequently linked with changes in 

nucleolar morphology [343]. Since RNA-seq experiments demonstrated that several 

genes associated with ribosome synthesis were deregulated upon JAZF1 depletion, 

I analysed whether this transcriptional interference is reflected in morphologically 

abnormal nucleoli by deploying another IF approach. Therefore, HK cells were 

transfected with control (siNTC) or JAZF1-specific (siJAZF1) siRNA pools and 

subsequently used for co-staining with antibodies against JAZF1 or Fibrillarin to verify 

knockdown efficiency on the protein level of JAZF1 and, on the other hand, to capture 

nucleoli structures. As expected, endogenous JAZF1 (red) also co-localized with 

Fibrillarin (green) (Figure 22A, white arrow head), thereby supporting our previous 

findings on JAZF1 as being enriched in nucleoli (see Figure 21B, C). Moreover, I 

perceived that depletion of JAZF1 resulted in an increase in nucleoli sizes (Figure 

22A). An observation I was also able to succuessfully quantify with the help of Dr. 

Konstantin Kletenkov (member of the Hake group) by determining the nuclei and 

nucleoli sizes in pixels of IF pictures and evidenced that JAZF1-depleted (siJAZF1) 

HK cells exhibit larger nuclei and nucleoli in comparison to control (siNTC) transfected 

cells (Figure 22B). This finding indicates a defect in ribosome biogenesis due to the 

loss of JAZF1. 

Our results are in line with a recent study, which already identified JAZF1 as a 

nucleolar protein with numerous functions in ribosome-related processes and larger 

nucleoli in pancreatic β-cells upon JAZF1 depletion [344], thereby not only strengthen 

our results, but also highlighting JAZF1’s implication in ribosome biogenesis. 

However, we noticed that some bright JAZF1 speckles were also located in the 

immediate proximity of nucleoli (Figure 22A, magenta arrow head). 

 

 

(B, C) Representative IF images from (B) non-transfected (-) or HK cells transiently 

expressing GFP, GFP-TIP60 and GFP-JAZF1 or (C) from HK cells transiently expressing 

different GFP-JAZF1 truncations as illustrated in (A). Transfected cells were stained with 

an antibody against Fibrillarin (red). DNA was counterstained with Hoechst (blue). Scale 

bar (white) for all pictures = 20 μm. Shown is one out of two biological replicates with similar 

results. 
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Since JAZF1 obviously did not only overlap with Fibrillarin, as IF images of co-staining 

of endogenous JAZF1 with Fibrillarin demonstrated [257] (see Figure 22A), it could 

well be that JAZF1 is also present in other nuclear sub-compartments. Interestingly, 

nuclear Cajal Bodies (CBs) have been found in the vicinity of nucleoli and have been 

associated with the biogenesis of ribosomes and spliceosomes [345–348]. As some 

observed JAZF1 speckles reside in close proximity to nucleoli (see Figure 22A), we 

next speculated whether JAZF1 also accumulates in CBs. In order to uncover whether 

an association of JAZF1 with CBs exist, IF analyses with antibodies against JAZF1 or 

Coilin, a signature marker for CBs [343], of control (siNTC) and JAZF1-depleted 

(siJAZF1) HK cells were conducted. Indeed, IF images revealed that many JAZF1 

dots (green) also co-localize with Coilin (red) (Figure 23). Additionally, it seems that 

Figure 22: Deficit in JAZF1 protein affects morphology of nucleoli. (A) Representative 

IF images from HK cells co-stained with antibodies against JAZF1 (red) and Fibrillarin 

(green) upon control (siNTC) or JAZF1 (siJAZF1) knockdowns. DNA was counterstained 

with Hoechst (blue). Highlighted cells with boxes (white dashed lines) have been magnified 

by a factor of two, which are shown below (zoom). White arrow head indicates 

colocalization between JAZF1 and Fibrillarin, whereas the magenta arrow head depicts 

only a partial overlap of JAZF1 and Fibrillarin. Scale bar (white) for all pictures = 20 μm. 

(B) Box-plots showing distribution of nuclei (left) and nucleoli (right) surface areas (in 

pixels) from IF images of JAZF1-depleted (siJAZF1, red) or control (siNTC, blue) HK cells 

described in (A). Dots represent individual observations. The upper and lower whiskers 

extend to the largest or smallest value, while dots beyond the end of the whiskers are 

called ‘outlying’ points. 
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the number of Coilin spots per cell increases upon loss of JAZF1, suggesting a 

putative defect in the biogenesis of not only ribosomes, but also spliceosomes. 

 

 

In conclusion, JAZF1 is a nucleoli- and CB-associated nuclear protein with functions 

in regulating expression of various genes, including those related to ribosome 

biogenesis [257]. 

 

3.5 Loss of JAZF1 impairs cell proliferation, but does not influence cell 

cycle progressen 

Since depletion of JAZF1 results in the deregulation of expression of many ribosomal 

protein genes and my data hint towards a defect in ribosome biogenesis, the question 

arose: What will be the cellular outcome of this interference? As proliferating cells 

exhibit an increased demand for protein synthesis that is accomplished by changes 

in the rate of ribosome biogenesis [349], it might be conceivable that loss of JAZF1 

leads to changes in cell growth and cell proliferation. Interestingly, mere counting of 

JAZF1-depleted (siJAZF1) HK cells indicated a decrease in cell number compared to 

control (siNTC) transfected cells. Therefore, I next conducted functional analyses of 

JAZF1-depleted cells to analyse the cellular consequences in greater detail. First, 

growth curves of control or JAZF1-depleted HK cells were generated over a period of 

80 h with the xCELLigence Real-Time Cell Analyzer, providing information about cell 

proliferation. To this end, HK cells were transfected with either JAZF1-specific 

Figure 23: JAZF1 associates with Cajal Bodies. Representative IF images from HK cells 

co-stained with antibodies against JAZF1 (green) and Coilin (red) upon control (siNTC) or 

JAZF1 (siJAZF1) knockdowns. DNA was counterstained with Hoechst (blue). Scale bar 

(white) for all pictures = 20 μm. Highlighted cells with boxes (white dashed lines) have 

been magnified by a factor of two, which are shown on the right side (zoom). White arrow 

heads indicate colocalization between JAZF1 and Coilin. 



RESULTS 

82 

 

(siJAZF1) or control (siNTC) siRNA pools and after two days incubation, cells were 

transferred into the xCELLigence E-plate and measurements started. Meanwhile, I 

additionally performed RT-qPCR analysis of control (siNTC) and JAZF1-depleted 

(siJAZF1) HK cells in order to ensure proper knockdown of the JAZF1 transcript and 

showed an adequate reduction of JAZF1 mRNA level (Figure 24A). Indeed, the 

observed growth defect determined by sole cell counting could be reproduced, as the 

growth curve of JAZF1-depleted (siJAZF1) cells showed decreased cell proliferation 

rates compared to control-transfected (siNTC) cells (Figure 24B). In order to identify 

whether the proliferation defect of JAZF1-depleted HK cells is caused by a 

deregulation of the cell cycle, I next carried out flow cytometry analyses of PI-stained 

control (siNTC) or JAZF1-depleted (siJAZF1) HK cells, but was not able to identify 

significant changes in cell cycle progression, as the percentage of cells in respective 

cell cycle phases did not alter upon JAZF1 depletion (Figure 24C). 

 

 

Figure 24: Depletion of JAZF1 leads to cellular proliferation defects. (A) Expression 

analysis of JAZF1 by RT-qPCR two days after control (siNTC, light grey) or JAZF1 

(siJAZF1, dark grey) siRNA pool-mediated knockdowns of HK cells using two JAZF1 

primer pairs (JAZF1_1 and JAZF1_2). 

 

 

 



RESULTS 

83 

 

 

In summary, loss of JAZF1 results in a proliferation defect of HK cells, possibly due 

to an impaired rate of ribosome biogenesis. However, cell cycle progression remained 

largely unaffected upon JAZF1 depletion and leads to the question what actually 

causes the proliferation defect? An exciting issue that could be the focus of future 

research. 

 

3.6 JAZF1 depletion leads to reduced H2A.Zac levels at regulatory 

regions, while H2A.Z remains untainted 

After the identification of JAZF1 as a transcriptional regulator of several genes, one 

important question emerges: How does JAZF1 exercise its functions in controlling 

gene regulation? As a novel TIP60-associated member of the H2A.Z-specific p400 

chaperone/remodelling complex, it is imaginable that JAZF1 influences gene 

expression via recruiting the TIP60-containing p400 complex to certain regions in the 

genome, where it might perform its versatile functions such as deposition/removal of 

H2A.Z and/or acetylation of various histone proteins, thereby leading to distinct 

JAZF1-coordinated transcriptional outcomes. 

In order to gain a first impression whether JAZF1 complies some of its functions via 

the enzymatically active p400 complex, I evaluated global H2A.Z and histone 

modification levels of TIP60-targets upon loss of JAZF1. For this objective, histones 

of JAZF1-depleted and control HK cells were isolated and possible changes assessed 

via immunoblotting. Therefore, I first performed control (siNTC) and JAZF1 (siJAZF1) 

siRNA-mediated knockdowns in HK cells and two days after transfection, proper 

knockdown of the JAZF1 transcript and protein was controlled by a combination of 

RT-qPCR and immunoblotting. The qPCR analysis confirmed the actual knockdown 

of the JAZF1 transcript in HK cells (Figure 25A), a result also verified on protein level, 

Shown is the fold change gene expression compared to control (siNTC), normalized to 

HPRT1 expression levels. Error bars depict SD of three technical replicates. (B) 

Proliferation profiles of control transfected (siNTC, light grey) or JAZF1-depleted (siJAZF1, 

dark grey) HK cells as described in (A). Cell proliferation was monitored for 80 hours. 

Medium without cells is depicted in blue and served as control. Error bars represent SD of 

three technical replicates. Shown is one out of three biological replicates with similar 

results. (C) Quantification of three flow cytometry experiments of control (siNTC) or JAZF1-

depleted (siJAZF1) HK cells stained with propidium iodide (PI) followed by the 

determination of the number of cells in G1, S and G2/M phase according to their DNA 

content by flow cytometry analysis two days after siRNA-mediated knockdowns. Error bars 

represent SD of three independent experiments. For detailed flow cytometry profiles see 

Figure A.2 in appendix. 
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as demonstrated by immunoblotting of JAZF1 (Figure 25B). Afterwards, nuclei of 

JAZF1-depleted and control cells were isolated, histone proteins acid-extracted and 

subjected to SDS-PAGE separation (Figure 25C). In order to quantify and adjust the 

amount of acid-extracted histone proteins for subsequent immunoblotting analyses, 

Coomassie Brilliant Blue staining of SDS-PAGE gels were executed first. The 

Coomassie Brilliant Blue-stained SDS gel not only revealed the successful extraction 

of linker histone H1 and the core histone proteins H3, H2B, H2A and H4, but also 

demonstrated a comparable amount of extracted histone proteins between the two 

samples derived from control (siNTC) or JAZF1-depleted (siJAZF1) HK cells (Figure 

25D). Finally, histones of control and JAZF1-depleted HK cells were subjected to 

SDS-PAGE gel separation followed by immunoblotting with antibodies against H2A.Z 

or diverse histone modifications. However, after JAZF1 knockdown (siJAZF1), no 

global changes in the level of H2A.Z or other histone acetylation sites could be noticed 

in comparison to the control (siNTC) knockdown (Figure 25E). 

 

 

Figure 25: Global acetylation levels of TIP60-targets and H2A.Z remained largely 

unchanged after JAZF1 depletion. (A) Expression analysis of JAZF1 by RT-qPCR two 

days after control (siNTC, light grey) or JAZF1 (siJAZF1, dark grey) siRNA pool-mediated 

knockdowns of HK cells using two JAZF1 primer pairs (JAZF1_1 and JAZF1_2).  
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So far, I ascertained no global changes in H2A.Z or other histone modification levels 

of TIP60-targets upon loss of JAZF1. To examine in greater detail whether JAZF1 is 

involved in the chromatin deposition/eviction of H2A.Z or in its acetylation at specific 

genomic regions, thereby potentially influencing gene expression of some target 

genes, I took advantage of ChIP-seq. Therefore, I first tested commercial H2A.Z and 

H2A.Zac antibodies for their suitability in ChIP assays. For this purpose, HK cells were 

fixed and subjected to chromatin shearing followed by ChIP with antibodies against 

H2A.Z, H2A.Zac or, as positive control, H3K4me3 – as this antibody has already been 

successfully tested in ChIP assays [310] – or, as negative control, without the addition 

of antibody (mock). Then, precipitated DNA was purified and analysed by qPCR with 

primers for specific loci (Figure 26A). The histone variant H2A.Z is predominately 

positioned at the -1 and +1 nucleosomes that flank the nucleosome-depleted region 

(NDR) of transcriptional start sites (TSSs) of promoters [257, 264]. The PARS2+ (+1 

nucleosome relative to the TSS) and PARS2- (-1 nucleosome relative to the TSS) 

primer pairs used, bind downstream or upstream of the TSS of the PARS2 gene, 

serving thus as positive controls for a H2A.Z-occupied promoter region, while the 

negative control primer pair RPL11_2gb recognizes an H2A.Z-depleted gene body 

(gb) site within the RPL11 gene (Figure 26A). ChIP-qPCR analysis not only confirmed 

an enrichment for H2A.Z at the -1 and +1 nucleosomes flanking the NDR of the TSS 

of the PARS2 gene, but also demonstrated that H2A.Zac is most notably enriched at 

the +1 nucleosome position (PARS2+) (Figure 26B). A result that could also be 

observed for H3K4me3, a histone mark predominately found at the TSS of active 

genes [350]. These findings are in line with other reports showing consistently 

Shown is the fold change gene expression compared to control (siNTC) and normalized to 

HPRT1 expression levels. Error bars depict SD of three technical replicates. (B) 

Immunoblotting analysis of JAZF1 of whole cell extracts from control (siNTC) or JAZF1-

depleted (siJAZF1) HK cells described in (A). Antibody staining against α-Tubulin served 

as loading control. (C) Schematic flowchart of acid-extraction and analysis of histone 

proteins. Nuclei (black dots) of control and JAZF1-depleted HK cells were isolated, histone 

proteins (colored dots) acid-extracted and separated by SDS-PAGE gel electrophoresis. 

Analysis of histone protein levels was achieved by a combination of Coomassie Brilliant 

Blue staining of SDS-PAGE gels and immunoblotting with modification-specific antibodies. 

(D) Coomassie Blue-stained SDS-PAGE gel with acid-extracted histone proteins received 

from control (siNTC) or JAZF1-depleted (siJAZF1) HK cells as described in (A). Detection 

of the linker histone H1 and the core histones H3, H2B, H2A and H4 are highlighted. (E) 

Representative immunoblots of acid-extracted histones from HK cells two days after 

control (siNTC) or JAZF1 (siJAZF1) knockdowns as described in (A) using antibodies 

against indicated histone proteins. H3 served as loading control. Shown is one out of three 

biological replicates with similar results. 
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incorporation of H2A.Z or trimethylation of histone H3 (H3K4me3) primarily into/at the 

+1 nucleosome of actively transcribed genes [53, 351]. Accordingly, based on the 

data received from the ChIP-qPCR, I thus clearly demonstrated that the employed 

experimental set up is applicable for the intended use. 

 

 

 

Having determined suitable antibodies for ChIP assays, I next set out to identify via 

ChIP-seq whether JAZF1 depletion affects deposition/eviction mechanisms of H2A.Z 

and/or its acetylation. Therefore, I performed siRNA-mediated knockdowns of control 

(siNTC) or JAZF1 (siJAZF1) in HK cells. In order to ensure proper depletion of JAZF1 

for ChIP experiments, I first carried out RT-qPCR and immunoblotting analyses and 

confirmed that JAZF1 mRNA (Figure 27A) and protein (Figure 27B) levels were 

adequately reduced in both replicates via RNAi. 

Figure 26: Acetylation of H2A.Z primarily occurs at the +1 nucleosome of the TSS of 

the PARS2 gene. (A) IGV snap shots of the chromosome 1 locus showing H2A.Z ChIP-

seq signals of HK cells (ENCODE). The TSS of the PARS2 gene is depicted above, 

visualizing broadly enriched H2A.Z ChIP-seq signals up- and downstream of the NDR of 

the TSS, according to the +1 and -1 nucleosome positions. Binding sites of PARS2+ (+ = 

+1 nucleosome relative to the TSS, left black peak) and PARS2- (- = -1 nucleosome 

relative to the TSS, right black peak) primer pairs are represented as red bars. The H2A.Z-

depleted region of the RPL11 gene is illustrated below. Binding site of the RPL11_2gb 

primer is depicted as red bar. (B) ChIP-qPCR analysis of H2A.Z, H2A.Zac and H3K4me3 

levels at the PARS2+ (purple), PARS2- (light purple) and RPL11 (dark purple) loci 

described in (A) using antibodies against H2A.Z, H2A.Zac, H3K4me3 or, as negative 

control, no antibody (mock). Respective enrichment of H2A.Z, H2A.Zac or H3K4me3 is 

depicted as percentage of input signals. Error bars indicate SD of three technical 

replicates. Shown is one out of two biological replicates that showed similar results. 
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Afterwards, lysates of fixed control and JAZF1-depleted HK cells were prepared and 

subjected to chromatin shearing. As the length of DNA fragments should not exceed 

500 bp for optimal sequencing accuracy, I first determined the degree of sheared 

chromatin by agarose gel electrophoresis to guarantee precise DNA sizes for 

sequencing. Visualization of fragmented DNA on a 2% agarose gel revealed the 

generation of appropriate chromatin fragments with an average size of 300 bp for all 

samples (Figure 28A), a result that was also successfully quantified by capillary 

electrophoresis (data not shown). 

Finally, to evaluate whether JAZF1 depletion leads to changes in H2A.Z and/or 

H2A.Zac levels within chromatin, generated cell extracts of control or JAZF1-depleted 

HK cells were subjected to ChIP assays with antibodies against H2A.Z, H2A.Zac or, 

as negative control, IgG followed by reverse cross-linking and subsequent purification 

of ChIP DNA. Purified DNA was then used for qPCR analyses to control success of 

H2A.Z and H2A.Zac IPs. Accordingly, as already determined above (see Figure 26), 

ChIP-qPCR demonstrated an enrichment for H2A.Z and H2A.Zac at the TSS of the 

PARS2 gene, while no occupancy of H2A.Z and H2A.Zac at the negative control gene 

body region of RPL11 could be detected (Figure 28B), thereby confirming sufficient 

and specific pull-downs of H2A.Z and H2A.Zac. 

Figure 27: Assessment of JAZF1 transcript and protein levels showing successful 

downregulation of JAZF1 in HK cells via RNAi for ChIP-seq experiments. (A) 

Expression analysis of JAZF1 by RT-qPCR two days after control (siNTC, light grey, two 

replicates) or JAZF1 (siJAZF1, dark grey, two replicates) siRNA-mediated knockdowns in 

HK cells using two JAZF1 primer pairs (JAZF1_1, JAZF1_2). Shown is the fold change 

gene expression compared to control (siNTC) and normalized to HPRT1 expression levels. 

Error bars indicate SD of three technical replicates. (B) Representative immunoblot 

analysis of whole cell extracts of control (siNTC, two replicates) and JAZF1-depleted 

(siJAZF1, two replicates) HK cells two days after RNAi treatment as described in (A). 

Antibody against α-Tubulin served as loading control. 
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Afterwards, libraries of ChIP DNA were prepared, sequenced by Dr. Andrea Nist 

(Genomics Core Facility, Marburg) and bioinformatically evaluated by Prof. Dr. Marek 

Bartkuhn (Biomedical Informatics and Systems Medicine Science Unit for Basic and 

Clinical Medicine, JLU, Giessen). First, focusing on the genome-wide distribution 

patterns of H2A.Z (green) and H2A.Zac (blue) ChIP-seq peaks from control (siNTC) 

and JAZF1-depleted (siJAZF1) HK cells not only confirmed the predominately 

incorporation of H2A.Z into the +1 and -1 nucleosomes, which flank the NDR of TSSs 

of genes, but also revealed that H2A.Z is strongly acetylated at those sites (Figure 

29A). However, comparing H2A.Z ChIP-seq signals from control with those of JAZF1-

depleted HK cells, we ascertained no changes in the level and localization of H2A.Z 

[257] (Figure 29A, B). To test whether JAZF1 actually does not influence H2A.Z 

chromatin deposition/eviction mechanisms, I conducted ChIP-qPCR experiments to 

validate ChIP-seq results for a subset of genomic regions. Therefore, I established 

ChIP-qPCR primers for selected loci from generated ChIP-seq data. Afterwards, ChIP 

experiments with an antibody against H2A.Z of control (siNTC) or JAZF1-depleted 

(siJAZF1) HK cells were performed followed by qPCR analysis of purified ChIP-DNA. 

Consistently, no differential levels of H2A.Z could be observed upon JAZF1 depletion 

in comparison to the control (Figure 29C), indicating that JAZF1 is not involved in 

H2A.Z deposition/eviction pathways [257]. 

Figure 28: Evaluation of H2A.Z and H2A.Zac pull-downs for subsequent sequencing 

of associated genomic DNA. (A) Cell lysates of cross-linked control (siNTC) or JAZF1-

depleted (siJAZF1) HK cells were subjected to chromatin shearing followed by DNA 

extraction and subsequent agarose gel electrophoresis, revealing generation of chromatin 

fragments with an average size of 300 bp. (B) Cell extracts of control (siNTC, two 

replicates, both light grey) or JAZF1-depleted (siJAZF1, two replicates, both dark grey) HK 

cells described in (A) were subjected to ChIP experiments with antibodies against H2A.Z, 

H2A.Zac or, as negative control, IgG followed by purification of ChIP DNA and subsequent 

qPCR analysis using primer pairs for the PARS2 and the RPL11 region as described in 

Figure 26. Respective enrichment of H2A.Z or H2A.Zac is depicted as percentage of input 

signals. Error bars indicate SD of three technical replicates. 
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Figure 29: H2A.Z levels and positions remained unaffected upon loss of JAZF1. (A) 

Density heatmaps showing ChIP-seq signals of global H2A.Z (green), H2A.Zac (blue) and 

Input (grey) of control (siNTC, two replicates) or JAZF1-depleted (siJAZF1, two replicates) 

HK cells. Color intensities represent normalized and globally scaled tag counts. (B) 

Representative genome browser snap shot of human chromosome 1 locus showing H2A.Z 

ChIP-seq signals of control (siNTC, dark green, two replicates) or JAZF1-depleted 

(siJAZF1, light green, two replicates) HK cells. Note that upon JAZF1 depletion no change 

in the level of H2A.Z is detectable (black bar). (C) ChIP-qPCR analysis of H2A.Z levels at 

three different in its occupancy unchanged sites (ctrl1TP, MMP12_gb, RBMS1_gb; gb: 

gene body) and one control site that devoid of H2A.Z (RPL11_2gb) upon control (siNTC, 

light grey) and JAZF1 (siJAZF1, dark grey) knockdowns in HK cells using antibodies 

against H2A.Z or no antibody (mock). Respective enrichment of H2A.Z is depicted as 

percentage of input signals. Error bars indicate SD of three technical replicates. Shown is 

one out of three biological replicates showing similar results. 
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However, we identified an overwhelming number of deregulated H2A.Zac sites 

showing diminished acetylation upon JAZF1 depletion compared to control 

knockdowns (Figure 30A, B). Interestingly, comparing density heatmaps of 

differentially acetylated H2A.Z ChIP-seq signals with ENCODE data for two enhancer 

marks (H3K27ac and H3K4me1), we observed similar intensities for H3K27ac (blue) 

and partly for H3K4me1 (red) at those sites (Figure 30B), indicating that JAZF1-

affected H2A.Zac sites are particular enriched at regulatory enhancer regions. 

Overall, JAZF1 depletion resulted in a significant reduction in the acetylation level of 

H2A.Z at ˃1.000 sites, while H2A.Z levels remained unaffected [257] (Figure 30C). 

 

 

 

 

Figure 30: JAZF1 depletion leads to decreased acetylation of H2A.Z at ˃1.000 

regulatory sites. (A) Representative genome browser snap shot of human chromosome 

8 locus showing H2A.Zac ChIP-seq signals of control (siNTC, dark green, two replicates) 

and JAZF1-depleted (siJAZF1, light green, two replicates) HK cells. Differentially 

acetylated sites are highlighted with black bars. (B) Density heatmaps displaying 

differentially acetylated H2A.Z ChIP-seq peaks after control (siNTC) and JAZF1 (siJAZF1) 

knockdowns in HK cells (green, two replicates) in comparison to density heatmaps of 

H3K27ac (blue, ENCODE) and H3K4me1 (red, ENCODE) at those particular regions. 

Color intensities depict normalized and globally scaled tag counts. (C) Bar-plots illustrating 

statistically significant upregulated (dark grey) and downregulated (light grey) H2A.Z and 

H2A.Zac ChIP-seq peaks upon JAZF1 knockdown in HK cells. 
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In order to characterize the distinct functional properties of JAZF1-regulated H2A.Zac 

sites even more, we compared our ChIP-seq data of differentially acetylated H2A.Z 

sites (diffH2A.Zac) with chromatin states defined by a 10-state model trained on 

ENCODE data for H3K4me3, H3K4me1, H3K27ac, H3K36me3 and H3K27me3, 

using ChromHMM [352, 353]. Surprisingly, comparing global H2A.Zac with those of 

diffH2A.Zac sites, we observed no changes at active promoters harbouring high levels 

of H3K4me3 (states 1 and 3), but we noticed an increased enrichment at the 

chromatin states 2 and 6, which are marked by H3K36me3, H3K4me1 and H3K27ac, 

indicating that JAZF1-dependent sites with a significant decrease of H2A.Zac signal 

were highly enriched at the functional class of active enhancers within gene bodies 

[257] (Figure 31A, B).  

 

 

 

Generally, H2A.Zac has been primarily found at promoter regions [246, 247], 

however, at those sites we ascertained no changes in the acetylation level of H2A.Z 

upon JAZF1 depletion (Figure 31, 32A). More precisely, sites showing decreased 

acetylation of H2A.Z upon loss of JAZF1 were predominantly apparent at introns of 

genes, as determined by relative annotating genomic regions to diffH2A.Zac ChIP-

seq sites (Figure 32B), suggesting that the changes in H2A.Z acetylation occur at 

defined genomic locations. 

Figure 31: JAZF1-dependent differentially acetylated H2A.Z sites are located at 

regulatory enhancer regions within gene bodies. (A) Heatmap visualizing different 

functional chromatin states (1-10) that are characterized by the occurrence of individual 

histone modifications (marks) according to ChromHMM. (B) Enrichment of global H2A.Zac 

or differentially acetylated H2A.Z ChIP-seq sites (diffH2A.Zac) upon JAZF1 depletion in 

different functional chromatin states (1-10) compared to the human genome (left) and log2-

fold enrichment of global H2A.Zac and diffH2A.Zac sites in specific chromatin states based 

to frequency in complete genome (right).  



RESULTS 

92 

 

 

 

So far, JAZF1 depletion resulted in a decreased acetylation of H2A.Z at ˃1.000 

regulatory sites within introns, while global H2A.Z levels remained unchanged [257], 

implying that JAZF1 does not affect chromatin deposition or ejection machanisms of 

H2A.Z, but influences its acetylation. These results raise the question of how JAZF1 

can manipulate acetylation of H2A.Z, since it does not exhibit any enzymatic activity. 

At least one scenario can be envisioned, in which JAZF1 fulfils its functional role in 

controlling acetylation levels of H2A.Z via recruiting TIP60’s enzymatic activity 

responsible for H2A.Z’s acetylation at those particular regulatory sites, since we found 

JAZF1 bound to the KAT (see Figure 11). To test this hypothesis, I set out to evaluate 

TIP60’s possible role in affecting acetylation levels of H2A.Z at some JAZF1-targeted 

sites via ChIP-qPCR. Therefore, I first performed siRNA-mediated knockdowns of 

control (siNTC), JAZF1 (siJAZF1) and TIP60 (siTIP60 #1 and #2) in HK cells and 

checked proper depletion of JAZF1 and TIP60 transcripts via RT-qPCR using two 

JAZF1- or TIP60-specific primer pairs, respectively. RT-qPCR analyses confirmed an 

appropriate reduction in JAZF1 (Figure 33A) and TIP60 (Figure 33B) mRNA levels. 

 

Figure 32: Differentially acetylated H2A.Z sites are enriched at regulatory chromatin 

regions within introns. (A) Representative genome browser snap shot of human 

chromosome 1 locus showing H2A.Zac ChIP-seq signals at the promoter region of the 

PARS2 gene of control (siNTC, dark green, two replicates) and JAZF1-depleted (siJAZF1, 

light green, two replicates) HK cells. Note that we observed no changes in H2A.Z 

acetylation at promoter regions (highlighted in gray). (B) Bar-chart showing genomic 

feature distribution of global H2A.Zac and JAZF1-dependent differential acetylated H2A.Z 

ChIP-seq peaks (diffH2A.Zac) in comparison to the human genome. 
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Afterwards, I established ChIP-qPCR primers (ctrl1TP, MMP12_gb, RBMS1_gb) for 

selected loci from previously generated ChIP-seq data showing reduced acetylation 

level of H2A.Z upon loss of JAZF1 (Figure 34A), but no change in H2A.Z occupancy 

(see Figure 29C). Finally, ChIP experiments of control (siNTC), JAZF1- (siJAZF1) or 

TIP60-depleted (siTIP60 #1 and #2) HK cells with an antibody against H2A.Zac were 

carried out followed by qPCR analyses of purified ChIP-DNA. In line with our previous 

ChIP-seq findings, JAZF1 depletion led to reduced acetylation of H2A.Z at the 

selected sites (Figure 34B), thereby verifying our obtained ChIP-seq results. 

Interestingly, TIP60 knockdown also resulted in an decrease in H2A.Zac at those 

JAZF1-targeted sites (Figure 34B), indicating that TIP60 is the histone 

acetyltransferase responsible for the acetylation of H2A.Z at least at some JAZF1-

dependent chromatin regulatory enhancer regions [257]. 

 

 

Figure 33: TIP60 transcript level was sufficiently downregulated via RNAi. (A) 

Expression analysis of JAZF1 by RT-qPCR two days after control (siNTC, light grey) or 

JAZF1 (siJAZF1, dark grey) siRNA-mediated knockdowns in HK cells using two JAZF1 

primer pairs (JAZF1_1, JAZF1_2). Shown is the fold change gene expression compared 

to control (siNTC) and normalized to HPRT1 expression levels. Error bars indicate SD of 

three technical replicates. (B) Expression analysis of TIP60 by RT-qPCR analysis two days 

after control (siNTC, light grey) or TIP60 (siTIP60 #1 and #2, dark and light blue) siRNA-

mediated knockdowns in HK cells using two TIP60 primer pairs (TIP60_1, TIP60_2). 

Shown is the fold change gene expression compared to control (siNTC) and normalized to 

HPRT1 expression levels. Error bars indicate SD of three technical replicates. Illustrated 

is one of three biological replicates showing similar results. 
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All in all, we discovered JAZF1 as a crucial factor for regulating acetylation of H2A.Z 

at specific regulatory sites, possibly via targeting the histone acetyltransferase TIP60 

of the p400 complex to such regions [257]. 

 

Note that the major part of this section has already been published in the following 

manuscript [257].

Figure 34: TIP60 depletion leads to reduction in H2A.Zac levels at some JAZF1-

dependent differentially acetylated H2A.Z sites. (A) Three representative IGV snap 

shots of human chromosome 13 (left), 11 (middle), 2 (right) loci showing H2A.Zac ChIP-

seq signals of control (siNTC, two replicates, dark green) or JAZF1-depleted (siJAZF1, two 

replicates, light green) HK cells. Binding sites of the ctrlTP1 (left), MMP12_gb (middle) and 

RBMS1_gb (right) ChIP-qPCR primer pairs used in (B) are depicted as red bars. 

Differentially acetylated H2A.Z sites are highlighted in grey. (B) ChIP-qPCR analysis of 

H2A.Zac levels at three JAZF1-dependent differentially modified sites (ctrl1TP, 

MMP12_gb, RBMS1_gb; gb: gene body) upon control (siNTC, light grey), JAZF1 (siJAZF1, 

dark grey) or TIP60 (siTIP60 #1 and #2, dark and light blue) knockdowns in HK cells using 

an antibody against H2A.Zac or no antibody (mock). Respective enrichment of H2A.Zac is 

depicted as percentage of input signals. Error bars indicate SD of three technical 

replicates. 
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4 DISCUSSION AND FUTURE PERSPECTIVES 

4.1 JAZF1 as a novel member of the p400 complex 

Among several other proteins, we identified the proposed transcriptional regulator 

JAZF1 as a novel chromatin-free H2A.Z-binding protein of an MBTD1- and TIP60-

containing p400 chaperone/remodelling sub-complex that excludes ANP32E in HeLa 

Kyoto (HK) cells as demonstrated by SILAC-MS and pull-down experiments [257] 

(see Figure 6, 7, 11). This suggests that such a complex can exist in different 

mammalian cell types, as JAZF1’s association with the p400 complex has already 

been shown in human endometrial stromal cells [306]. However, the biological 

consequences have not been further characterized [306]. On the other hand, a p400 

complex that contains both JAZF1 and MBTD1 but precludes ANP32E had so far not 

been reported and is an exciting finding that raises several questions, which can be 

elucidated by future research: How do JAZF1 and MBTD1 bind to the p400 complex? 

Do they recognize specific factors such as TIP60, since we found JAZF1 bound to the 

KAT (see Figure 11)? Do they compete with ANP32E for binding to the p400 

complex? In this way, our discovery can provide a basis for further studies. Moreover, 

it opens up completely new and interesting functions for JAZF1. Apart from its already 

known transcriptional properties and metabolic features [295, 354], nothing is known 

about the putative role JAZF1 might play within the multifunctional p400 complex. 

Since JAZF1 has been linked to cancer development [355, 356] and is overexpressed 

in many cancer types (see Figure 35 [357–359]), highlighting the importance of this 

factor, it will be of particular interest to evaluate JAZF1’s functional implication in p400-

mediated biological processes to obtain access to the poorly understood molecular 

mechanisms of JAZF1 in health and disease. Therefore, I aimed in the present study 

to unravel the yet unexplored p400-associated chromatin functions of JAZF1. 
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4.2 Towards understanding the functions of JAZF1 beyond its 

metabolic roles 

JAZF1 – an underrated transcription factor involved in DNA damage repair 

processes? 

Interestingly, first preliminary data from our group and collaboration partners 

demonstrated that GFP-JAZF1 is rapidly recruited to DSBs after laser irradiation (data 

not shown), suggesting that JAZF1 could be involved in the DNA damage response 

as it has already been demonstrated for other p400 complex components such as 

MBTD1, TIP60 or ANP32E [210, 275, 281, 284, 338, 360]. The study by Jacquet et 

al. revealed that MBTD1 and TIP60 participate in DNA repair by influencing the 

disappearance of γH2A.X foci, which is indispensable for the final repair of DSBs 

through homologous recombination (HR) [284]. It has been shown that depletion of 

MBTD1 or TIP60 leads to a prolonged persistence of those foci, which appears about 

150 min after cell irradiation and persists for up to 12 hours, whereas control cells 

Figure 35: JAZF1 mRNA expression levels are increased in several cancer types. 

Box-plots showing JAZF1 mRNA expression in 17 cancer types depicted as median 

number Fragments per Kilobase of exon per Million reads (FPKM) obtained from RNA-seq 

data by the Cancer Genome Atlas (TCGA). Image (RNA Expression Overview) received 

from the Human Protein Atlas (http://www.proteinatlas.org) [357–359]. Available from 

v20.1.proteinatlas.org (Expression of JAZF1 in cancer – Summary – The Human Protein 

Atlas: https://www.proteinatlas.org/ENSG00000153814-JAZF1/pathology). Copyright © by 

Human Protein Atlas. 

http://www.proteinatlas.org/
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reach basal levels of γH2A.X already after 6 hours [284, 336–338]. This phenomenon 

could reflect a defect in DNA repair due to the loss of MBTD1 or TIP60 [284]. 

Surprisingly, 180 min after induction of DSBs, we also observed higher levels of 

γH2A.X upon loss of JAZF1, as demonstrated by ChIP-qPCR experiments (see 

Figure 16), while global levels remained unaffected (see Figure 14). This finding 

provide a first indication that JAZF1 might be required for the repair of DSBs at certain 

sites, raising the question of what role JAZF1 does play in DNA repair processes. The 

function of MBTD1 and TIP60 in DNA damage repair has been partly uncovered, while 

the influence of JAZF1 on this cellular process is still unknown. 

In response to DSBs a large number of proteins is phosphorylated by the ATM kinase, 

thereby mediating initiation of an early signalling cascade that in turn leads to the 

regulation of chromatin structure as well as transcriptional activity and facilitates the 

binding of downstream effectors for efficient repair of injured DNA [361, 362]. These 

coordinated mechanisms are primarily regulated by nucleic acid binding as well as 

PTM recognition and protein-protein interactions at DNA lesions [363]. Among several 

other DNA damage-related proteins, MBTD1 and TIP60 contain structural and 

functional features allowing them to recognize specific histone modification patterns 

and/or acetylate target proteins in the temporal and spatial orchestration of DSB repair 

[284, 364]. However, based on homology searches (BLAST) it is highly unlikely that 

JAZF1 possesses histone reader domains or any enzymatic activity, but JAZF1 

comprises three C2H2-type zinc finger (ZnF) motifs (see Figure 9) commonly found 

in transcription factors (TFs) and has been originally described as an putative 

transcriptional regulator [296, 354]. Interestingly, beyond the classical functions of 

TFs involving gene regulatory roles through DNA, RNA or protein binding, a large 

number of these factors also participate in the DNA damage response [363]. At least 

two different scenarios can be envisioned how TFs regulate DNA repair [365]. Firstly, 

they can indirectly promote repair by controlling the expression of genes encoding 

key determinants of the DNA repair system and on the other hand, they can regulate 

DNA recovery directly through acting as an integral component of the DNA repair 

machinery itself [365]. A recent study by Izhar et al. identified several TFs as being 

DNA damage localized after laser microirradiation, where they are presumably able 

to facilitate repair of DNA lesions [363, 366]. Interestingly, JAZF1 is also promptly 

recruited to DSBs (data not shown) and, in addition, we showed that JAZF1 regulates 

the transcription of several DNA repair-associated factors, since loss of JAZF1 

impaired expression of genes related to DNA repair as demonstrated by RNA-seq 

experiments (Figure 20B). Gene Set Enrichment Analysis (GSEA) of our RNA-seq 

dataset of JAZF1-depleted (siJAZF1) HK cells in comparison to control (siNTC) 
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knockdown, deciphered a statistically consistent transcriptional change of genes 

related to the GO pathway “DNA repair” (Figure 36). These findings corroborates the 

belief of JAZF1 being implicated in DNA damage repair processes as a putative 

transcriptional regulator. 

 

 

 

Given these results, it can be considered that JAZF1 may function as a DNA-binding 

factor in a spatio-temporal fashion to control the activity of key mediators involved in 

DNA repair processes by modulating their expression. Likewise, it might also be 

possible that JAZF1 as a member of the p400 complex rapidly translocates to DNA 

breaks, thereby allowing access of the p400 complex to sites of action in order to 

facilitate efficient repair of injured DNA. These interesting proposals could be the 

focus of future research. 

Moreover, TFs are often posttranslationally phosphorylated in order to regulate their 

activity [367]. Interestingly, MS data in the literature (PhosphoSitePlus database) 

revealed that JAZF1 exhibits many putative phosphorylation sites: Y55, S85, T99, 

T109, T113, T117, S119, S120 and Y216, which can possibly modulate both the DNA-

binding and the transcriptional activity of JAZF1 upon phosphorylation. Therefore, it 

could be of particular interest to investigate whether JAZF1 indeed gets 

phosphorylated, also in context of DNA damage and which kinase(s) is/are 

Figure 36: JAZF1 depletion leads to the deregulation of several genes, with some of 

them involved in DNA repair processes. Gene Set Enrichment Analysis (GSEA) of 

expression changes upon loss of JAZF1 (siJAZF1) in comparison to control (siNTC) 

knockdown in HK cells received from the RNA-seq dataset as described in Figure 19 and 

20, demonstrated that several deregulated genes are associated with the Kyoto 

Encyclopedia of Genes and Genomes (KEGG) pathway “DNA repair”. 
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responsible for modifying JAZF1, thereby potentially contributing not only to the 

fundamental understanding of JAZF1’s molecular functioning, but also to its putative 

role in DNA damage repair processes. This proposal could be realized by protein 

dephosphorylation assays (for instance using the Lambda phosphatase enzyme) 

followed by immunoblotting analysis of JAZF1. In order to determine the kinase(s) 

responsible for the phosphorylation of JAZF1, in vitro kinase assays using specific 

kinase inhibitors could be performed followed by immunoblot detection of JAZF1. 

However, it should be noted that in response to DNA damage, it is highly unlikely that 

JAZF1 becomes phosphorylated by the ATM, ATR or the DNA-PK, as these kinases 

preferentially phosphorylate SQ/TQ motifs of target substrates [368–370], which are 

missing in putative JAZF1 phosphorylation sites. 

Furthermore, in response to DNA damage the transcription of genes flanking DSBs is 

suppressed and only restored after completion of DNA repair [308]. Dieter Werner, a 

former master student of our group I supervised, investigated whether JAZF1 might 

be even required for DSB-induced transcriptional silencing, since it is described as an 

potential transcriptional repressor [295]. Using the here described U2OS reporter cell 

system [307, 320], Dieter determined nascent transcript levels of the doxycycline-

inducible YFP-MS2 reporter transgene upon JAZF1 depletion in an DSB-occuring 

environment. First indications received from its RT-qPCR experiments provided that 

downregulation of JAZF1 did not lead to changes in the reporter transcript level at 

various time points (data not shown, Master Thesis of Dieter Werner). It can therefore 

be assumed that the duration of the DSBs-induced transcription arrest of the 

transgene remains largely unaffected upon loss of JAZF1, arguing against an actual 

defect in DNA damage repair and a role of JAZF1 in the regulation of DSB-dependent 

transcriptional repression events. Nevertheless, due to a lack of time this experiment 

was only performed once and should therefore be repeated in order to clarify whether 

JAZF1 attends in transcriptional silencing in response to DNA damage. 

Overall, our results provide a first evidence that JAZF1 is somehow implicated in DNA 

repair, but the mechanism by which JAZF1 potentially influences this cellular essential 

process remains unknown. Therefore, future research is required to decipher the 

exact role JAZF1 might have in DNA damage repair processes. Continuative 

experiments such as ChIP-seq of JAZF1 after induction of DSBs at precise loci can 

be employed to gain further knowledge regarding JAZF1’s genomic localization, 

thereby contributing to a clearer understanding whether JAZF1 may actually act as a 

transcriptional regulator of putative DNA repair-associated genes. Likewise, other 

p400 complex members such as TIP60 and MBTD1 could also be traced via ChIP-

seq in order to analyse whether a genomic colocalization with JAZF1 exist at those 
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sites, thereby taking the p400 complex into account. Performing immunofluorescence 

(IF) analyses after inducing DNA damage can also deliver insights into JAZF1’s 

cellular distribution and whether a colocalization with the DNA damage marker 

γH2A.X exist. Last but not least, since we only identified by SILAC-MS JAZF1’s and 

MBTD1’s chromatin-free binding partners, it could also be interesting to evaluate 

whether MBTD1, JAZF1 and ANP32E act in concert on chromatin in a spatio-temporal 

dynamic to facilitate DNA repair, since both MBTD1 and ANP32E have already been 

linked to DNA damage repair [281, 284]. In the future, it will be of particular interest to 

investigate the precise molecular functions of JAZF1 in this biological essential 

pathway. 

 

JAZF1, a transcriptional regulator of ribosome biogenesis 

Interestingly, RNA-seq experiments of control (siNTC) and JAZF1-depleted (siJAZF1) 

HK cells revealed that JAZF1 not only regulates the transcription of DNA repair-

associated factors, but also controls expression of several genes involved in ribosome 

biogenesis (Figure 20). Support for this observation comes from a recent study by 

Kobiita et al., showing that JAZF1 is a key transcriptional regulator of ribosome 

biogenesis in pancreatic ß-cells [344], thereby indicating that the regulatory functions 

of JAZF1 are not restricted to a specific cell type [257]. Moreover, Kobiita and 

colleagues also identified JAZF1 as nucleoli-enriched protein, whose depletion led to 

enlarged nucleoli sizes, reflecting a defect in ribosome biogenesis [344]. Additional IF 

analyses of our group demonstrated that nuclear JAZF1 also associates with Coilin, 

a signature protein of Cajal Bodies (CB) [371] (Figure 23). Several studies have 

implicated CBs in modifying non-coding RNAs, which include those forming the core 

of small nucleolar ribonucleoproteins (snoRNPs) involved in ribosomal RNA (rRNA) 

processing [257, 348], thereby playing a crucial role in the regulation of ribosome and 

spliceosome kinetics [345–347]. Interestingly, we also noted that some deregulated 

genes upon loss of JAZF1 were significantly associated with the KEGG pathway 

‘Spliceosomal complex’ (Figure 37), indicating that JAZF1 is a transcriptional 

regulator not only of ribosome biogenesis-associated genes, but also of some 

spliceosomal-related genes. This is supported by the mere observation of an 

increased number of CBs upon downregulation of JAZF1 (Figure 23), possibly in 

response to an impaired splicing rate [372]. 
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Moreover, proliferation analyses of control (siNTC) and JAZF1-depleted (siJAZF1) HK 

cells demonstrated that loss of JAZF1 resulted in proliferation defects (Figure 24B), 

possibly due to a deregulated rate of ribosome biogenesis, while I was not able to 

detect changes in cell cycle progression upon JAZF1 knockdown (Figure 24C). 

However, this type of analysis utilized is not useable for detecting slight changes in 

cell cycle progression, as growing cell cultures are generally asynchronous and thus 

exhibiting cells in different stages of the cell cycle [373]. This fact makes it difficult to 

ascertain minor changes in cell cycle progression of heterogeneous cell populations. 

Therefore, it is best to synchronize cells to create a homogeneous population of cells 

at a single cell cycle stage by inhibiting cells from cycling [373]. The use of chemical 

agents such as the rapidly-reversible inhibitor Nocodazole causes cell arrest in G2/M 

phase [373]. After cell synchronization, cells reentry into the cell cycle and continue 

cycling at the same stage, thereby allowing detection of subtle changes in cell cycle 

events [373]. Therefore, it cannot be excluded whether depletion of JAZF1 leads to a 

slight defect in a cell cycle phase, which need to be elucidated by future research. 

Moreover, it could also well be that depletion of JAZF1 leads to increased cell death, 

as deregulation of ribosome biogenesis and larger nucleoli sizes have frequently been 

linked to an increased cellular propensity to undergo apoptosis and/or senescence 

[344, 374, 375]. Therefore, it might be very interesting to analyse the cellular 

Figure 37: JAZF1 depletion leads to deregulation of many spliceosomal complex-

associated genes. Gene Set Enrichment Analysis (GSEA) of expression changes upon 

loss of JAZF1 (siJAZF1) in comparison to control (siNTC) knockdown in HK cells received 

from the RNA-seq dataset as described in Figure 19 and 20, demonstrated that several 

deregulated genes are associated with the Kyoto Encyclopedia of Genes and Genomes 

(KEGG) pathway “spliceosomal complex”. 
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relevance of the observed proliferation defect by further research. Performing 

apoptosis and senescence assays of control (siNTC) and JAZF1-depleted (siJAZF1) 

HK cells could provide insights into the resulting cellular consequences upon JAZF1 

depletion, thereby potentially contributing to the fundamental understanding of 

JAZF1’s cellular role in health and disease. For instance, flow cytrometry analyses of 

fluorescently labeled Annexin V (a marker for apoptosis)-stained cells could be 

conducted to detect and quantify apoptotic cells [376]. Since Annexin V not only stains 

apoptotic, but also necrotic cells, co-staining with propidium iodide (PI) should be 

performed to distinguish apoptotic from nectrotic cells, as PI only enters necrotic cells 

[376]. In contrast, determination of cellular senescence could be realized by 

measuring senescence-associated (SA) ß-galactosidase activity using the artificial 

substrate X-gal, as only senescent cells are able to convert X-gal into a blue product, 

which can be easily detected by microscopy [377, 378]. 

 

JAZF1 has been identified as a TAK1/TR4-interacting protein with functions as a co-

repressor of TAK1-mediated direct repeat DNA-element (DR1)-dependent 

transcriptional activation [295]. It is suggested that the TAK1-associated 

transcriptional regulation involves the recruitment of various transcription intermediary 

factors, which in turn allow binding of complexes to induce changes in chromatin 

structure through their histone deactelyase or acetylase activities [295, 379]. 

Interestingly, a study by OʹGeen et al. demonstrated that TAK1 target genes were 

enriched in fundamental biological processes such as ribosome and RNA processing 

[380], indicating that TAK1 might be an important regulator of ribosome biogenesis. 

Taking our insights and those of the study by OʹGeen et al. into account one exciting 

question emerges: Does TAK1 concomitant bind with the transcriptional regulator 

JAZF1 to some target sites, which might lead to the recruitment of the p400 complex 

to control transcription of ribosomal genes via the histone acetyltransferase TIP60? It 

would thus be very interesting to re-analyse our RNA-seq dataset received from 

JAZF1-depleted HK cells with respect to TAK1-dependent target genes to unravel 

whether JAZF1 and TAK1 regulate common genes. Astonishingly, support for our 

assumption also comes from another publication by Halkidou et al. revealing that 

TIP60 plays a role in rDNA and ribosomal gene transcription in prostate cancer cell 

lines [341]. Moreover, in yeast, the catalytic component Esa1 of the NuA4 histone 

acetyltransferase complex is involved in the transcriptional regulation of ribosomal 

protein genes by the acetylation of target histone proteins [381], indicating that histone 

acetylation by the NuA4 complex could constitute a conserved mechanism of 

regulating transcription of ribosomal genes. 
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Overall, JAZF1 supposedly affect ribosome biogenesis on a transcriptional level, 

however, it remains still unclear how JAZF1 mechanistically exercises its 

transcriptional functions. Hypothetically, JAZF1 may act as a chromatin modulator via 

recruiting the TIP60-containing p400 complex to respective target sites. 

 

Unmasking of JAZF1 as chromatin modulator 

Using ChIP-seq analyses, we discovered JAZF1 as a crucial factor for regulating 

acetylation of the histone variant H2A.Z at more than 1.000 regulatory sites within 

intronic enhancers [257] (Figure 30, 31, 32). This is in line with our RNA-seq 

experiment demonstrating that more genes were down- than upregulated upon JAZF1 

depletion, as acetylation of H2A.Z has generally been linked to transcriptional 

activation [247]. Since JAZF1 does not seem to exhibit any enzymatic activity, it is 

thus tempting to speculate that the acetylation of H2A.Z at these JAZF1-targeted sites 

is catalyzed by the histone acetyltransferase TIP60, as we found JAZF1 bound to the 

KAT (Figure 11), and both belong to the same H2A.Z-specific p400 

chaperone/remodelling sub-complex [257] (Figure 6, 7). Moreover, depletion of TIP60 

resulted in decreased H2A.Zac levels at some JAZF1-regulated sites (Figure 34), 

supporting our hypothesis of TIP60 being the driving force for modifying H2A.Z at 

these specific JAZF1-orchestrated regulatory regions. Thus, it seems likely that 

JAZF1 recruits the enzymatically active KAT TIP60 to some regulatory sites to 

orchestrate acetylation of H2A.Z, thereby controlling expression of many genes, with 

several of them involved in ribosome biogenesis [257]. As already mentioned, the 

publication from Halkidou et al. corroborates this theory by demonstrating a putative 

role of TIP60 in ribosomal gene transcription [341]. To provide more detailed 

information on whether the observed changes in H2A.Zac correlate with the 

deregulation of target genes upon JAZF1 knockdown, we compared our datasets 

derived from the ChIP-seq and RNA-seq experiments with each other. Unfortunately, 

comparison of these two types of data did not reveal a statistically significant overlap 

of genes that were differentially expressed in close proximity to the deregulated 

H2A.Zac sites upon JAZF1 depletion (Figure 38). 
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However, it can be quite challenging to establish direct links between histone 

acetylation and changes in gene expression, as JAZF1-affected H2A.Zac sites were 

mainly found within intronic enhancers. Therefore, it might be possible that the 

alterations of H2A.Zac affect expression of distant genes through a long regulatory 

path that depends on the combinatorial action of multiple factors. Accordingly, it will 

be interesting to determine whether JAZF1 act in concert with other regulatory 

determinants on chromatin, since we only looked at the chromatin-free interaction 

partners of JAZF1 [257], thereby contributing to the understanding of how JAZF1 

actually performs its chromatin-associated functions. 

Moreover, it would be crucial to map the genomic binding sites of JAZF1 and TIP60 

on a genome-wide level via ChIP-seq to confirm our previous results and to identify 

additional target genes of JAZF1, since we only evaluated the impact of JAZF1 on 

chromatin. To determine putative biological processes for JAZF1 targets, GO and 

KEGG analyses could be conducted. Regrettably, I was not able to identify where in 

the genome JAZF1 and TIP60 actually bind, neither of endogenous nor of GFP-

tagged proteins, as countless antibodies were not applicable for ChIP-seq assays 

and/or did not yield evaluable results. In the meanwhile, Kobiita and colleagues 

succeeded in the genome-wide identification of JAZF1 targets in pancreatic ß-cells 

by ChIP-seq [344]. Interestingly, they identified numerous JAZF1 target genes that 

were related to biological processes such as translation, ribosome, mRNA splicing, 

Figure 38: Correlation between JAZF1-dependent diffH2A.Zac sites and target 

genes. Venn diagram showing overlap of differentially acetylated H2A.Z (diffH2A.Zac) 

ChIP-seq peaks (red) and differentially expressed genes (grey) obtained from the RNA-

seq dataset upon JAZF1 depletion. Note that there is no statistically significant overlap of 

genes that were differentially expressed in close proximity to the deregulated H2A.Zac 

sites upon JAZF1 depletion (number of overlapped genes: 18).  
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chromatin remodelling, and regulation of translation fidelity [344]. While the 

discovered JAZF1 target sites were enriched mainly at proximal promoter regions 

[344], we only found changes in H2A.Zac in enhancers regions [257]. However, it 

should be noted that JAZF1 binding sites have also been found within the first and 

other intron regions [344], which often contain functional elements such as enhancers 

important for regulating expression of genes that can be located over as much as a 

million base pairs away [382–384]. In addition, JAZF1-associated binding sites within 

transcriptional start sites corresponded to E26 transformation-specific (ETS) and 

direct repeat DNA-element (DR1) transcription factor motifs [344]. Interestingly, TAK1 

also binds strongly to DNA elements containing a DR1 motif [295, 344]. Since JAZF1 

associates with TAK1 and both are involved in the regulation of ribosomal gene 

expression [295, 344, 380], it could well be that JAZF1 is part of a second complex 

including TAK1, which controls the expression of target genes directly via binding to 

respective transcriptional start sites. Another possible explanation for this 

controversial finding might be that depending on the cell type and/or differentiation 

state, different JAZF1-dependent transcriptional regulatory mechanisms exist, 

including the p400 or the TAK1/TR4 complex. Therefore, it will be also very interesting 

to compare published TIP60 and TAK1 ChIP-seq data with those of JAZF1 to resolve 

this discrepancy. 

However, several questions remain open for future research that need to be further 

explored to expand our knowledge of how JAZF1 orchestrate chromatin/DNA 

transcriptional regulation events, especially in regard to its impact in ribosome 

biogenesis. Since two different putative mechanism how JAZF1 could control 

transcriptional outputs of target genes has been published [257, 344], it would be 

crucial to analyse whether JAZF1 might be actually a member of several different 

complexes and whether these JAZF1-mediated transcriptional processes are rather 

general principles to regulate expression of various gene sets or whether these are 

cell type- or differentiation-dependent mechanisms. 

Based on our data, at least one hypothetical model can be imagined (Figure 39), in 

which JAZF1 might function as a recruiter of the TIP60-containing p400 complex to 

some intronic regulatory enhancer regions, where TIP60 catalyzes the acetylation of 

the histone variant H2A.Z, thereby controlling expression of target genes, with many 

of them involved in ribosome biogenesis. 
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4.3 Yeast SFP1 a putative counterpart of human JAZF1 

Inferring functional and evolutionary relationships of JAZF1 by homology searches 

using the web browser-based NCBI Basic Local Alignment Search Tool (BLAST) 

revealed that the yeast transcription factor Split finger protein 1 (SFP1) is a putative 

ortholog of human JAZF1. This is consistent with the study from Kobiita et al. [344] 

and a study by Loewith and Virgilio, which uncovered several human orthologues of 

S. cerevisiae TOR signalling network components with the web-based YOGY 

resource [385]. Both, JAZF1 and SFP1 contain three putative C2H2-type zinc finger 

(Znf) motifs [292, 386] (Figure 40A), which resemble not only in their distribution, but 

also in their amino acid sequences, as demonstrated by alignment of human JAZF1 

and yeast SFP1 protein sequences using the web browser-based Clustal Omega 

[387] (Figure 40B). 

Figure 39: Proposed model of JAZF1-mediated transcriptional regulation of target 

genes. We identified JAZF1 (pink) as a novel member of an TIP60-containing p400 sub-

complex (members of the p400 complex are depicted in blue and shared members of the 

p400 and SRCAP complexes are shown in purple), which recruits TIP60’s enzymatic 

activity to regulatory enhancer regions within introns (black arrow), where it acetylates (red 

circle) the histone variant H2A.Z (yellow), thereby regulating transcription of many target 

genes. 
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Figure 40: Human JAZF1 shares sequence homologies to yeast SFP1. (A) Schematic 

domain organization of the human JAZF1 (upper) and yeast SFP1 (below) proteins. JAZF1 

and SFP1 contain three putative C2H2-type zinc finger (ZnF) domains. (B) Clustal Omega-

based alignment [387] of human JAZF1 and yeast SFP1 amino acid sequences. The three 

putative zinc finger motifs (ZnF1-3) are highlighted with the respective color as shown in 

(A). Asterisk (*) represents fully conserved residues, colon (:) represents conserved 

strongly similar residues and period (.) represents conserved weakly similar residues. 
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Among other functions, yeast SFP1 acts as a transcriptional regulator of genes 

required for ribosome biogenesis, similar to JAZF1 in human [344, 385, 386, 388, 

389], indicating that in addition to their structural accordance, JAZF1 and SFP1 might 

share functional similarities. It is suggested that SFP1 affects ribosome biogenesis on 

a transcriptional level by regulating expression of ribosomal genes [386, 390], 

however, SFP1 has not been detected directly on corresponding promoter elements, 

suggesting that SFP1 might regulate gene expression through an indirect mechanism 

[386]. Interestingly, SFP1 was found to interact with yeast Transcription-associated 

protein 1 (Tra1) (homolog of human TRRAP), a subunit of the NuA4 histone 

acetyltransferase complex [391–393]. In a previous study, depletion of SFP1 or Tra1 

in yeast strains resulted in a deregulation of ribosomal protein gene expression, 

indicating that both proteins function in the same pathway [391]. In addition, deletion 

of Tra1 displayed decreased recruitment of the catalytic subunit Esa1 of the NuA4 

complex to target sites [391]. In yeast, Esa1 has already been found to play a crucial 

role in the coordinated regulation of ribosomal gene expression by the acetylation of 

chromatin substrates [381] and moreover, Esa1 is highly similar to human TIP60 

[394]. With regard to our data, at least one hypothetical scenario can be envisioned, 

in which JAZF1 and SFP1 might function as transcriptional regulators via recruiting 

the Esa1- or TIP60-containing NuA4/p400 complex to respective target sites for the 

regulation of target gene expression, implying that eukaryotes have evolved a 

common/conserved transcriptional regulatory mechanism of ribosomal genes. 

Furthermore, like for JAZF1, SFP1 has been proposed to regulate expression of 

genes involved in the DNA-damage response, while loss of SFP1 impairs DNA repair 

in yeast [386, 395]. Since expression of SFP1 is increased after DNA damage [386], 

it would thus be very interesting to evaluate whether JAZF1 expression is also 

upregulated in response to DNA damage, thereby contributing to the assumption of 

JAZF1 being a crucial regulator in DNA repair processes. Moreover, SFP1 has been 

proposed as a key element in controlling cell growth and cell cycle progression by 

regulating expression of genes required for many growth-promoting processes [388, 

390]. However, as previously mentioned I was not able to detect changes in cell cycle 

progression upon JAZF1 depletion, possibly due to a lack of cell synchronization. In 

summary, our results are consistent with those of Kobiita et al. revealing that JAZF1 

is a putative functional ortholog of SFP1, a key determinant in regulating transcription 

of ribosomal genes [344]. Moreover, Clustal Omega-based alignment [387] of the 

human JAZF1 protein sequence revealed not only amino acid similiarities to yeast 

SFP1, but also a high conservation across other species, indicating that JAZF1 is 

highly conserved (see Figure A.3 in appendix). 
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4.4 JAZF1 and its association with human endometrial stromal 

sarcomas 

Since JAZF1’s discovery as a transcriptional TAK1-interacting coregulator in 2004 

[295, 356], it has frequently been found to be associated with various cellular 

metabolic energy processes such as gluconeogenesis, lipid metabolism, and insulin 

sensitivity [292, 293]. It is therefore not surprising that genetic variations of the JAZF1 

gene has been reportedly closely linked to metabolic disorders like type 2 diabetes 

mellitus (T2DM) [354, 396, 397]. However, human diseases associated with 

deregulation of JAZF1 also include cancer, in particular prostate cancer and 

endometrial stromal sarcomas (ESS) [300, 355, 398], while the underlying 

mechanisms of how JAZF1 contributes to the occurrence of these neoplasms are 

largely unknown. Due to a great interest and an important biological as well as clinical 

relevance, I will focus in the following section on JAZF1’s putative involvement in 

human ESS.   

Over the past years, genetic investigations have revealed that human sarcomas are 

frequently characterized by the appearance of specific chromosomal translocations, 

thereby leading to the generation of chimeric proteins, which contain combined 

properties of the original proteins [399]. Since genes encoding transcription factors 

are often affected by these nonrandom genetic rearrangement events, it might be 

conceivable that the novel proteins function as deregulated transcription and 

signalling factors, resulting in the disruption of tightly regulated biological processes 

[399]. Human ESSs are extremely rare mesenchymal malignant tumors of the uterine 

[400]. One of the most common cytogenetic abnormalities found in ESSs is the 

t(7;17)(p15:q21) chromosomal translocation, involving genes encoding the two zinc-

finger proteins JAZF1 and SUZ12 [300, 401]. The resulting fusion protein contains the 

N-terminal fragment of JAZF1 and a large portion of the C-terminal part of SUZ12 

[300] (Figure 41). SUZ12 is a member of the Polycomb repressive complex 2 (PRC2) 

that controls chromatin compaction and transcriptional repression through 

trimethylation of histone H3 on lysine 27 [402]. Interestingly, a recent study 

demonstrated that the JAZF1-SUZ12 fusion mediates an spatial interaction between 

the transcriptional active p400 and the repressive PRC2 complexes [306], while the 

biological consequences remain still unknown. 
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Besides JAZF1-SUZ12, other chimeric proteins have been detected in ESS including 

JAZF1-PHF1, EPC1-PHF1, MEAF6-PHF1, MBTD1-CXorf67, MBTD1-PHF1 [304, 

306, 403]. Conspicuously, all of these fusions potentially have the capability to 

physical linkage the p400 and PRC2 complexes, as they harbor at the N-terminus 

components of the p400 complex and at the C-terminus members or recruitment 

factors of the PRC2 complex. However, some of these fusions do not arise exclusively 

in ESS, but have also been observed in other human sarcomas such as ossifying 

sarcoma of the heart or ossifying fibromyxoid tumor (OFMT) [303, 404]. This suggests 

that despite the molecular diversity of the individual sarcoma types, the malign 

degeneration of these cells might occur due to a possible common epigenetic 

pathway, involving the p400 and PRC2 complexes. There are various possibilities of 

how sarcoma-specific fusion proteins can contribute to the development of human 

sarcomas. Firstly, acetylation of H2A.Z and/or methylation of H3K27 at target sites 

can be disrupted or promoted in the presence of fusion proteins. Secondly, acetylation 

of H2A.Z may arise at H3K27me3-targeted PRC2 sites or methylation of H3K27 at 

genomic H2A.Z-targeted p400 sites. Finally, not only acetylation of H2A.Z, but also 

its chromatin deposition/evicition can be affected. Altogether, sarcoma-specific fusion 

proteins could deregulate expression of specific target genes during mesenchymal 

differentiation processes via epigenetic mechanisms, thereby changing the 

transcriptional program of these cells that could significantly contribute to cancer 

pathology. 

Figure 41: Schematic domain structure of the JAZF1-SUZ12 sarcoma-specific fusion 

protein. JAZF1 (black) consists of a nuclear orphan receptor TAK1/TR4 interacting 

domain (TID, yellow) required for the interaction with TAK1/TR4 and three putative zinc 

finger motifs (ZnF) shown in blue, green and brown. SUZ12 (green) contains one zinc 

finger domain (ZnF, pink) crucial for the interaction with PRC2 complex members. The 

aberrant sarcoma-specific fusion protein JAZF1-SUZ12 contains the N-terminal part of 

JAZF1 and a large portion of the C-terminal part of the SUZ12 protein. Magenta dashed 

lines indicate breakpoints. Figure created with BioRender.com. 
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In consideration of our results, it is conceivable that JAZF1-containing fusion proteins 

lead to changes in ribosomal gene expression and thus, promoting cell proliferation 

and inhibition of apoptosis as indicated by the study of Li et al. [405]. From a structural 

point of view, fusion proteins with JAZF1 should have the continuing ability to interact 

with TAK1, as the TAK1 interaction domain is still present in the fusions [295] (see 

Figure 41). However, the C-terminal part of JAZF1 is missing in the fusion proteins, 

which might be important for JAZF1’s localization into nucleoli as demonstrated by IF 

analyses (Figure 21). Thus, it would be also very interesting to evaluate whether 

JAZF1-containing fusion proteins are still able to localize to the nucleolus. Moreover, 

it would be also necessary to investigate which domain of JAZF1 is important for its 

binding to TIP60. Unfortunately, all attempts to identify JAZF1’s domain responsible 

for its interaction with TIP60 failed. Nevertheless, the recent study by Piunti et al. has 

been shown that the JAZF1-SUZ12 fusion is still able to associate with TIP60 [306], 

thereby corroborating the theory of JAZF1-containing fusion proteins might lead to a 

deregulation of the acetylation of H2A.Z at specific sites. However, these conclusions 

are currently only speculations, hence further research is required to unravel the 

biological relevance and consequence of sarcoma-specific fusion proteins. But how 

can future research contribute to the fundamental understanding of the molecular 

mechanism of sarcoma-specific fusion proteins to develop appropriate treatments for 

better outcomes for people with this disease? First of all, basic research and pre-

clinical studies are quite challenging due to not readily available sarcoma cell lines 

[406]. Therefore, common human cell lines could be used to generate cells stably 

expressing fusion proteins of interest. These cells can serve for both 

immunoprecipitation (IP) and MS experiments to verify whether fusion proteins 

actually act as spatial bridging factors between the p400 and PRC2 complexes. To 

evaluate the influence of fusion proteins on chromatin, ChIP-seq experiments can be 

performed. On the one hand, the precise genomic localization of the fusion proteins 

can be determined and on the other hand, H2A.Z, H2A.Zac and H3K27me3 levels 

can be traced by another ChIP-seq approach that allows the determination of whether 

fusion proteins lead to changes in epigenetic profiles. Moreover, resulting alterations 

in global gene expression levels can be analysed by RNA-seq. Together, comparing 

MS-IP, ChIP-seq and RNA-seq datasets can uncover the underlying epigenetic 

mechanism by which sarcoma-specific fusion proteins might contribute to the 

development of human sarcomas. As an interesting therapeutic approach, cells 

showing high levels of H3K27me3 could be treated with the pharmacological reagent 

3-Deazaneplanocin A (DZNep), an inhibitor of EZH2 protein expression [407], to block 

an aberrant methylation of PRC2 targets. EZH2 is the enzymatic active component of 
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the PRC2 complex [408], therefore, treating cells with DZNep should lead to reduced 

trimethylation of lysine 27 on histone H3. Furthermore, if cells exhibit increased 

H2A.Zac levels, they could be treated with a specific TIP60 inhibitor such as NU9056 

to repress its enzymatic activity. After treatment, expression of certain genes could be 

validated by RT-qPCR experiments. These initial tests could provide a basis for larger 

studies with respect to develop potential therapeutics for fusion-based human 

sarcomas as well as acute leukemia, since several studies have identified similar 

chromosomal translocations in acute leukemia patients [409, 410], indicating that 

fusion proteins might lead to a common epigenetic mechanism frequently found in 

cancer. 

 

4.5 Summary 

Since we identified JAZF1 as a novel member of an MBTD1-containing, but ANP32E-

excluding p400 sub-complex that associates with the histoneacetyltransferase TIP60 

(Figure 42), I aimed in the present study to unravel the yet unexplored chromatin 

functions of JAZF1, especially with regard to the role JAZF1 might play within the 

H2A.Z-specific p400 chaperone/remodelling complex. First data hint towards a role of 

JAZF1 in the regulation of DSB repair (Figure 42), as it has already been shown for 

other p400 complex components, but the underlying molecular mechanism by which 

JAZF1 could influence DNA damage repair processes remains so far unclear. Overall, 

we identified JAZF1 as a proposed chromatin modulator that orchestrates acetylation 

of the histone variant H2A.Z via recruiting the enzymatic active TIP60-containing p400 

complex to regulatory enhancer regions within introns, thereby controlling expression 

of target genes with several of them involved not only in DNA damage repair, but also 

in ribosome biogenesis (Figure 42). Altogether, this study contributes to a better 

understanding of the largely unknown functions of JAZF1 and may thus provide a 

starting point for future research to clarify its putative role in the development of 

diseases such as cancer (Figure 42). 
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Figure 42: Summary of JAZF1’s partially known and novel chromatin-associated 

functions. JAZF1, as a new member of an H2A.Z-specific p400 chaperone/remodelling 

sub-complex, is involved in several chromatin-related processes including DNA damage 

repair, transcriptional regulation of many genes with several of them involved in ribosome 

biogenesis, regulation of H2A.Z acetylation at regulatory regions and cancer such as 

human sarcomas. Figure created with BioRender.com. 
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ABBREVIATIONS 

ac   Acetyl 

ACTL6A  Actin-like protein 6A 

ANP32E Acidic leucine-rich nuclear phosphoprotein 32 family member 
E 

APS   Ammonium persulfate 

ATM   Ataxia telangiectasia mutated 

ATP   Adenosine triphosphate 

ATR   Ataxia telangiectasia and rad3 related 

ATRX Alpha-thalassemia/mental retardation syndrome X-linked 
protein 

Bbd   Barr body deficient 

BER   Base excision repair 

BET   Bromo- and extra-terminal 

BIR   Baculovirus inhibitor of apoptosis protein repeat 

BLAST   Basic Local Alignment Search Tool 

bp   Base pair 

BP   Biological pathway 

BRCA1  Breast cancer type 1 susceptibility protein 

BRCT   BRCA1 C-terminus 

BRD   Bromodomain 

BRD8   Bromodomain-containing protein 8 

BSA   Bovine serum albumin 

CAF-1   Chromatin assembly complex 1 

CB   Cajal body 

CC   Cellular compartment 

cDNA   Complementary DNA 

CHD   Chromodomain helicase DNA-binding protein 

ChIP   Chromatin immunoprecipitation 

CpG   Cytosine-phosphate-guanine 

Ct   Cycle treshold 

DAPI   4’,6-diamidino-2-phenylindole 

DAXX   Death domain-associated protein 

DD   Destabilization domain 

ddH2O   Double-distilled water 

DDR   DNA damage response 

diffH2A.Zac  Differentially acetylated H2A.Z ChIP-seq sites 

DNA   Deoxyribonucleic acid 

DNA-PK  DNA-dependent protein kinase 

dNTP   Deoxynucleotide 

DMAP1  DNA methyltransferase 1-associated protein 1 
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DMEM   Dulbecco’s modified eagle medium 

DMSO   Dimethylsulfoxide 

DR1   Direct repeat DNA-element 

DSB   DNA double-strand break 

DZNep   3-Deazaneplanocin A 

EDTA   Ethylenediaminetetraacetic acid 

eGFP   Enhanced green fluorescent protein 

EPC1   Enhancer of polycomb homolog 1 

EP400   E1A binding protein p400 

ER   Estradiol receptor 

ESS   Endometrial stromal sarcoma 

ETS   E26 transformation-specific 

EZH2   Enhancer of zeste homolog 2 

FACT   Facilitates chromatin transcription 

FBS   Fetal bovine serum 

FDR   False discovery rate 

FSC   Forward scatter 

gb   Gene body 

GEO   NCBI Gene Expression Omnibus 

GO   Gene Ontology 

GREAT  Genomic Regions Enrichment of Annotations Tool 

GSEA   Gene Set Enrichment Analysis 

G1   Gap 1 

G2   Gap 2 

HAT   Histone acetyltransferase 

HDAC   Histone deacetylase 

hEnSC   Human endometrial stromal cell 

HEPES  2-[4-(2-hydroxyethyl)piperazin-1-yl]ethanesulfonic acid 

HFD   Histone fold domain 

hg19   Human genome assembly GRCh37 

HIRA   Histone regulatory homolog A 

HK   HeLa Kyoto 

HP1   Heterochromatin protein 1 

HPRT1  Hypoxanthine Phosphoribosyltransferase 1 

HR   Homologous recombination 

HRP   Horseradish peroxidase 

IB   Immunoblotting 

IF   Immunofluorescence 

IGV   Integrative Genomics Viewer 

INO80   Inositol-requiring 80 

IP   Immunoprecipitation 

ISWI   Imitation switch 
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JAZF1   Juxtaposed with another zinc finger 1 

JMJD2   Jumonji domain-containing 2 

KAT   Lysine acetyltransferase 

kb   Kilo base 

kDa   Kilo dalton 

KDAC   Lysine deacetylase 

KDM   Lysine demethylase 

KEGG   Kyoto Encyclopedia of Genes and Genomes 

KMT   Lysine methyltransferase 

LacI   Lac-repressor 

LacO   Lac-operator 

LB   Lysogeny broth 

lncRNA  Long noncoding RNA 

LSM7   U6 snRNA-associated Sm-like protein LSm7 

M   Mitosis 

mAb   Monoclonal antibody 

MBT   Malignant brain tumor 

MBTD1  MBT domain protein 1 

me   Methyl 

MEAF6  MYST/Esa1 associated factor 6 

MeCP2  Methyl-CpG-binding protein 2 

MeOH   Methanol 

MIER1   Mesoderm induction early response 1 

MMP12  Matrix metallopeptidase 12 

Morf   Monocytic leukemia zinc-finger protein-related factor 

mRNA   Messenger RNA 

MS   Mass spectrometry 

N   Normality or equivalent concentration 

NCBI   National Center for Biotechnology Information 

NCP   Nucleosome core particle 

ncRNA   Non-coding RNA 

NDR   Nucleosome-depleted region 

NES   Normalized enrichment score 

NGS   Next generation sequencing 

NHEJ   Non-homologous end joining 

NoLS   Nucleolar localization signal 

NuA4   Nucleosome acetyltransferase of histone H4 

OFMT   Ossifying fibromyxoid tumor 

ON   Over night 

pAb   Polyclonal antibody 

PAGE   Polyacrylamide gel electrophoresis 

PARS2  Prolyl-tRNA synthetase 
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PBS   Phosphate buffered saline 

PCA   Principle Component Analysis 

PCR   Polymerase chain reaction 

PHD   Plant homeodomain 

PI   Propidium iodide 

PRC2   Polycomb repressive complex 2 

PWWP  Pro-trp-trp-pro 

PWWP2A  PWWP domain-containing protein 2A 

PTM   Posttranslational modification 

P/S   Penicillin/streptomycin 

p400   p400/NuA4/Tip60 

q   Quantitative 

RBMS1  RNA binding motif single stranded interacting protein 1 

RIN   RNA integrity number 

RNA   Ribonucleic acid 

RNAi   RNA interference 

RPL11   Ribosomal protein L11 

rpm   Rounds per minute 

rRNA   Ribosomal RNA 

RT   Room temperature 

RTCA   Real-Time Cell Analyzer 

RT-qPCR  Reverse transcription quantitative PCR 

RUVBL1  RuvB-like 1 

RUVBL2  RuvB-like 2 

S   Synthesis phase 

Sas2   Something about silencing protein 2 

SD   Standard deviation 

SDS   Sodium dodecyl sulfate 

seq   Sequencing 

SILAC   Stable isotope labeling by amino acids in cell culture 

siNTC   Non-target control siRNA 

siJAZF1  JAZF1-specific siRNA 

siLuci   Luciferase-specific siRNA 

siTIP60  TIP60-specific siRNA 

siRNA   Small interfering RNA 

snoRNA  Small nucleolar ribonucleic acid 

snoRNP  Small nucleolar ribonuclear protein 

SNP   Single nucleotide polymorphism 

SRCAP  Snf2 related CREBBP activator protein 

SSC   Sideward scatter 

SWI/SNF  Switch/sucrose non-fermentable 

T   Tween20 
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TAE   Tris-acetate-EDTA 

TCA   Trichloroacetic acid 

TE   Tris-EDTA 

TF   Transcription factor 

TID   TR4 interacting domain 

TIP60   TAT-interactive protein 60 kDa 

TRRAP  Transformation/transcription domain-associated protein 

TSS   Transcription start site 

T2DM   Type 2 diabetes mellitus 

UCSC   University of California Santa Cruz 

UV   Ultraviolet 

wt   Wild type 

Ybf2/Sas3  Something about silencing protein 3 

YEATS4  YEATS domain-containing protein 4 

YL1/VPS72  Vacuolar protein sorting-associated protein 72 homolog 

ZnF   Zinc finger 

α   Alpha 

-   Non-transfected 

4-OHT   4-hydroxytamoxifen 

5mC   5-methylcytosine 

53BP1   p53-binding protein 
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Figure A.1: Density-plot of transiently expressing GFP, GFP-TIP60 or non-

transfected HK cell populations. Flow cytometry analysis of non-transfected (-) HK cells 

or transiently expressing GFP or GFP-TIP60 to determine transfection efficiency. GFP 

signal of 25.000 events was measured and gate plotted to forward and sideward scatter 

into the viable cell population of non-transfected HK cells (P1). For more information see 

Figure 11. 

Figure A.2: JAZF1 knockdown does not lead to changes in cell cycle progression. 

Flow cytometry analyses of control (siNTC, three replicates) and JAZF1-depleted 

(siJAZF1, three replicates) HK cells stained with PI followed by the determination of the 

number of cells in G1, S and G2/M phase according to their DNA content, as shown by flow 

cytometry histograms (lower). Gate was plotted to forward and sideward scatter into the 

viable cell population of control transfected HK cells, as demonstrated by density-plots 

(upper). For more information see Figure 24. 
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Figure A.3: Cross-species alignment of the JAZF1 amino acid sequence. Clustal 

Omega-based alignment [387] of JAZF1 protein sequences from six organisms (Danio 

rerio, Xenopus laevis, Gallus gallus, Homo sapiens, Pongo abelii, Mus musculus). Putative 

zinc finger motifs based on the human JAZF1 amino acid sequence are highlighted with 

colors (ZnF1 marked in blue, ZnF2 in green, ZnF3 in brown). Asterisk (*) represents fully 

conserved residues, colon (:) represents conserved strongly similar residues and period 

(.) represents conserved weakly similar residues. 

 



 

 

 


