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1. Introduction

In social science research, face to face interviesesa widely used mode of data collection.
Many large and important studies, like tBerman General Social Survé&LLBUS; GESIS,
2017), theEuropean Value Stud{EVS, 2015), or theProgramme for the International
Assessment of Adult CompetendBfAAC; Rammstedt et al., 2016), employ interviesve
Interviewers play a central role: On the one hdhey generally have a positive influence on
data quality (see Japec, 2006) which is why theyadten employed. They can, for example,
convince respondents to participate in the studien(), explain or probe into difficult
guestions, or help the respondent to understandubstionnaire correctly (Mangione et al.,
1992). Research shows that, generally speakingrvietvers increase the response rate, the
motivation of interviewees to participate as well #he data quality (see Japec, 2006;
Mangione et al., 1992; West and Blom, 2016). Barehis also the risk that interviewers
depart non-intentionally or even intentionally frahreir interviewer guidelines and thereby
negatively affect the data quality. In the worssegainterviewers even may decide to falsify
parts of interviews or entire interviews (Bredl at, 2013). TheAmerican Association of
Public Opinion ResearcfAAPOR) defines interviewer falsifications as “(..ntentional
departure from the designed interviewer guidelimgsinstructions, unreported by the
interviewer, which could result in the contaminatmf data” (AAPOR; 2003: 1).

The exact prevalence of falsifications is not knowwme common assumption is that
the proportion of falsifications in survey data sdao®t exceed five percent (see Koch, 1995;
Krejsa et al., 1999; Li et al., 2009; Schnell, 198tnold und Kemper, 2014). Nevertheless,
under certain circumstances, this amount may beehjgs Bredl et al. (2012) have shown.

We must assume that interviewer falsifications rofoecur and, if they occur, often
remain undetected. Therefore it is important tovkmdhich effects falsified data may have on
data quality and the results of social scienceare$e It is important, first, for estimating the
potential “damage”, that is, the ways in which fesfrom survey research could deviate from
reality, under the assumption that parts of thevesurshould be falsified. It is important,
second, because a specific pattern characteristicfdisified data could be a key for
identifying data falsifications more often and meesily.

Research on interviewer falsifications identifiedlaguous findings. On the one hand
there are large similarities between real andffatsidata regarding frequencies, means, and
proportions (Reuband, 1990; Schnell, 1991; Menaid Kemper, 2014). Particularly with
respect to attitudinal and behavioral questions dltktrand Kemper (2014) reported only

3



small differences between real and falsified d&ta.the other hand there is no doubt that
falsifications may lead to biases. These are, Xan®gle, differences regarding the magnitude
of item nonresponse, extreme and middle responge, sicquiescence, or primacy and
recency effects (see Bredl| et al., 2012; Kemper dedold, 2014; Menold and Kemper,

2014).

Previous research has also ascertain that in a&salgs statistical correlations and
causal influences, falsified data may lead to lassults regarding the explained variances
and effect sizes, even when the share of falsifinatis low (Reuband, 1990; Schnell, 1991;
Schraepler and Wagner, 2003). Schraepler and W48668) analyzed data of the German
Socio Economic Panel (SOEP) that include intervigviisch were evidentially falsified by
interviewers. They estimated regression analyse®@mross income and reported that the
inclusion of falsified data reduces the explainediances and affects the effect sizes. The
inclusion of falsified data leads to an overestiorabf the effects of age and gender and to an
underestimation of the effects of duration of tnagnand working hours per week (Schraepler
and Wagner, 2003).

Schnell (1991) and Reuband (1990) analyzed daticébd in the lab and reported
that falsifications lead to higher explained vaces Schnell (1991) as well as Reuband
(1990) used subsamples from existing real datasetsasked their study participants to take
on the role of falsifying interviewers. Their tagkas to invent answers to attitudinal and
behavioral questions that were also used in theeguguestionnaire. For that purpose the
“falsifiers” were informed about basic sociodemguria characteristics that were known
from the real datasets, such as gender and agerwaitds real and falsified data were
compared (Reuband, 1990; Schnell, 1991). Reuba®@@0jlconducted regression analyses
and reported that falsifiers overestimate the thkfiees of the provided sociodemographic
variables. For the example of attitudes towardstaig he estimated a regression analysis. In
the falsified data, the influence of age and edaoatvas higher than in the real data
(Reuband, 1990). Schnell (1991) analyzed the effettsubjective self-definition of social
stratum, top-bottom-scale, and net income on stilsgepolitical competence. In the falsified
data, all three explaining variables had signiftceffiects. By contrast, in the real data only

two of the three explaining variables were stat#ly significant (Schnell, 1991).

Given the partly contradictory findings, a bettedarstanding of the differences between real

and falsified data must be found to assess thetgudlsurvey data. Particularly, the question
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arises under which conditions statistical correladi are overestimated and under which
conditions they are underestimated. Also, littlekiown so far on how the differences
between real and falsified data look like when thetriven assumptions are tested in more
elaborate and complex models, such as it is reafmt actual social science research.

This research gap is targeted by the present mselne question my PhD thesis aims
to answer is how real and falsified survey datéedivith respect to substantial social science
research, that means, with respect to resultseafrjhdriven analyses. In other words: Which
influence do falsifications have on findings of stamtial social science research?

In the work presented here, theory-driven modelsstattistical correlations and
influences are tested. These models are elabandtdesigned in a way as they would be for
researching adequately a common content-relateccamgs question. The central
methodological question behind these models is fasified data affect the consistency of
the models, the direction of effects as well as #ffect sizes of the determinants.
Furthermore, the thesis presents analyses, testiig influence of interviewers’
sociodemographic characteristics, attitudes andopeility traits on real and on fabricated
survey data. These broaden the understanding ah#ahanisms leading to the differences
between real and falsified data: In addition to éwdence orhow the two kinds of data
deviate they gather evidence wmy they deviate. Thereby the analyses contributehéo t
theoretical knowledge on interviewer falsificatioasd provide potential indications for

identifying falsified data.

In the next sections, the theoretical perspectaresdescribed on why and how interviewers
may decide to falsify. Afterwards, the hypothesesderived and the database and methods
are introduced. Subsequently, the results fromotkie empirical research are presented. The
empirical work consists of three analyses, eackgnted in one paper that contributes to my
PhD thesis. In the first two analyses, the eff@ftialsifications on the results of substantial
theory-driven analyses are shown: in the first Gasdyses on healthy eating behavior, in the
second case analyses on political participatione Third analysis examines differences
between real and falsified survey data with respedhterviewer effects. The fourth paper
that contributes to the PhD thesis discusses melbgidal considerations of the implemented
quasi-experimental design. Afterwards, a short samgnof the results will be given. In the
final section conclusions are drawn with respet¢h®here raised research questions.



2. Theory

2.1 Why do interviewers falsify?

Interviewers may decide to intentionally departnfréhe guidelines and instructions. This
decision is assumed to usually be the result abst-lsenefit consideration, based on which
the interviewers try to achieve their goals withfew resources as possible. The goals may
be, for example, conducting the interviews, acmgwa high response rate, or maximizing the
remuneration. The resources that need to be invest time and travel expenditures, but
also, for example, cognitive effort. The differeasks of an interviewer may, in that respect,
be costly: It may be difficult, for example, to #y and find access to target persons, to
motivate target persons to participate, or the ayeruration of an interview may be time-
consuming. Insofar the interviewers balance betviberexpected benefit and the necessary
effort (Sodeur, 2007): The endeavor to realize riuidevs depends on this cost-benefit
calculation and the question to what extent condgca real interview and to what extent
falsifying an interview (or parts of it) promiseBet most favorable relation between goal
achievement and the investment of resources.

Under certain circumstances — when the benefit adiowing the interviewers’
instructions is considered as low or when therenawee promising alternatives to conducting
the interviews — interviewers may decide to violdie rules to reduce effort (Sodeur, 2007).
Interviewers may decide, for example, to intervi@mother person than the target person, to
skip questions in the questionnaire or to manigu&tswers to filter questions. In the most
extreme case, interviewers may decide to falsifyspaf interviews or even entire interviews.
What might make the interviewers’ decision easth#é they are usually not interested in the
scientific outcomes of a study or in a particulanigh data quality (Bredl et al., 2013).
Insofar, a rational-choice perspective is likelyrodel the interviewer behavior adequately.

These theoretical considerations have implicationshow to reduce the risk of
interviewer falsifications. The design of a studydaof the questionnaire as well as the
organization of the fieldwork define the opportigst restrictions, costs and benefits under
which the interviewers make decisions to falsifynot to falsify (see, for example, Winker et
al., 2015). That means that it is in the handfiefresearchers to provide preconditions for the
interviewers that make a decision not to falsifgyeand likely. An easy access to the field, a
study in which target persons are motivated toigpdte, a well-designed, short and easy

guestionnaire, or a payment of interviewers by itheested working hours instead of by
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completed interviews are examples of how the ri§kinterviewer falsifications can be
reduced. The first and maybe most important insigloim research on interviewer
falsifications therefore is that the proportionfalsified interviews is presumably, not only
but also a result from decisions researchers cdtentamay not be possible to completely

avoid interviewer falsifications; but it is pos®lib keep their prevalence low.

2.2 How do interviewers falsify?

The falsifying process itself, that is, the queastio what way interviewers decide to falsify
survey data, also underlies a cost-benefit calicmaOn the one hand falsifiers have to falsify
plausible data to prevent detection. That meang lthge to make effort to minimize the risk
of detection (Kemper and Menold, 2014). On the othend the fabrication of survey data
should not be too effortful, since otherwise faisi§y will not fulfill its purpose of saving
resources. Falsifying will fulfill its purpose asnlg as the effort to falsify a certain interview
is lower than the effort to conduct the intervidMepold et al., 2013). Falsifying interviewers
work as carefully as necessary in order to predetgction. Nevertheless, within the limits of
this goal, they try to reduce time and effort axmas possible to save resources (Menold and
Kemper, 2014). The optimal balance of these twdsgdetermines their falsification strategy.
If the risk of being detected seems too high tsifialan entire interview, this balance may
also be achieved by conducting a real interviewpskg certain time-consuming parts of it

and falsifying these parts only.

The strategy which optimizes the cost-benefit badaand which falsifiers apply satisficing

The concept of satisficing is usually used to desccognitive processes of respondents when
answering survey questions. Respondents do ntd igywe a precise answer, but they reduce
their cognitive effort and try to give an acceptalanswer that satisfices themselves (see
Krosnick and Alwin, 1987). (They may, for exampjest give a good estimate of their net
household income because thinking of the exact eumomuld take them much time and
effort.)

Optimizing is the process of searching for the roptianswer and means that the
answering process goes through four stages: (lgratahding the question, (2) retrieving the
relevant information from memory, (3) evaluatinge thompleteness and relevance of the
retrieved information, and finally (4) giving theswer (Tourangeau et al., 2000; Schwarz,

2007; see also Bogner and Landrock, 2016). By asftrin the case of satisficing the
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respondents reduce this cognitive effort: One bagyiis that the answering process may be
shortened. This is, for example, the case whenoregmts only give rough estimations of
their income instead of retrieving a more preciseegen the correct answer. In more
pronounced cases of satisficing, respondents migyosie of the four stages completely, for
example, when they do not even try to understarddgtestion. Respondents who apply
satisficing strategies typically report the firgtsaver that comes to their minds and that
promises to be plausible or acceptable (Krosnick.etl996).

In the case of falsifying, interviewers may apptisficing strategies to reduce
cognitive effort in a very similar way: They wileport the first answer that comes to their
minds and that promises to be acceptable for shgiervisor or the project leader. One reason
why falsifiers apply this strategy is that they &awnly little information about the
respondents, namely the information from the respsnto the survey questionnaire. An
optimizing falsifying strategy would require veriffatult and time-consuming investigations
about the respondents and very likely be much ra@ieetful than conducting the interview
honestly. Hence, falsifiers — like respondents # apply satisficing strategies, particularly,
when the risk of an imprecise answer being deteistéalv and when the cognitive costs for
ascertaining the optimal answer are high (see Keksand Alwin, 1987). Consequently,
falsifiers will limit their effort to find an acceépble answer. Falsifying interviewers consider
answers as acceptable when they appear to be lpg&a(krosnick et al., 1996; Krosnick and
Alwin, 1987; Menold et al., 2013). Then falsifieassume that also researchers do not doubt
the reported answers, and their falsification rermaindetected (Menold et al., 2013).

Although there are similarities between real resleonts and falsifying interviewers
with respect to satisficing, there is also an intgar difference: Falsifiers have to prevent
detection to avoid sanctions. Consequently, falsifyinterviewers show weaker satisficing
than survey respondents (Menold et al., 2013).ifteals make, for example, more effort to
understand the question correctly and think admgér, whether the answer that is coming in
their mind could be realistic. By contrast, respamd do not bear the risk of detection,
because even in doubtful cases their answer wildoepted as correct. And even if not, there
are little sanctions they have to fear. Thereftine,respondents have stronger tendencies to
reduce effort than falsifying interviewers (Menadt al., 2013; Kemper and Menold, 2014;
Menold and Kemper, 2014). This may lead to respotsdgiving less consistent answers in
comparison with falsifying interviewers (Menold ak@mper, 2014; Reuband, 1990). This

also implies that, if falsified data appears tonbere consistent than real data, as it was the
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case in the research of Schnell (1991) and Reu{d@8®), this may not only provide insights

on how data is falsified. It may also point towamsother problem with respect to data
guality, independent from falsifications: Data khe@ correctly conducted interviews may be
affected by imprecise or wrong answers given byl meterviewees. For example, real

respondents tend to show a stronger extreme resEiple than falsifiers, as Kemper and
Menold (2014) report. When comparing real and fieldi survey data and assessing the
effects of interviewer falsifications on data qtiglit has to be kept in mind that the data

guality not only depends on the interviewers bsban the respondents.

Previous research has shown that falsifiers are &binvent plausible answers even when
they have only basic information about respondéReuband, 1990; Menold et al., 2013).
Reuband (1990) reported that most of the falsifyinterviewers apply stereotypes to
fabricate interviews. To invent plausible answeithwmited effort falsifiers rely onmplicit
everyday knowledge and general stereotypesfow people would behave (Reuband, 1990;
Schnell, 1991). Thus, falsifiers are able to repo@ithe means and proportions surprisingly
exactly (Schraepler and Wagner, 2003; Schnell, 18&uband, 1990). The application of
stereotypes and everyday knowledge allows thefifaisito complete the questionnaire like
the respondent would do, even with only little so@mographic information about the
respondent (Reuband, 1990; Menold et al., 2013thEumore, the falsifiers seem to be able
to reproduce the correlations between these satiogephic characteristics and attitudes or
behaviors, simply because they are aware of therneoause they share stereotypes that
correspond to existing correlations. Falsifiers revaverestimate such sociodemographic
differences. That may lead, as mentioned abovkigteer explained variances in the falsified
data compared to real data (Reuband, 1990). Altmeugr because — falsifying interviewers
usually have very little information about the resgent they develop more consistent models
of behavior, by consequently applying their steypimial knowledge.

Additionally, falsifying interviewers answer thersay questions more carefully than
real respondents and take greater care in avoithngradictions between the answers; this
also leads to more consistent models in falsifiedhtin real data (Kemper and Menold, 2014;
Menold and Kemper, 2014). By contrast, real respatgloften report inconsistent attitudes
and behaviors (Reuband, 1990). Therefore, the amphodels of behavior that the falsifiers
apply may lead to a higher consistency of thefiatsiinterviews (Schnell, 1991). The results



of regression analyses give evidence: Falsified tiztd to show higher explained variances
than real data (Reuband, 1990; Schnell, 1991).

Despite of incomplete information, implicit or eigt knowledge allows the falsifiers
to produce consistent data (Reuband, 1990). Acegrii Reuband (1990) this knowledge is
generated and shared via communications and initemnac In everyday communication with
friends, relatives, or peers people learn how $pomorks. Thus, a basic knowledge is
generated which allows people to draw conclusidrmitattitudes and behaviors of persons

on the base of their sociodemographic charactesigReuband, 1990).

3. Hypotheses

3.1 Which effects do falsified data have on substantidindings?
The following empirical analyses assess differerisdg/een real and falsified data. The first
two empirical analyses aim to answer the questidmnchv effects falsified data have on
substantial findings of social science analysisci&@oscience research usually aims to test
theoretical assumptions and hypotheses that wethecdd from complex theories. Therefore
the question arises whether falsifying interviewerstho, as mentioned above, are able to
invent consistent patterns of answers to survegtiue — also may produce data that meet
the predictions of established social science thsptested in elaborate complex multivariate
statistical models for explaining dependent vagabln other words: The question is whether
interviewers apply actual social science theorfa® the effects of falsification on results
from data analyses different if substantive, contetated, theory-driven multivariate
analyses are compared, instead of less compleysas&l

The underlying assumption is that falsifiers dot understand the interrelations
described by complex social science theories. Woalld imply that the distinction between
more stereotypical interrelations, as they are eepeed in everyday life and have found
their way into everyday knowledge, on the one hamd theoretically predicted interrelations
on the other hand may be decisive for whether ar fatsified data shows stronger
correlations than real data. If this should be thse, this distinction would considerably
improve our understanding of how falsificationseatfdata. In order to test this assumption
not only theoretically predicted determinants bl#oaindependent variables that refer to

stereotypical relations are analyzed in the heesgmted empirical work.
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Thus, in the first two empirical analyses the ressof theory-driven multivariate regressions
should be analyzed, always comparing real andfitadsidata based on identical models.
Realistic content-related and theory-driven sos@énce research is conducted to assess the
influences of interviewer falsifications. Two exaes for such content-related research are
investigated, rather than merely one, in order éaegate a minimum of reliability of the
findings. Two cases are, of course, the minimum lmemfior a test series and far away from
ensuring that the findings can be generalized. Wewethey provide a first chance for a
comparison and for checking how robust findings #réindings are similar in at least two
examples of content-related, theory-driven soa@rge research then the assumption seems
appropriate that these findings can be generaliZbé. two examples investigated in the
following are the determinants of eating healthy tbe one hand and those of political
participation on the other hand. These two exampbesespond to actual branches of social
science research. They can draw on establishedl sooence theories that are supported by a
number of empirical studies. And they can be opanatized by variables in the data at hand.
Based on these two examples of content-relatedyyhdriven social science, the following

four hypotheses should be tested:

H1.1: For the theoretically predicted determinahisre are more significant effects in the
real than in the falsified data.

Falsifying interviewers probably do not know thedaerlying theoretical base of a study. Thus,

they should in the majority of cases not be ableetmnstruct the theoretically predicted

correlations. Consequently, in the real data mok sironger statistically significant effects

of the theory-driven explaining variables shouldwcthan in the falsified data.

H1.2: For real sociodemographic information knownfalsifying interviewers, there are
more significant effects in the falsified than Iretreal data.
Reuband (1990) reports that falsifiers overestinsteiodemographic differences between
respondents. Furthermore, falsifiers have onlyelithformation about the respondents and
their living situations. So, if they receive anysltasociodemographic information, such as
age or gender, this information provides their afignce to improve their guessing of which
answers the respondent would have given. Thereflaisfying interviewers overestimate the
relevance of these sociodemographic characterisdaxordingly, the effects of the
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sociodemographic variables that were provided t fHisifiers should be stronger in the

falsified than in the real data.

H1.3: For further correlates (either based on comstereotypes or found in research), there
are more significant effects in the falsified tharthe real data.
As would have been done in actual social scienseareh, not only theory-driven explaining
variables are included in the analyses but alsepaddent variables that either seem to
correspond with stereotypes and everyday knowlgdigesibly or that have been proven as
relevant in specific contexts in previous studiealsifiers apply stereotypes and implicit
everyday knowledge to construct relations and tbeseoverestimate the influence of these
further correlates. The real respondents, by cehtegpply stronger satisficing and offer less
consistent models of behavior. Thus, statisticalgnificant effects of further correlates can

be expected to occur more often in falsified thareal data.

H1.4: The falsifiers construct more consistent saban real life; therefore, the explained
variance is higher in the falsified than in thel dsta.

Falsified survey data follow more stereotypical @nerefore less complex assumptions than

empirical reality. Also, real respondents showrsger satisficing than falsifying interviewers.

Consequently, the regression models of explainielgalsior should be more consistent in

falsified data than in real data — the explainedavees should be higher in the falsified than

in the real data.

3.2 In what ways do interviewer effects differ in falsfied data, compared to real data?
The third empirical analysis focusses on possilfferénces regarding interviewer effects in
real and falsified survey data which may be useddentify interviewer falsifications.
Obviously an interviewer has a particularly strangpact on the reported answers in an
interview if she or he gives these answers hefhimself. This may mean that interviewer
effects in falsified data should be stronger thameial data. Furthermore the ways in which
this direct influence affects the data and theeadations within the data may be very different
from the ways interviewers affect actual answereeal interviews, as it is usually described
by the concept of “interviewer effects”. For intewer effects in this stricter sense it has
been shown, for example, that they are larger anexpgrienced interviewers than among

inexperienced interviewers (Olson and Bilgen, 20Thjis may or may not be true for the
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influence of falsifying interviewers on the datacodrdingly the third empirical analysis
compares interviewer effects in real and in fadsifidata. The following two general
hypotheses were tested:

H2.1: Interviewer effects occur both in real andailsified data.

Interviewer effects may occur in real fieldworkts®js when characteristics and behaviors of
interviewers influence the responses of the respoin(see Groves and Magilavy, 1986). |
assume that interviewer falsifications may be aber®d as extreme form of interviewer
effects, because the falsifying interviewer infloes the responses directly. Thus, in real as

well as in falsified data interviewer effects candxpected to occur.

H2.2: The interviewer effects in falsified data &Eeger than in real data.
If falsifying responses to survey questions is abered as extreme form of interviewer

effects, interviewer effects in falsified data shliblbe clearly larger than in real survey data.

Furthermore, more specific hypotheses were testgd wespect to certain interviewer
characteristics that are prone to lead to intereregffects. They are each tested for real and

for falsified data separately:

H2.3a: The core sociodemographic characteristicghef interviewers affect the reported
responses.

As reported in literature (see, for example, Wesid aBlom, 2016), interviewers’

characteristics like gender, age, and educatioradddionally income of the interviewers are

expected to cause interviewer effects.

H2.3b: The magnitude of interviewer effects depeami¢he interviewer’s experience.
Following Olson and Bilgen (2011) | assume thatezignced interviewers show stronger

interviewer effects than interviewers without expece.

H2.3c: Associations exist between the behaviorsadtittides of interviewers and the reported
behaviors and attitudes of the respondents theyvietv.
Schanz (1981) found associations between the rdeptsi answer and the interviewers’

answer to the same survey question, that is, inme&views the respondent may be affected
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by interviewer-specific social expectations. Folsifeed data it is even more plausible to
assume such an association since a falsifyingvieteer might take his own attitudes and
behavioral routines as inspiration to invent plalesanswers. This hypothesis therefore aims
to test whether the interviewers’ own response tsuevey question affects the reported

response of the respondent to the same question.

H2.3d: The occurrence and magnitude of interviegffacts depends on the personality traits
of the interviewer.

| expect that personality traits of interviewersjcls as extraversion, self-confidence,

conscientiousness, and self-efficacy, may impaztdturrence and magnitude of interviewer

effects (West and Blom, 2016; Winker et al., 2015).

H2.3e: The magnitude of interviewer effects depeadsthe interviewer payment scheme
used (payment per completed interview vs. paymenhpur).

As reported by Winker et al. (2015) payment per pleted interview may, in contrast to

payment per hour, cause or foster interviewer &ffe€onsequently, interviewer effects

should be stronger when interviewers are paid pempteted interview and not per hour.

4. Database and methods

For the analyses data of the research project “Hi®lentification of Falsifications in
Surveys” are used. This project was funded by teeran Research Foundation (DFG) and
conducted by Prof. Dr. Peter Winker from the Unsitgr of Giessen and Dr. Natalja Menold
from GESIS Mannheim. The IFiS project aims to resleatrategies and methods to identify
interviewer falsifications. A quasi-experimentalsagn was applied because datasets with
proven falsified interviews rarely exist (Winkeradt, 2015).

The database consists of three datasets that wheeted in summer 2011. For that
purpose, 78 interviewers were recruited among siisdat the campus of the University of
Giessen. These 78 interviewers conducted 710 aealtb-face interviews. The respondents
were students at the University of Giessen as Wak. interviewers recruited the respondents
without any quota restriction. All interviews wesedio recorded and checked afterwards to
assure that all interviews were conducted correatld to eliminate the possibility that

interviews or parts of interviews were falsifiedidgy interviewer conducted 9 interviews on
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average. Half of the interviewers were paid per gleted interview (8 Euros), the other half
were paid per hour (12 Euros). The payment schease randomly assigned. The average
interview duration was 30 minutes. The questioreaonsisted of 62 factual, attitudinal, and
behavioral questions about political, economic, andial themes. The items were mainly
adopted from ALLBUS, the German General Social 8uiiKoch et al., 1999).

In a second step, the same interviewers falsifigdey data in the lab. Similar to the
approach of Reuband (1990) the falsifying interaesvreceived a short description of real
respondents that had been interviewed before (louitby the same interviewer). The
description informed about core sociodemographaratteristics. The information was of
that kind that a falsifying interviewer in a rea&lflwork setting could have obtained easily
with a short interview with the respondent: sexe,asfudied subject, number of semesters
enrolled, marital status, place of residence, gvsituation, and country of origin. The
interviewers were instructed to fill in the questiaire like the described person probably

would have done.

The exact instruction was:

Please read carefully the description of the pergoose interview you are to falsify.
Please complete the attached questionnaire asiihgd really conducted a personal
interview with the respondent. During falsificatjqrlease place the description of the
respondent next to the questionnaire, so that yoa aways aware of the

characteristics of that person.

The person whose interview you are to falsify...

- is female,

- is 20 years old,

- studies teaching,

- is enrolled in her second semester at a uniyersit
- She is unmarried, in a steady relationship,

- lives in Huettenberg, a rural village in Hesse,

- with her parents or relatives.

- Country of birth: Germany.
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This procedure allowed capturing 710 falsified imiews; to each real interview a
corresponding falsified interview was collected.akkg half of the falsifying interviewers
were paid per completed falsified interview (3 E8)rdhe other half per hour (9 Euros). As
additional incentive to enhance the motivation bé tinterviewers, a lottery game was
implemented: Three of the interviewers whose falgifons remained undetected won 100
Euros each (see Kemper and Menold, 2014). Thevietes were fabricated after conducting
the real interviews. That is consistent with a r&aldwork setting where a falsifying
interviewer would typically conduct a few interviewefore deciding to falsify survey data.

At last, the interviewers filled in the survey gtiesnaire for themselves. They
additionally answered questions about their faisdy strategies. This approach allows
collecting much information about the interview#rat can be used, for example, to analyze

interviewer effects.

The strength of this quasi-experimental design iliethe fact that data is obtained that are
confirmed real or confirmed falsified. Furthermore, there was control for thember of
falsified interviews. The design ensured not ordua sample sizes (of 710 interviews) in
each of the two groups, but even an identical sirimgraphic composition, so that real and
falsified data are directly comparable to each otBence the sociodemographic profiles of
the real study participants (as described aboved weed also for the second part of the study
in which interviewers invented the answers for gtpdrticipants, the composition of the two
groups according to these profiles is identicapaiticularly relevant strength of this quasi-
experimental design with instructed falsifiers isatt there was full control over and
transparency of the falsifying process: It is knopvacisely who the falsifiers are and which
information they had available for executing thask.

An obvious limitation of the applied quasi-experimtad approach and the data used is
that the interviewers as well as the respondents ik students. Thus, the interviewers are
familiar with the living situation of the respondenThat may lead to smaller differences
between real and falsified survey data becausestident interviewers are probably more
able to imagine how a student respondent would entve survey question. Furthermore, for
the same reason, there is only little variatiorardgng age and education of respondents and

interviewers (Winker et al., 2015).
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What also can be regarded as a limitation of thabdse used in the following is the artificial
situation of the falsifying process: The interviesvdave not decided to falsify based on a
calculation of costs and benefits, as theoreticddlgcribed in the previous section (2.1). The
design of the study, the length of the questiomnaine difficulty of field access or the
interviewers themselves are not related to the fhet the here assessed interviewer
falsifications have occurred. Merely thvestructionto falsify is the reason for the occurrence
of falsifications. In that sense the falsifying @ntiewers acted very responsibly and in
complete accordance with the instructions whicty thaed been given; and that means: they
acted differently from how real falsifiers — whofact depart from instructions — would act in
a real fieldwork setting.

The question must be raised whether or not theesergted interviewer falsifications
are comparable to real falsifications and whethiee findings based on instructed
falsifications can be generalized for all intervevfalsifications. This question is discussed in
the fourth and last paper. It raises and discuseasons why the results from quasi-
experimental designs, like the one used in th@fohg, might or might not be generalizable.
It also introduces means taken to minimize theudised limitations, such as a lottery game
among those falsifying interviewers that are notedi&ed, as a motivation for generating
falsifications that cannot be identified easily.the end, when interpreting the findings from
the following three empirical papers, it must beaclthat instructed falsifications are not the
same as real falsifications in real fieldwork sejt. But there are convincing reasons to
assume that they are comparable enough to trustrébelts and consider them as
generalizable. The underlying theories used forleémenting the research design, for
deducting hypotheses as well as for reflectingifigd increase the chance that findings are
generalized appropriately. (“Appropriately” meahattthere are good reasons to assume that
the findings would hold for real falsifications lieal fieldwork settings.) Furthermore, there is
no proof that actual falsifiers in a real fieldwa#&tting would falsify interviews in a different
way than the participants in the study at handalRinit also must be considered that there are
probably no better alternatives of data collection research on interviewer falsifications

than instructed falsifications.

Based on this data, the following chapters aim nmeweer the research question, which
influence do falsifications have on findings of stamtial social science research; or more
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concrete, which differences exist between realfatsified data with respect to the results of
substantive, theory-driven multivariate analyses.

In chapter 5 (' publication) possible differences between real and falsifiedresy
data were investigated on the example of explaimieglthy eating behavior, applying the
theory of planned behavior (TPB). The theoreticallgdicted determinants are intention and
perceived behavioral control as well as attitudes subjective norms towards healthy food
consumption. The sociodemographic variables prfesdrio the falsifiers (like gender, age,
living situation, or income) serve as control vahes. Thus, one is able to answer the question
on which information the falsifiers rely while fatating interviews. Leisure activities (like
TV-consumption or doing sports) and characteridiles BMI and the preference of healthy
desserts were included to ascertain whether faitsifiapply stereotypes and construct
stereotypical correlations. The focus lies on camspas of effect sizes and explained
variances between real and falsified data.

Chapter 6 (2" publication) aims to research whether the findings of chaptét®'s
publication) can be confirmed and hence might besklered as robust. The second
application of researching differences between aedl falsified data with respect to theory-
driven multivariate analyses uses the example pla@gxing political participation. In contrast
to the first case of healthy food consumption, whtre application of the TPB and the
operationalization of dependent and explainingaldes were developed particularly for this
study, the case of explaining political participatis grounded on concepts and variables that
are well approved in many studies and since decatlescial science research. A further
difference between the two applications consistthefassumption that explaining political
participation is more complex than explaining heakating behavior; in the latter case some
correlations seem to be more intuitively guessélylenon-social scientists. An instrumental
approach is used to explain political participatidhe determinants of political participation
are dissatisfaction with the political, economic smrcial situation as well as the political
efficacy, that is, the perceived influence on pcdit decisions. (The existence of norms of
political participation and social incentives fasliical engagement could not be included in
the analyses because the corresponding items asingnin the questionnaire.) Additionally —
as in the case of explaining healthy eating — thr@rol variables provided to falsifiers (age
and gender) and further correlates found in rebedself-placement on the left-right-
dimension, self-reported social class, TV-consuamptand attractiveness of respondent,
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reported by the interviewer) were included in thalgses. Also in this second application the
effect sizes and explained variances between nebfadsified data were compared.

In these first two empirical chapters multivari@éS regressions were estimated to
analyze the effects of falsifications on the reswolt substantial theory-driven research. Real
and falsified survey data were analyzed separaaftigrwards the results were compared.

Chapter 7 (3° publication) investigates further sources of differences betwesl
and falsified survey data, namely the influenceha interviewers and their characteristics
and behaviors on the reported responses. In reatlhas in falsified data one can expect that
interviewer effects may occur. The selected depaindariables are income as an example for
a sensitive and open-ended question, political gnaman attitudinal question as well as
healthy eating and political participation as twaamples for behavioral questions; these
variables are known to be prone to interviewer a#fe The independent, content-related
variables on the respondents’ level serve as covdrtables. The explaining variables on the
interviewers’ level are known to potentially causelead to interviewer effects. These are
particularly the interviewer’'s gender and experegriaut also certain personality traits of the
interviewer as well as his or her own attitudes bataviors. Additionally the effects of the
applied payment scheme (per hour or per complatedview) on the reported responses shall
be investigated.

To analyze differences regarding interviewer efert the third empirical paper,
multilevel regression analyses were conducted agglgrfor real and for falsified data;
afterwards the results were compared.

Chapter 8 (4" publication) focusses on the question whether the applied
methodological approach is suitable and appropfaateesearch on interviewer falsifications.
Potentials and limitations of quasi-experimentadegech designs were discussed to allow

statements on the generalizability of the repofitedings.
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5. Validation of Theoretical Assumptions with Real andFalsified Survey
Data’

Abstract: Falsification of survey data in face-to-face sys/@as been intensively discussed
in the literature. The results about the impacfatdifications on survey data are equivocal.
While some authors report a strong impact, othacsdnly little differences between real and
falsified data. We argue that the impact of fatsifions cannot be neglected, particularly
when theory-driven analyses are conducted and didiog analyses. The latter reproduce
stereotypes used by both, researchers and fadsifier test this assumption we compare the
results of multivariate regression analyses withl @nd falsified data by using a) theory-
driven predictors and b) ad hoc predictors. As>xangle of theory-driven analyses we used
the theory of planned behavior (TPB) for predictsadf-reported healthy eating behavior. As
ad hoc predictors we included sociodemographiain&ion about the respondents known to
the falsifiers as well as variables, which are ¢atkd by everyday theories. The results show
that theory-driven relationships were more strorgignounced in the real data. In contrast,
stereotypical and non-theory-driven relationshipsrevmore strongly pronounced in the
falsified data. The results provide insights in #rea of social cognition when predicting the

behavior of others.

5.1 Introduction: Falsifications in surveys

Face-to-face interviews are a widely used mode aifa dcollection. The assistance of
interviewers can enhance data quality, since tlayhelp ensure that survey questions are
correctly understood (Mangione et al., 1992). Oa tither hand, there is the risk that
interviewers intentionally depart from the instioats and falsify parts of an interview or even
the entire interview (Bredl et al., 2013). Intewways want to save effort and time and
therefore they sometimes decide to falsify (Sod@®)7). In addition, it is sometimes a
difficult task to obtain participation and an intewer may try to solve this problem by
falsifying data Turneret al., 2002). Different authors indicate that gmeportion of falsified
interviews in surveys usually does not exceed fieecent (e.g., Koch, 1995; Krejsa et al.

1999; Li et al., 2009). However, under certain winstances the percentage of falsifications

! Already publishedLandrock Uta and Menold, Natalja (2016): Validation of Dhetical Assumptions
with Real and Falsified Survey Data. Statisticalirdal of the IAOS 32(3): 305-12. The final publicat is
available at 10S Press through http://dx.doi.orgd283/SJI1-161020.
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may be higher: This may be, for example, the chaesurvey does not apply extended field
control procedures (Bredl et al., 2012) or in thsecof duplication of valid cases (Kuriakose
and Robbins, 2016; Koczela et al., 2015). In argsecéhe spread of falsifications makes it
important to determine how falsified data may intghe results of analyses of survey data.

With respect to the impact of falsifications, lagjmilarities between real and falsified
data have been reported regarding proportions agahs(Reuband, 1990; Schnell, 1991).
Menold and Kemper (2014) identified only small difnces in means and proportions
between real and falsified data, especially inwtinal and behavioral questions. However,
falsifications may have a strong impact on the ltesaf multivariate analyses. Schraepler and
Wagner (2003) provided an example with data ofGleeman Socio Economic Panel, where
the inclusion of falsified data strongly reduceck thstimated effects in a multivariate
regression analysis. They calculated a linear ssgwa on the log gross income. In the
sample, which included fabricated data, the resuéiee biased as compared to those in the
sample with real data. The effects of age and geweee overestimated and the effects of
duration of training and working hours per week evemderestimated in the data when
including falsifications (Schraepler and WagnerQ20 Finally, Schraepler and Wagner
(2003) found higher adjusted R-squared in the saatple than in the sample that included
real and fabricated data.

In other studies falsifications consistently led hayher explained variances in
regression analyses (Reuband, 1990; Schnell, 19®dgband (1990) as well as Schnell
(1991) used artificially produced falsificationshdy drew a subsample from an existing real
data set and asked their study participants to takéhe role of falsifiers. The task of the
falsifiers was then to produce data in responsesuxvey questions, using some of the
demographic information of respondents derived fittin existing data set. Then, falsified
and real data were compared. In an example ofttiiedee towards abortion, Reuband (1990)
conducted a regression analysis with age and adacas independent sociodemographic
variables and came to the conclusion that in thefied data the effects of these determinants
and the explained variance were higher than imreaédata (Reuband, 1990). Since Reuband
(1990) provided sociodemographic variables as mé&tion falsifications are supposed to be
based on, falsifiers seemed to rely on this infdiomaand to produce data in which
information given to falsifiers resulted in sige#int relationships with other variables.

Falsifiers may also be able to strongly predict sapiationships. Schnell (1991) used

a multiple regression analysis to examine the &ffe¢ subjective self-definition of social
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stratum, top-bottom-scale, and net income on stitagepolitical competence. In the real data,
two of the predictors were significant, while iretlfalsified data, all three predictors were
significant. The explained variance was higherhie falsified than in the real data (Schnell,
1991). It seems that falsifiers produced more &test results when providing answers to
related questions.

As shown above the results of previous studiestinthat falsifiers seem to be able
to produce means and distributions, which are coatga@ with real data. However, previous
research does not provide a clear picture withe®tsfo the question of which relationships
can be expected to be strongly pronounced in fadsifiata and which not. In this article we
address this question and test the following astiomp about the results of multivariate
analyses one can expect to differ between reafasified data.

Firstly, we expect falsifiers to not be able togice relationships in the data which are
driven from complex theoretical models. To tessthassumptions, we look for an established
and reasonable empirically tested theory. In tlesenmt article, we apply the theory of planned
behavior (TPB, Ajzen, 1991) to identify differendestween real and falsified data. The TPB
was used in our study to predict healthy food comsion.

Previous studies did not use a priori theoreticaljven models to predict the
relationships but rather used ad hoc models degdlop the basis of available data. Such ad
hoc models can also be plausible for laymen soiti@tviewers may be able to provide data
which are consistent with everyday theories aboutas life and society, even with a higher
consistency than in the real data. Therefore, ditedh to theory-driven predictions, we also
compared effects and correlations that were nodlipied by a social science theory but
seemed plausible according to common stereotypesloing so, we aim to replicate the
results found by Schnell (1991). Regarding the téstareotypes”, we follow the Hilton and
von Hippel (1996) definition, stated as “the staxddaiewpoint that stereotypes are beliefs
about the characteristics, attributes, and behawvbmembers of certain groups” (Hilton and
von Hippel, 1996: 240).

Third, we would like to show that falsifiers strdpguse sociodemographic
information about respondents when providing fadatfons which is plausible to assume
when considering the results obtained by Schraepter Wagner (2003) and by Reuband
(1990), described above. For our analyses, we assiemobtain stronger relationships

between the sociodemographic variables in falsifeoh in real data.
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When addressing the question, which informationsied by falsifiers while producing data
we research cognitive falsification strategies. Sidering these strategies contributes to the
area of social cognition, which encompasses “(..@ thental processes involved in
perceiving, attending to, remembering, thinking@thand making sense of the people in our
social world” (Moskowitz, 2005: 3). With respect $ocial cognition the results can help to
understand which kind of information falsifiers @oeninantly use for predicting the
respondents’ responses, e.g. on opinions andegadiied behavior.

Furthermore, the research on falsifications in sysvand the impact of falsifications
on data analyses is important for the image ofesudata and its reliability and usability in

society.

5.2 Database

Our database consisted of two datasets collect@@1d in an experimental study. The study
and the procedure were described by, e.g., Menbhl. §2013) and Kemper and Menold
(2014Y. For the first dataset, 39 interviewers condu@e8 real face-to-face interviews. The
interviewers and the respondents were studentseatUhiversity of Giessen, and they were
recruited on the campus.

Among the interviewers, 69% were female. The inearers’ mean age was 25.46
years (SD = 2.45). They studied social sciencepsychology (56.4%), language and art
(12.9%) and other disciplines such as biology, dbg medicine and economic sciences
(30.7%). The interviewers were, on average, inrthgh semester (SD = 2.97). Among the
respondents, 60.8% were female, and the averagevage?6.06 years (SD = 2.45). The
respondents studied social sciences or psychoR@¥%%o), language and art (23.5%), natural
sciences (13.1%) and other disciplines such ameagng, medicine or economic sciences
(33%). The respondents were also, on average,rggidgetheir fifth semester (SD = 3.1). All
interviews were audio-recorded to assure that thene actually conducted and not falsified.
The questionnaire contained 62 questions on att#uahd behavior and sociodemographic

2 We use a subsample from this study. We used aatly collected by GESIS, the Leibniz Institute for

the Social Science (n = 730), in which predominasticial science students participated. In therqgthet of this
study, collected by the ZEU (Center for internasibDevelopment and Environmental Research) paditipare
more heterogeneous. The results for the entire dataare comparable to those presented in thislearti
However, some relationships are not as strong #seirsubsample we used here, which we explain &yatt
that the students in the two samples differed wétspect to their study discipline. The results dbrdata are
available on request by the authors.
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information, mainly taken from the German Generalcisl Survey (ALLBUS) and
discussing political, economic and social topicgpayment either per interview (8 Euros) or
per hour (12 Euros) was provided to the intervienerg., Winker et al., 2015).

For the real respondents, an incentive of two Ewas provided. On average, each
interviewer conducted 9.1 (SD = 1) interviews. Aterview took approximately 30 minutes.

For the second dataset, the same interviewerscédbd survey data in the lab so that a
data set of 365 falsified interviews correspondimgach of the N = 365 real interviews was
obtained. These falsifications were done after ootidg the real interviews. As a
consequence the falsifiers have a better ideaeofyghical responses interviewees would give.
This is comparable to a real field setting, whére interviewers would typically conduct a
few true interviews before they falsify interviewartially or completely.

For the falsifications, either 9 Euros per hour3deuros per falsified interview were
paid. The falsifying interviewers received basicisdemographic information about the real
survey participants, for whom they were supposethtent data and who were interviewed
by a colleague (not by themselves) in the firstt per the study. The information the
interviewers was given was of such kind a falsifyinterviewer could easily have researched
himself with a short contact, e.g. by phone: s@e, atudied subject, number of semesters
enrolled, marital status, place of residence, gvaituation (with whom the respondent lives
together in a household), and country of origim.(eMenold et al., 2013). The interviewers
were instructed to falsify the data as if it weoHlected in a real survey setting. Interviewers
who took the role of falsifiers were further ingtted to imagine a person according to these
basic characteristics and to answer the question@ai this person would in a face-to-face
interview. The instruction was:

Please read the description of the person, whdseview you are supposed to falsify,
carefully. Please fill in the attached questionaas if you had conducted a personal

interview with the respondent in reality.

German General Social Survey: http://www.gesigastgllbus/allbus-home/
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5.3 Operationalization and Data Analysis
We compared the outcomes of multivariate analysesfdisified and real data using the
example of healthy food consumption. Our depentdehtavioral variable measured healthy
food consumption in days per week on which the aedpnt reports healthy eating. The
guestion in the questionnaire was: “On how manysqmyr week do you eat healthy?”

Our explaining variables followed the theory ofrplad behavior (Ajzen, 1991; Ajzen
and Krebs, 1994). The TPB has often been useddialsscience research with respect to a
variety of topics (Ajzen, 1991) and claims to potdi certain behavior with the help of four
determinants. The TPB assumes a two-step causaé¢mee. Behavior is directly influenced
by the actor’s intention to act, mediated by ths#rceived behavioral control. One step
before, the actor’s intention is influenced by tredtitudes, by their subjective norms and by
their perceived behavioral control. These deternmtm#hereby influence behavior indirectly.
Ajzen (1991) refers to attitude as to the actokpeetation that a behavior will have certain
consequences, combined with their evaluation afehlmnsequences as positive or negative.
Subjective norm is the perception that other peeglgect a certain behavior, combined with
the motivation to fulfill these people’s expectato The perceived behavioral control is the

actor’s belief that he or she is actually capalblghowing the respective behavior.

In the survey, the intention was operationalizedviry items:
In the future I will eat healthy at least 4 days week.

In the following weeks | will eat healthy at ledstlays per week.

The attitude regarding healthy food consumption wassured with three items that asked
the participant to provide an evaluation of healtbgd consumption as good, useful or
advantageous:

It would be (bad/good) if | ate healthy at leastad/s per week.

It would be (useless/useful) if | ate healthy aiste4 days per week.

It would be (advantageous/disadvantageous) if hatdthy at least 4 days per week.

(reversed item)
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Two statements on how friends and how importan¢rstievaluate healthy food consumption
measured the subjective norms:
My friends would approve if | ate healthy at ledstays per week.

People who are important to me would like it ité &ealthy at least 4 days per week.

The perceived behavioral control was also measwrddtwo items. The first was about the
thinking that there is the possibility to eat hkwland the second was of being convinced that
to eat healthy is completely in one’s own hands:

It is possible for me to eat healthy at least 4sdagr week.

It is completely in my own hands to eat healthieast 4 days per week.

All above-mentioned items were measured with 74paiting scales. This operationalization
was needed, because the TPB is a frame theory wlegtribes the relationship between any
attitudes and corresponding behaviors. Thereforesearchers have to provide
operationalization for a concrete kind of behawigithemselves. For the operationalization of
the items described above we followed strongly ékamples given by Ajzen and Krebs
(1994).

We separately used both datasets, real and falstbetest the postulated relationships
in terms of regression analyses. The differencewdsn the real and falsified data were
inspected with respect to the explained variansewell as the strength and direction of the
single effects. We expected that the overall ergldivariance is higher in the real data, when
only the TPB variables were included (cp. modelVig also expected stronger theoretically
predicted relationships in the real than in theifi@d data. These predictions correspond to
our expectation that falsifiers are not able todmterather complex theoretically driven
assumptions.

In a next step we expected to see the impact oinfbemation about the respondents
that was provided to the falsifiers (cp. modelT2)is information pertained to gender, age, the
living situation, and the relationship status. 8inge expected that falsifiers rely on this
information when providing falsified data, the asponding variables are to be expected to
be more strongly related to healthy food consunmpiicthe falsified data than in the real data.
In model 2 these variables were added to the mbdehich included variables regarding

TPB. We expected to obtain significant relationshgd personal variables as well as an
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increase of explained variances in model 2 in teeo©f falsified data but not in the real data
case.

To see how everyday knowledge and stereotypeseiméiel the results of prediction of
healthy food consumption, we additionally used otheciodemographic variables, such as
income, vocational education and training, and rggeiniversity as center of activities in
model 3. Here, we expected that such informatiomldvdvave a greater influence on the
falsifiers’ fabrication of responses compared te dffect the characteristics have in the real
data. In addition, we expect a higher predictivev@oof those variables in the falsified than
in the real data. We also added variables on T\6@mption (measured in minutes per day),
the preference of healthy desserts, participatmgports, and the interviewee’s BMI (body
mass index, measured by self-reported height anghtvef respondents) and obtained the
final model 3. The favorite dessert was derivednfra list of 12 desserts. We differentiated
between healthy desserts (fruit curd, fruit salagiagurt) and unhealthy desserts (mousse au
chocolate, tiramisu, chocolate pudding or pancakéds assumed that falsifiers used the
answers they had invented for these questions abdebnsumption, BMI, doing sports and
preferring healthy desserts when trying to invdatugible answers to the questions regarding
healthy eating behavior by using stereotypes. Tfarmation should be irrelevant for the
prediction of healthy eating behavior when applyli®B. However, according to stereotypes,
preferring unhealthy desserts, watching a lot lefvision, being obese and not participating in
sports would typically be assumed to correlate withealthy food consumption. Therefore,
we expect these variables to be more relevantarfaisified than in the real data. Therefore,
the use of these variables in the final model 3 exgeected to lead to an increase of explained
variances in the false data but not in the real.dat

To compare the outcomes of analyses, we calculdedical regression models for

the false and real data. SPSS 22 software wasfoisdte analysis.

5.4 Results

Table 5-1 shows the results of regression analiysds real and the falsified data. First we
look at the real data; in model 1, all of the tlyedriven variables showed significant effects
on the reported eating behaviohe correlations of healthy food consumption wite

subjective norm, perceived behavioral control, H&intention were positive, as expected. A

4 We also checked the values of the VIFs and totersinthe values are not problematic concerning

multicollinearity.
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result not congruent with the assumptions of TPR that attitude had a negative relationship
with healthy eating behavior, meaning that the nrespondents believed that healthy food
consumption was good and positive, the fewer ddysealthy eating they reported. This

result can be explained by the fact that studerte thought their eating behavior is not

healthy evaluated healthy food consumption evenemvafuable than students who reported
to eat healthy. The continuous effects of the thelmiven variables could be proven in all

three models in the real data. The explained veeiasf these variables amounted to 50%
(adjusted R= 0.5, Table 5-1) in model 1 and was very reastenab

The variables additionally included in model 2, @fhutilized information about real
respondents provided to falsifiers to be used wpileducing falsifications, were all not
significantly related to the dependent variablehie real data. Adding these variables to the
variables of TPB did not change the explained vagaof B = 0.5. These variables also did
not show significant relationships with the depearideariable in model 3.

The final model 3 is the most interesting becaugecludes also explaining variables,
which are not related to the theory of TPB, bubeatindicate stereotypical relationships with
eating behavior. In model 3, we added additioneicgtemographic variables, which were not
given to falsifiers but could also be used by thehile predicting healthy eating behavior:
disposable income, consideration of the univesgyhe center of interests and activities and
vocational education. In the real data, a significeelationship was found between the
university as the center of activities and the deleat variable. However, neither significant
relationships between the variables on TV consuwmptihe preference of healthy desserts,
participating in sports, and the interviewee’s BMild healthy eating behavior as a dependent
variable nor a change of explained variance weseed.

Next, we look at the falsified data. Model 1, whiobluded all theory-driven variables
regarding the TPB, explained 40 per cent of vagamdhich was lower than that observed in
the real data. Attitude did not have a significafitect on the healthy eating behavior.
However, other independent variables — subjectmann perceived behavioral control and
intention — were significantly and positively assbed with the dependent variable. The
falsifiers supposed that people with a strong siive norm, high perceived behavioral
control, and high intention reported eating healtinyre often than people with lower values
for the subjective norm, perceived behavioral aantind intention. However, in model 3, in
which variables describing stereotypical assumgtiaere additionally included, subjective

norm lost significance and was no longer relevanpfedicting healthy eating behavior.
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In model 2, gender was a significant predictor edlthy eating behavior. In the falsified data,
females were reported to eat healthy more oftem timales. This relationship is not
significant in the real data. The amount of exmdirvariance is slightly higher in model 2
than in model 1.

In the final model 3, the other sociodemographicialdes were included. These
variables did not have significant effects on tepehdent variable, a result that is largely
similar to the result found for the real data. Heerm within the real data, the university as the
center of activities had a significant effect, wehtihat was not the case in the falsified data. In
the case of falsified data, all the additional unidd variables on TV consumption, the
preference of healthy desserts, participating ionrtsp and the interviewee’s BMI have
significant effects, as expected, unlike the rasalitained from the real data. In the falsified
data, there were negative relationships betweelthlyeating behavior on the one hand and
TV-consumption and BMI on the other hand. In costirgpreferring healthy desserts and
doing sports were significantly and positively teth to the dependent variable. When
compared with models 1 and 2, the relationshipsevtral other independent variables with
the dependent variable changed. As mentioned albogesffect of the subjective norm was
no longer significant in model 3, so that only twbthe four variables testing TPB were
significantly related with the dependent behaviariable. The effect of gender lost its
significance, while the living situation gained miigcance. Living with parents and/or being
single yielded a positive relationship with healdating behavior. Adding variables related to

stereotypical relationships led to an increasexpfaened variance up to 48% in model 3.
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5.5 Conclusion

The aim of the present study was to investigate fadsified survey data influence the results
of theory-driven data analyses and which corratatio a multivariate analysis differ between
real and falsified data. The influence of theomdticrelevant variables was compared to the
influence of variables that seem relevant accortbngtereotypes as well as to other variables,
which are not relevant from the theoretical poihtview. As a framework for the theory-
driven assumptions, we used TPB (Ajzen, 1991), widcan established theory in the social
sciences that has often been utilized to preditgérént types of behavior (Billari et al., 2009;
Prapavessis et al., 2015). As a behavior of inteves used healthy food consumption, which
was assumed to be predicted by the attitude towarsidehavior, subjective norm, intention
and perceived behavior control. We found supparithie assumed relationships in the real
data (model 1), even though the direction of thati@nship between the attitude and behavior
differed from the assumed relationship. This ddfere can be explained by the kind of
behavior we used, so that even a positive attitadeards this behavior (eating healthy) may
be associated with less frequent healthy food copson. Next, we used self-reports of
respondents about the behavior, which can be acsonifr bias. However, attitude was a
relevant predictor of behavior in the real data,levin the falsified data a significant
relationship between the attitude and behavior maisobserved. In addition, the subjective
norm was not a relevant predictor of behavior ia thisified data after controlling for the
effect of possible stereotyping of assumed relatigps. The model, which was supposed to
test a priori assumptions, therefore found supjpotthe real data but not in the falsified data.
In addition, the results of higher explained vates of regressions models in the falsified
data, as reported by Reuband (1990) and Schndélljl1@ould not be observed in our data
with respect to the model used to test the TPBmapsans; a contradictory result was
obtained instead. We postulated that higher expthirariances can be expected with respect
to ad hoc developed models, which may also coos$igtlationships, which could be rather
stereotypical assumptions. We did not expect suasalt when theory-driven models were
used, and our results supported this expectation.

In contrast to the theory-driven assumptions, whaduld not be consistently
supported in the falsified data, the results shbat ttheoretically non relevant variables
played a role in predicting the behavior under stigation in the falsified data but not in the
real data (model 2 and 3). In the real data onlg ohtwelve variables was significantly

related to the dependent variable, while in theifiald data, variables of living situation as
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well as other variables that were included to festsible stereotypical assumptions were
significant. This applies in particular to stergmtal relationships of other behavioral

variables related to healthy food consumption (rh@&leThus, the falsifiers seem to apply

stereotypes to invent consistent cases — peoplewdatch less TV, prefer healthy desserts,
have a lower BMI and play more sports are people edit healthier than “couch potatoes”
with higher values of TV consumption and BMI, who fi#éwer sports and prefer unhealthy
desserts.

Our results help to clarify and to put into pergpecthe results obtained by previous
research (Reuband, 1990; Schnell 1991; SchraepteMéagner, 2003) with respect to the
differences between real and falsified data whemgusiultivariate analyses. Our results show
that one can expect that theory-driven, rather dexgelationships are difficult for falsifiers
to construct. In such analyses, one can expectbtairo inconsistent results and lower
explained variances in falsified data. Moreover, ewhconsidering stereotypical and
theoretically non relevant variables in explanaidhey will gain on significance and explain
the variance of a dependent variable better withfiad than with real data.

Our results also provide hints on which informatfatsifiers use to predict behavior
of others. Falsifiers firstly use information awadile to them about respondents, which can be
elucidated through brief contact. Additionally, yhese stereotypical assumptions and laymen
knowledge. However, falsifiers are less able todjterelationships, as postulated by a
scientific theory, which is a new finding presentedhis article.

It should be mentioned in this context that ousifedrs were students who were
mainly studying social sciences. This fact coul@dleto the result that theory-driven
assumptions could be supported to some extenteirfalkified data. However, although our
falsifiers are rather familiar with social scienteories such as TPB, they were not able to
reproduce the strength of the correlations of &zt data set.

In addition, we have one dataset of 100 per catared one dataset of 100 per cent
falsified interviews, which is seldom the caseeality, where, fortunately, the proportion of
falsifications is much lower. However, simulationatyses showed that differences such as
those presented in this article are also applicimethe detection of falsifiers when the
proportion of falsifications is low (Storfinger aWdinker, 2013). Therefore, our results can be
used to better understand the impact of falsifiath@n the results obtained with survey data
and to improve methods for the ex post detectionfadsifications presented by other
researchers (e.g., Bredl et al., 2013; Menold.eRall3).
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6. Explaining Political Participation: A Comparison of Real and Falsified
Survey Data

Abstract: This paper examines differences between real gule¢a and data falsified by
interviewers. Previous studies show that thereomlg small differences between real and
falsified data which implies that falsifying intéewers are able to (re-)produce realistic
frequency distributions. The question this papersaio answer is whether they are also able
to produce multivariate results in accordance with assumptions of established social
science approaches. As an example for a realisBory-driven data analysis, real and
falsified data are compared in terms of the id@dideterminants of political participation. |
use an experimental data set with data partly c@te in real interviews and partly by
interviewers being instructed to falsify; that ts, fill in the questionnaire based on little
information about the respondent. The questionnaieasures twelve political activities,
based on which | calculate an index for politicattwipation. There are differences in the
models between the real and the falsified data: &@ained variances are higher in the
regression models of the falsified data. Theresarae variables significant in both data sets
and some that are significant only in the realnothie falsified data. These differences can be

explained by our theoretical assumptions.

6.1 Falsification in Surveys

Face-to-face interviews are an important mode ¢& d@allection. The interviewers play a
central role, since they can probe into uncleawans from the respondents, for example
(Mangione et al., 1992). There is however, the tigkt interviewers may falsify parts of, or
the entire, interview (cp. Bredl et al.,, 2013). IBoling the definition of the AAPOR,
interviewer falsification “means the intentional pa@eture from the designed interviewer
guidelines or instructions, unreported by the wiewer, which could result in the
contamination of data” (AAPOR, 2003: 1). The reshajuestion this paper aims to answer is
how fabricated data affects the results of theoiyeth multivariate analyses, using the

example of explaining political participation.

° Already publishedLandrock Uta (2017a): Explaining Political ParticipationA~-Comparison of Real

and Falsified Survey Data. Statistical Journalhaf FAOS 32(3): 447-458. The final publication isadable at
IOS Press through http://dx.doi.org/10.3233/SJI2I/0
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But why do interviewers falsify survey data? Falisify interviewers want to optimize their
cost-benefit balance. That means, they want tallftiieir tasks and objectives (conducting
the interviews, achieving a high response rate,imizing the payment etc.) with a minimal
effort and resources (time and travel expenditucesivincing the survey respondents to
participate, etc.). Thus the behavior of the intamers follows the logic of rational choice
approaches: To save effort and time, interviewaas decide to falsify (Sodeur, 2007,
Winker, 2016).

In addition, the falsifying processes themselvedeulie a cost-benefit calculation. On
the one hand, falsifying interviewers want to reslubeir cognitive effort when choosing
answer categories. On the other hand, they wamirdégent detection as falsifiers, which
implies that they must fabricate answers which @¢qulhusibly be the true answers of the
respondents (Menold et al., 2013; Menold and Kemp@i4). To reduce their cognitive
effort, falsifiers apply satisficing strategies:tiSicing means that the falsifiers do not search
for the optimal answer on a certain question; thegrch for an acceptable answer, one which
appears to be plausible on first thought (Krosrackl Alwin, 1987; Menold et al., 2013).
Respondents in a real interview situation are assuto use satisficing strategies since they
also want to reduce cognitive effort when choosangwer categories (Krosnick and Alwin,
1987).

To quickly evaluate the plausibility of answerdsiigers apply general stereotypes and
implicit everyday knowledge (Reuband, 1990; Schrigd91). By stereotyping, falsifiers are
able to reproduce the means and marginal distabstin high accordance with reality, as
described later in this section (Reuband, 1990n&ith1991; Schraepler and Wagner, 2003).
The same stereotypes and implicit models of respdrehavior can also lead to a higher
consistency of the falsified interviews (Schnel91), particularly since the existing
variations which accompany different sociodemogi@pharacteristics are overestimated by
the interviewers (Reuband, 1990). Aside from thghér consistency and the differences in
the covariance structure there are further indbeetifor falsification, for example in the meta-
and para-data and also regarding different fornmalicators like response sets (e.g.
acquiescent responding or primacy and recencytsjfas Menold and Kemper (2014) have
shown.

Reliable information on the exact proportion osfAtations in surveys does not exist;
different authors indicate that it does not exceel percent (e.g., Koch, 1995; Krejsa et al.,

1999; Li et al.,, 2009). However, there are exammesurveys where the percentage of
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falsifications is much higher under certain circtemses (Kuriakose and Robbins, 2016;
Koczela et al., 2015). In previous studies only Ibaiferences in the proportions and means
were identified when real and falsified data wepenpared (Reuband, 1990; Schnell, 1991).
Menold and Kemper (2014) also report large sintikzsi between real and falsified data,
especially in attitudinal and behavioral questidtswever, findings on the impact of falsified

data on the covariance structure of data proveeta small proportions of falsifications can
contaminate data substantially (Reuband, 1990; &ci®991; Schraepler and Wagner, 2003).

To explore the impact of falsified survey data be tesults of data analysis, Schnell
(1991) and Reuband (1990) both produced artificidlsified data in the lab, which they
compare with real survey data. The real survey dataoth studies were subsamples from
factually existing data sets. Basic demographiormftion from some of the real survey
respondents were provided to the study participamte were recruited as falsifiers. The
falsifiers were asked to use this demographic médion to invent responses to the survey
guestions. Schnell (1991) used subjective politctahpetence as a dependent variable in a
regression analysis. The explaining variables weteincome, self-reported social class, and
self-placement on the top-bottom scale. In hiseggon analysis, the explained variance was
higher in the falsified than in the real data. Whih the falsified data all three independent
variables had significant effects, in the real datéy two of the three independent variables
were significant (Schnell, 1991). Reuband (199Q)lyxed the effects of age and gender on
the attitude towards abortion. The results of lagression analysis also show that the
explained variances were higher and the effectsxgér in the falsified than in the real data
(Reuband, 1990).

Furthermore, Schraepler and Wagner (2003) appliegjeession analysis to explore
the impact of falsified survey data on the resoft@a multivariate analysis. They used data
from the German Socio Economic Panel, which indudeal and falsified data. The data
were collected in a real survey field setting; faksified data were afterwards identified as
“real” interviewer falsifications. The dependentiaéle of the regression analysis was the log
of gross income. The explaining variables were @ gender, the duration of training, and
the working hours per week of the respondent. Sgiea and Wagner (2003) report that the
inclusion of falsified data in their analysis redadhe explained variance and biases the effect
sizes in different directions. Compared to the data which consists exclusively of real data,
the effects of age and gender were overestimatddheneffects of duration of training and

working hours per week were underestimated (Schkerapd Wagner, 2003).
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The previous studies in this field of research shibat falsifications in surveys affect the
results of data analyses, particularly the covaearstructure, often resulting in an
overestimation of correlations and of explainedarare. Nevertheless, the correlations that
were investigated were intuitive, based rather dnhac than on theoretically deducted
hypotheses; for this reason, it is possible thay timeet the assumptions of the stereotypes
which falsifiers use in their satisficing strategjids a consequence, one can assume that the
overestimation of correlations in falsified datddsoonly or particularly for cases in which a
falsifier would expect a relationship, for exampbecause of stereotypes or implicit
knowledge. In contrast to these above mentionedietuLandrock and Menold (2016)
compared real and falsified data by applying aatersocial science theory, the theory of
planned behavior, and conducted theory-driven esgpa analyses for explaining healthy
eating behavior. They came to the result that stgpécal and non-theory-driven relationships
were more strongly pronounced in the falsified datale theory-driven relationships were
more strongly pronounced in the real data. Apannfitheir work, until now, little is known
about how the differences between fabricated amad data appear when theory-driven
assumptions are tested. This paper intends to eethis research gap by answering the
research question whether falsifiers are able twlyre multivariate results on political
participation in accordance with the assumptionsstéblished social science approaches and
thus how fabricated data affects the results obripdriven multivariate analyses. Thereby it
aims to give further evidence that falsifiers aw fully able to reproduce the complex

relationships of real data.

6.2 Analyses and results

As we know from previous research, falsifiers afteroable to invent plausible answers and
produce realistic frequency distributions. They @is® able to produce correlations that exist
in real data, which they often even overestimaseloag as these correspond to customary
stereotypes and are intuitively guessable. Thearebequestion raised here therefore is how
correlations are affected by falsified data that theoretically deducted and well-grounded in
existing scientific literature. | analyze differeascbetween real and falsified data using theory-
driven multivariate analyses to identify the deterants for political participation. | decided
to apply the example of explaining political pagstion because this is a widely researched
guestion in social sciences with high social reteea
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6.2.1 Hypotheses

The question of whether falsifiers are able to pomidata in accordance with the assumptions
of established social science approaches is amytiih evident. One can reasonably assume
that falsifiers are typically not familiar with the social science approaches and do not apply
them — also because this would imply investing nzognitive effort and would contradict
the falsifiers’ satisficing strategies. A core asption of the following analyses therefore is
that the more causal effects are rooted in sociahse theoretical approaches rather than in
everyday knowledge, the less they can be produgddl&ifiers and the less they are found in

falsified data. This assumption leads to the foilfmfour hypotheses:

H1: For the theoretically predicted determinantsréhare more significant effects in the
real than in the falsified data.

Falsifiers reproduce and eventually overestimdiectsf that they assume to be true, typically
because they are obvious or intuitive, such asrnthgence of the self-placement on the left-
right-dimension. In contrast, the effects predidbycelaborate social science theories, such as
the influence of political efficacy, are less likab be intuitive for falsifiers. And unless they
have an academic background, the falsifying ineawers probably do not know the
underlying theoretical bases of a study. Thereftiney should generally not be able to
reproduce relationships that are explained by thases and that are empirically proven in
reality by the existing research literaturdénstead, they apply implicit stereotypes and
everyday knowledge about the attitudes and behaVithre respondents. If this assumption is
correct, this should be reflected in the results tlé theory-driven causal analysis.
Consequently, H1 states that there are more signifieffects for the theoretically predicted

determinants in the real than in the falsified data

H2: For real sociodemographic information knownfagsifying interviewers, there are
more significant effects in the falsified than Iretreal data.

As described above, previous research has fourtdfahsfiers overestimate the existing

sociodemographic differences between the resposd&#uband, 1990). Furthermore, they

have only little information about the respondeantsl their living conditions. Therefore, the

falsifiers strongly rely on sociodemographic infation that they happen to know or that is

6 It seems to be plausible that more experiencedifitals are able to guess these less obvious

relationships without knowing the social scienoeotty behind.
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provided to them and give a particularly high relese to such informatidnConsequently,
H2 states that within sociodemographic informatiotown to falsifiers, there are more
significant variables in the falsified than in tteal data.

H3: For further correlates found in research, thare more significant effects in the
falsified than in the real data.
Beyond the ground of strict theoretical deductitimre are further correlates found in
research which enter the bases of scientific kndgdeand are typically also used in
subsequent research for formulating hypotheseslasigning multivariate regression models.
In the case of research on political participatibere are such independent variables which
have been proven in previous empirical studiesteebevant under certain circumstances (cp.
section 6.2.3). They mostly have an influence iecefr contexts, depending on the concrete
form of the analyzed political participation. Thesdluences are more obvious and
principally guessable by laymen as they were byedsp Based on their laymen’s theories
and everyday knowledge, the falsifiers invent amsw@nd construct stereotypical
relationships with the likewise fabricated attitsdand behaviors. The real respondents
instead answer more inconsistently, perhaps dtleeio more complex life conditions and the
occurrence of satisficing. Therefore, the falsdiewverestimate the relationships and construct
more significant effects in the falsified data thasservable in the real data. Consequently,
H3 states that there are more significant effetth® further correlates found in the falsified

than in the real data.

H4: The falsifiers construct more consistent cabas real life; therefore, the explained
variance is higher in the falsified than in thel dsta.

An invented pattern of answers to a questionnailevi's less complex principles and shows

fewer inconsistencies than the empirical realitiesated by real life. Therefore, all in all, the

falsifiers invent more consistent models of resmontisl behavior than the real respondents

show. This leads to more consistent regression madehe falsified than in the real data

As a result, the explained variances, measuredjastad R-squared, should be higher in the

falsified than in the real data.

! Nevertheless, it seems to be plausible that t&l & overestimation of sociodemographic inforroati

depends on the knowledge of the subject and therexme of the falsifier.
8 The higher consistencies of the falsifiers vary different factors, for example the length of the
guestionnaire.
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6.2.2 Database and Method
Data sets witltonfirmedreal andconfirmedfalsified interviews rarely exist; therefore udyal
experimental data are used for the empirical amalgs the effects of falsifications (cp.
Winker et al., 2015). The database in this papesists of three datasets, obtained in the
summer of 2011, and is described in detail by Kangel Menold (2014) as well as by
Menold and Kemper (2014):

For the first dataset, 78 interviewers conducted i&hl face-to-face interviews. The
interviewers were students at the University ofSSen. The respondents were students at the
University of Giessen as well and were recruitedtm campus. All interviews were audio-
recorded and checked afterwards to assure thattbeyactually conducted and not falsified.
The questionnaire contains 62 questions on atstuated behavior and sociodemographic
information, mainly adopted from the German GeneSatial Survey (ALLBU®) with
political, economic and social topics. Payment wawided either per interview (8 Euros) or
per hour (12 Euros) to the interviewers (e.g., Kengnd Menold, 2014).

For the second dataset, the same interviewerscédbd survey data in the lab so that a
data set of 710 falsified interviews, correspondmgach of the N = 710 real interviews, was
obtained. For this task, either 9 Euros per houB &uros per falsified interview was paid.
The falsifying interviewers received basic sociodgnaphic information about the real
survey participants, for whom they were supposednient data and who had been
interviewed by a colleague (not by themselveshmfirst part of the study. The information
the interviewers were given was of such a kind &hilsifying interviewer could easily have
collected him- or herself via a short interview lwihe respondent: sex, age, studied subject,
number of semesters enrolled, marital status, ptacesidence, living situation (with whom

the respondent lives in a household), and couritoyigin (e.g., Kemper and Menold, 2014).

The interviewers were instructed to imagine a pemdh these characteristics and to fill in
the questionnaire, thus falsifying the data adhdéytwere collected in a real survey setting.
The exact instruction was:
Please read the description of the person, whdseview you are supposed to falsify,
carefully. Please fill in the attached questionaais if you had conducted a personal

interview with the respondent in reality. Pleasagcplthe description of the respondent

9 http://www.gesis.org/en/allbus/allbus-home/
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next to the questionnaire while falsifying, so thaiu are always aware of the
characteristics of this person.

The person, whose interview is to falsify...

- is female,

- is 20 years old,

- studies teaching,

- is enrolled in her second semester at a university.

- She is unmarried, in a stable relationship,

- lives in Huettenberg, a rural village in Hesse,

- with her parents or relatives.

- Country of birth: Germany.

Additionally, in the third phase of the fieldworkhe interviewers filled in the survey
guestionnaire for themselves, as respondents, landaaguestionnaire about their falsifying
strategies. These data are stored in a third eéata s

This experimental setup has strengths and weakneSsethe one hand, it allows the
collection of a lot of information about the inteswers and their falsifying processes. In
comparison to a standard field setting, this iglavant strength. A significant limitation of
this experimental design is the fact that intengesvand respondents were students. As a
result, some of the sociodemographic variables kge or education, show only small
variances (cp. Winker et al., 2015).

| use the two data sets with real and with faldifswers from the respondents for
calculating multivariate causal analysis and conmgaresults to find out which differences

occur with the use of not only real but also fadslfdata.

6.2.3 Political participation
Following the definition of the political actionusty of Barnes and Kaase et al. (1979),
political participation includes all activities afdividual citizens, which are voluntary and
intended to influence political decisions directly indirectly (Kaase and Marsh, 1979: 42).
Political participation has been differentiatedtivo forms. On the one hand, conventional
political participation covers forms of participati which are related to political elections and
party activities (Marsh and Kaase, 1979: 84), sagkbngagement in a party or participation in
public discussions (cp. Koch et al., 1999). On ttker hand, unconventional political
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participation means forms of participation whicke andependent of political elections and
party activities (Koch et al., 1999: 12; Kaase &harsh, 1979: 41), such as participation in
demonstrations or house squatting, which meanspgyooy an abandoned house without
permission (cp. Koch et al., 1999). However, thewst between the two forms has
diminished during the last decades since most faisconventional political participation

used to be considered as illegitimate by largespaftsociety and are considered as fully
legitimate today. In current literature this diffetiation is mostly neglected, since it is
considered as “analytically elegant, but diffictdt keep up empirically” (van Deth, 2001:

203).

The question arises, which factors have an impadhe degree to which individuals
engage in political participation. There are didigr models which aim to explain political
participation (cp. Ludemann, 2001). In the politiaetion study, Kaase and Marsh (1949)
developed a “heuristic device” (Kaase and Marsty91311), which is helpful to explain
political participation, but “is not meant to be systematic specification of causal
relationships” (Kaase and Marsh, 1979: 41). Basadtlos instrumental concept, Opp
developed a rational choice model of explainingtiwal participation (cp. Lidemann, 2001;
Opp and Finkel, 2001) which is acknowledged anquestly used today, for example, it is
the theoretical foundation for the German Geneaali& Survey (ALLBUS, cp. Koch et al.,
1999). According to Opp, the following dimensionse aonsidered as determinants for
political participation (see also Koch et al., 1988demann, 2001): dissatisfaction with the
political, economic or social situation, the pevee influence on political decisions, the
existence of norms of political participation, asatial incentives for political engagement.

The theoretical assumption is that the more peagdadissatisfied with their political,
economic or social situation, the stronger is tipeiitical participation. Recent research has
provided empirical evidence for this assumptior. &ample, Steinbrecher (2004) proves the
positive effect of political dissatisfaction on pimlal participation. The perceived influence on
political decisions is captured by the concept ofitigal efficacy, which covers two
dimensions: the internal and the external. Intepwitical efficacy means an individual's
perception of his or her own ability to influencelipcal decisions. External political efficacy
means the actor’s perception that the politicatesyswill react (Kaase and Marsh, 1979: 48-
49). The political efficacy transforms a dispositito participate in factual participation and
can therefore be considered a precondition fortipali participation (cp. Kaase and Marsh,
1979). The higher the political efficacy is theosiger is the political participation. Opp and
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Finkel (2001), Ludemann (2001), as well as Steictee (2004) report evidence for the
positive impact of political efficacy. A third infencing dimension covers the perception of
participation norms; the stronger the perceivednsoto participate are the stronger is the
political participation (cp. Opp and Finkel, 200The dimension of social incentives refers to
the social relations and memberships an actor lhasganizations in which participation is
likely to be supported, for example in politicalrigas, citizens’ action groups or other
associations (see also van Deth, 2001). The thearetxpectation is that higher social
integration in such supporting organizations andiadonetworks should be positively
correlated with stronger political participationp®and Finkel (2001) for example provide
evidence for this assumption.

Aside from these influencing dimensions, many ssdtonsider additional influencing
factors. These factors mostly have an influencespecific contexts, depending on the
concrete form of participation that is analyzed @@ample conventional or unconventional
forms or legal or illegal forms). Marsh and Kaa%879) identify in the political action study
the effects of sociodemographic variables like agmder, and education. Opp and Finkel
(2001), Westle (2001) and Steinbrecher (2004) conthe significance of these variables:
Opp and Finkel (2001) report a positive relatiopstbetween age and protest as
unconventional political participation, whereas isteecher (2004) identify a negative
relationship. Westle (2001) shows that men padiapolitically more often than women do.
Opp and Finkel (2001) as well as Steinbrecher (R0&dort a positive relationship between
education and political participation. There argHar correlates, which have influences on
political participation: Kaase and Marsh (1979)alde the self-placement on the left-right
scale as a complementing indicator, with peoplesiiging themselves as rather politically
left being more active. The same result is repaoetdidemann (2001). Furthermore, there is
evidence for the positive influence of the selfapd social class on political participation
(Marsh and Kaase, 1979). For TV consumption, Liden{@001) and Schulz (2001) report a
negative correlation with political participatioAs one can see there is a broad variety of

influencing correlates.

6.2.4 Operationalization and regression model
To operationalize political participation, whichrges as the dependent variable, the
guestionnaire contains material adopted from then@e General Social Survey (ALLBUS)

2008, which covers 12 different conventional andamventional activities (cp. Wasmer et
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al., 2010). Just as in the original ALLBUS 2008mtscale, not only the factual behavior in
the past is obtained for each activity, but alse ititention to participate politically in the
future (idem).

The exact wording of the two questions regarding ititention to participate and the
factual behavior in the past is:

If you wanted to have political influence or to nreakour point of view felt on an issue

which was important to you: Which of the possikektlisted on these cards would you

use? Which of them would you consider? Please riheneorresponding letters.

[letters A to M, see below]

Which of these things have you actually alreadyedavhat have you already taken

part in? Please name the corresponding letters.

A. Express your opinion to friends and acquainésrend at work
B. Vote at elections

C. Take part in public discussions at meetings

D. Participate in a citizens’ action group

E. Voluntary work for a political party

F. Take part in an unauthorized demonstration

G. Take part in an authorized demonstration

H. Not vote at elections out of protest

J. Out of protest, vote for a party other thanrymarty of choice
K. Sign a petition

L. Boycott or buy goods for political, ethical environmental reasons

M. Take part in an online protest campaign

Marsh and Kaase (1979), and following them alsin8techer (2004), Westle (2001), Schulz
(2001) and other researchers, use the readingsartigipate politically as an indicator for
political participation. In the work presented hist paper, it is operationalized accordingly.
One reason for including readiness in the operalipation is the assumption that factual
political participation in the past supports anded®ines the current readiness for political

participation (cp. Westle, 2001). Another reasdereeto the chronological order of cause and
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effect: the interview measures factual participatio the past and other information, such as
attitudes or sociodemographic characteristics,hat ttme of the interview. This makes it
difficult to consider the current attitudes or atigerview information as influencing factors
for political participation, which occurred pricw the measurement of these potential causes
(cp. Steinbrecher, 2004). Therefore it seems camnto use readiness or intention to
participate as indicators for political particiatiand as dependent variables.

To identify the latent structure of the politicadtizities and to generate a suitable
indicator for political participation, | conducteah exploratory factor analysis using the
twelve forms of past political participation as Was$ readiness for political participation (cp.
van Deth, 2001; Lidemann, 2001; Steinbrecher, 2860d; others). As a result, | identified
four factors of past political activities and al$our factors of readiness for political
participation. The most reliable factor, with a @lbach’s Alpha of 0.6, covers the readiness
for political participation, consisting of the reaess for participation in a citizens’ action
group (item C), the readiness for participation pmblic discussions (item D), and the
readiness for engagement in a party (item E).dutated an additive index as an indicator for
political participation and dependent variable tbe further analysis. Steinbrecher (2004)
identified in his analysis of the ALLBUS data alrhéise same factdt which he callparty
activities

The explaining variables are organized in threeckdo The first block covers the
theoretically expected determining factors for ficdil participation as described by Opp and
Finkel (2001, see above), the second block congistsociodemographic and control
variables provided to the falsifiers, and the thioldck refers to the further situationally
relevant correlates found in research.

As described before, following Opp’s explanation political participation, there are
four determining factors: political efficacy, disiséaction, norms of participation, and social

incentives (cp. Opp and Finkel, 2001).

In the data set, political efficacy is differenédtin two forms, measured with two items each.
The internal political efficacy is measured as greement with the following items from
ALLBUS 1998 (cp. Koch et al., 1999):

10 Steinbrecher’s factor additionally covers the itésupporting a candidate”, which is not used in

ALLBUS 2008 and neither in my questionnaire.
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| would have the confidence to take on an active i a group concerned with political
issues.

Politics is so complicated that somebody like m&toanderstand what's going on at all.
[Reversed item]

The external political efficacy covers the agreenweith the following items from ALLBUS
1998 (idem):

Politicians don’t care much about what people tik@think. [Reversed item]

In general, politicians try to represent the pespleerests.
As independent variables for the analysis, the sez#Enboth items were each calculated
(Koch et al., 1999; Wasmer et al., 2010).

Following the operationalization of the ALLBUS 1998issatisfaction is obtained as political
and economic dissatisfaction. To measure politicsdatisfaction, the mean of the agreement
with three statements is used (Koch et al., 1999):
Only when differences in income and social statedarge enough is there any incentive
for personal achievement.
Differences in social position between people areeptable because they basically
reflect what one has made of the chances one had.

| consider the social differences in this countryé just on the whole.

The economic situation is measured just as in ALBB1998, in accordance with two items
(Koch et al., 1999). Here | did not calculate atlei because of the low value of Cronbach’s
Alpha (.26):

How would you generally rate the current econonticasion in Germany?

And your own current financial situation?
Information on the norms of participation and sbaiaentives are not available in the used

data set.
The second block of independent variables covecgodemographic information which is

provided to the falsifiers. These variables arevkmdo have effects on political participation

(Marsh and Kaase, 1979). Furthermore, this infolonais used by the falsifier to invent the
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survey data. | included age and gender, but notathin, which was also provided, because
all respondents are students.

In the third block of independent variables, | ud®d indicators which were reported
as situationally relevant for political participai these variables are self-placement on the
left-right scale (Kaase and Marsh, 197%glf-reported social class (idem), and TV
consumption (Lidemann, 2001; Schulz, 2001). In AUSB2008, the attractiveness of the
respondent, as reported by the interviewer, israsduto have a positive effect on political
participation, because psychological research Hmemsvis that attractive people consider
themselves to be more influential than others (Wasshal., 2010). Thus, | also included this
variable as situationally relevant.

These independent variables were included in ali@d_S regression analysis, which was
calculated for real and for falsified data identicao compare the results of the real and the

falsified data.

6.2.5 Results
The following table (Table 6-1) shows the resultshe regression analysis for the real and
the falsified data.

Model 1, includes the theoretically expected debeimy factors for political
participation, which are less obvious for falsifierin the real data, three of the five
determining factors show significant effects. Tlerelations of internal political efficacy and
political dissatisfaction are positive, as expectedcontrast to the theoretical assumptions,
there is a negative influence of dissatisfactiothwvan individual's own economic situation on
political participation. In addition, Westle (200a)d Opp and Finkel (2001) cannot confirm
any (positive) effects of dissatisfaction. Opp &mukel (2001) argue in their analysis that the
respondents assume that they cannot reduce thesatdifaction by participating politically,
which seems to apply in this study as well. Furtiee, in this study the respondents are
students. It doesn’t seem plausible to assumesthdénts, who are dissatisfied with their own
economic situation, would be willing to participatelitically in the forms of participation
that are analyzed here (cp. section 6.2.4). It semore convincing that these students would
concentrate on the success of their studies togehémeir economic situation as soon as
possible. Consequently, they would be less lika@ywillingly participate politically, as
compared to students who are satisfied with thmnemic situation. This effect, however, is

not in line with the theoretically-developed hypedks. Aside from the three effects
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described, there are no significant effects in fir& block: external political efficacy and
dissatisfaction with the general economic situationGermany do not influence political
participation.

Falsified data from model 1 contained only one i§icgnt variable: internal political
efficacy. The other four theoretically expectededetining factors for political participation
remain without significant effects. This finding generally in line with the first hypothesis,
stating that for the theoretically predicted deteants, which are less obvious for falsifiers,
there are more significant effects in the real timathe falsified data. Still, the question arises
as to how the falsifiers are able to reproducectireelation between internal political efficacy
and political participation. This effect is evenosiger in the falsified data than it is in the real
data. One possible answer is that the two statemefiich measure internal political
efficacy’ are relatively coarse and are therefore, for thisiffers obviously related to
political participation, without scientific knowlgd. The adjusted R-squared of .21 in the
falsified data is higher than the value of .16he teal data. Although only one independent
variable is significant in the falsified data, tfesified model is more consistent than the
model for the real data. The falsifiers only redagnthe relevance of one theoretically
predicted determinant, the internal political edftg, but they overestimate its influence,
similarly as it was predicted in hypotheses 2 aridr3he determinants that are not grounded
on theoretical approaches.

Model 2 additionally includes the control variabpgsvided to falsifiers. These are the
sociodemographic information of the real resporslesgarding age and gender that are
accurate also in the data set of falsified datathet possible differences in the results can
only occur due to the dependent variable. In thed data, age has no effect on political
participation, presumably because of the low vaeawithin the age range of this sample of
students. Gender has a significant influence oitigall participation: In this sample, women
participate politically more frequently than men.

Results in the falsified models are quite similEne effect of gender is also provable
and follows the same direction. Age is not sigificin the falsified data either, presumably
for the same reason as in the real data. Thesdisraku not support the assumption that

falsifiers overestimate the sociodemographic infation they happen to have, which

1 The two statements are: “I would have the configetactake on an active role in a group concerned

with political issues” and “Politics are so complied that somebody like me can’t understand wiggiisg on
at all” (see also section operationalization).
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contradicts the second hypothesis. One can conclbdeever, that falsifiers use the
information about gender to falsify the questionesi The question arises of how the
falsifiers are able to guess the influence of gended also in the correct direction, with
women being more engaged than men, which seemsostpically contradictory. One

explanation may be that the falsifiers have expeseconducting real interviews prior to
falsifying their data, which may have given themgaod impression regarding gender
differences in the sample. This is a weaknessetitita set which might corrupt our findings.
The adjusted R-squared is still higher in modeh 2hie falsified data, with two significant

independent variables, than in the real data, feitin significant independent variables. This
difference is still due to the variables of thesffiblock, particularly due to the impact of
internal political efficacy.

The final model 3 includes additional correlatesrio in research, which are reported
as situationally relevant for political participati and more obvious for falsifiers. In the real
data, none of the further correlates show any soegmt effect; for the “party activities,” as
Steinbrecher (2004) calls the forms of politicattfggpation used here for operationalization,
these variables do not make a difference. Furthexjrio model 3, dissatisfaction with the
individual's own economic situation loses its siigant influence. Internal political efficacy
and political dissatisfaction remain the only twgn#ficant determining factors for political
participation.

In the falsified data there is a significant effeftself-placement on the left-right-
dimension: The falsifiers assume that self-placémam the left-right-dimension has a
significant influence on political participation,ittv those defining themselves as rather left
being more engaged. This is in line with the thirgpothesis, stating that for further
correlates, there are more significant effecthenfalsified than in the real data. The adjusted
R-squared value in the falsified data slightly eases to .23 in model 3 and is still higher in
comparison to the real data. Thus, the falsifier&del of political participation is more

consistent than in reality.
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To summarize the results of the regression analysils review the hypotheses:

H1 states:For the theoretically predicted determinants, thare more significant effects in
the real than in the falsified data.

This hypothesis is confirmed. In all three modélere are more significant determining
factors in the real than in the falsified data. Tinal model 3 shows two significant effects in
the real data, namely effects of internal politiefficacy and of political dissatisfaction. In
model 3, regarding the falsified data, only inténpalitical efficacy has a significant effect:
The falsifiers do not guess the impact of politideisatisfaction. So, there is some support for
H1. On the other hand, the support for H1 couldstsenger: There is still one significant
effect in the falsified data, even if it is an ughce that seems intuitively guessable; and, there
are only a few significant effects of the determgifactors for political participation in the
real data. As previously mentioned, other reseasct@nnot confirm any (positive) impact of
dissatisfaction (cp. Opp and Finkel, 2001; WesH#6801). The same applies to external
political efficacy (Steinbrecher, 2004n conclusion, the results presented here for dag r

data are in accordance with research on politiagtigpation.

H2 states:For real sociodemographic information known to figieig interviewers, there are
more significant effects in the falsified thanhe real data.
This hypothesis is not confirmed. In each of the¢hmodels in both subsamples, gender has
a significant effect on political participation buwtge does not. This contradicts the
hypothetical assumptions of more significant efantthe falsified than in the real data. One
reason probably is that age only has a small vesian this student sample. The second
reason may be that the falsifiers have gained @& &bout the actual gender differences in the
sample before they falsified via experience conidgateal interviews. So, it is very possible
that the lack of support for H2 is due to weakngdeethe data set and its methodological
design.

H3 states:For further correlates found in research, there anere significant effects in the
falsified than in the real data.

This hypothesis is confirmed. One can see thaetieone variable, self-placement on the

left-right-dimension, with a significant effect the falsified data, but none in the real data.

This is in line with H3. However, again, there ablle stronger support. It can be assumed
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that falsifiers do not have many applicable stefees regarding readiness for political
participation. This may have to do with the dependariable: Readiness is a pretty vague
construct. Also, it could be that more unconverdloforms of political participation, for
example participating in demonstrations, would \eté more stereotypes in the expected
way, in contrast to the engagement in a party otigg@ating in a citizens’ action group or

participating in public discussions, which are ¢daeed in this analysis.

H4 states:The falsifiers construct more consistent cases timmeal life; therefore, the
explained variance should be higher in the faldifiean in the real data.

This hypothesis is confirmed. The results regardit#g meet the expectations of a higher

explained variance in the falsified than in thel @ata. The falsifiers seem to invent more

consistent cases in all three models.

The corrected R-squared value of .17 is not vemyhhin the real data. This
corresponds to the findings of Steinbrecher (2004 analyses different forms of readiness
for political participation and reports correcteesuared values between .10 and .21 in his
analyses of ALLBUS data. Steinbrecher (2004) ardgasthese results indicate that political

participation depends highly on the context.

It can be summarized that three of the four hypsekdind support, even if the support is not

very strong. Only H2 is left without confirmation.

6.3 Conclusion and discussion

The present work started out from the observatai falsifying interviewers are, on the one
hand, able to invent plausible answers to survegstipns. On the other hand, previous
studies show that interviewer falsifications in\&ys affect the results of data analyses,
mostly leading to an overestimation, partly alsoato underestimation of influences. This
paper was inspired by the assumption that an owerason of influences would occur for
variables to which an influence seemed intuitivplgusible, based on implicit laymen’s
theories and stereotypes, whereas an underestimatould occur for variables whose
influence seemed less obvious. The latter can peated for effects predicted by elaborate
social science theory approaches. The paper theréfitended to answer the question of
whether or not falsifiers are able to produce dataccordance with the assumptions of

established social science approaches. Explairotiical participation is a suitable example

51



for investigating this question, because there vgeli-established theoretical approach with
proven survey questions and measurements (for dgampghe 1998 and 2008 ALLBUS

guestionnaires). Furthermore, political participatis a highly relevant topic in the social
sciences.

As described in the results above, there are @ifiezs in the models between the real
and the falsified data: The explained varianceshagber in the regression models of the
falsified data. Furthermore, correlations are pnegethe falsified data that cannot be proven
in the real data, which supports the assumption félaifiers use stereotypes or implicit
knowledge for inventing realistic answers to inteww questions. Finally, the falsifiers were
not able to reproduce both effects of the theam#yicpredicted determinants for political
participation, in particular the effect of politlcdissatisfaction on the readiness for political
participation. As one can see, the falsifiers asefally able to produce data in accordance
with the assumptions of established social sciepmroaches. These findings underline that
good results of multivariate analysis, in termswbng significant effects and high shares of
explained variance, do not necessarily imply goata djuality; they might as well be a hint
for falsifications. Therefore it is crucially imgant for empirical research to put much effort
in avoiding falsifications. And it is important tdentify falsifications, for example using the
formal indicators investigated by Menold and Kem2914). Comparing subsamples with
suspicious and with unsuspicious cases based onytdeven multivariate analysis could be
an additional strategy in examining a data setdisifications.

Despite the fact that our hypotheses do find supgbere are fewer differences
between real and falsified data than one could @&xg@dis probably has four reasons: First,
the falsifying interviewers were familiar with thigpical responses of the interviewees
because they had conducted real interviews belf@ falsified. That is also the case in real
fieldwork, where real interviewers who falsify mayave conducted true interviews
beforehand. Second, the respondents, as well astédmeiewers, were students, leading to the
possible bias that the interviewers are acquaimtgld the thinking and the habits of the
interviewed population. Third, there are differential science theories that are more or less
“intuitive” for laymen and therefore easier or hardto reproduce for falsifiers. The
theoretically predicted explaining variables folifpcal participation are, partly, intuitive, in
particular the effect of internal political efficad=ourth, there are dependent variables that are
more or less suitable for applying stereotypesdédrom the intuitive explaining variables

mentioned above, there are only a few stereotyptded to the readiness for political
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activities. One may find better-suited dependemiabées to activate stereotypes and to make
the differences between real and falsified datdbksfor example, explaining activities like
participation in demonstrations.

Nevertheless, the main finding of this paper id tabsifiers overestimate the influence
of stereotypical causes and they are less ablept@duce theoretically-induced relationships.
Thus this paper validates the results of Landrawt Blenold’'s previous work (2016) and
gives another piece of evidence that complex wiahips in the real data are difficult for

falsifiers to reconstruct.
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7. How Interviewer Effects Differ in Real and Falsified Survey Data:
Using Multilevel Analysis to Identify Interviewer Falsifications'

Abstract: In face-to-face interviews, interviewers can hamemportant positive influence on
the quality of survey data, but they can also ohie interviewer effects. What is even more
problematic is that interviewers may decide toifglall or parts of interviews. The question
that the present article seeks to answer is whettgeimterviewer effects found in falsified
data are similar to those found in real data, oetier interviewer effects are larger and more
diverse in falsified data and may thus be usedrasdicator for data contamination by
interviewer falsifications. To investigate this gtien, experimental data were used from
controlled real interviews, interviews falsified blye same interviewers, and questionnaires
completed by these interviewers themselves as megmbs. Intraclass correlations and
multilevel regression models were applied, andrurever effects in the real survey data
were compared with those in the falsified data.eNmence of interviewer effects was found
in the real data. By contrast, interviewer effegege found in the falsified data. In particular,
there was a significant association between trervigwers’ own responses and the falsified
responses to the same questions in the questieniiaius, to detect interviewer falsifications,
| recommend that researchers should also get teeviewers to complete the questionnaire

and check datasets or suspicious cases for imtegvieffects.

7.1 Introduction

Face-to-face interviews are an important mode td dallection in empirical social research.

It is used in many major studies, for example thieofean Values Study (EV$)the U.S.
General Social Survey (GS8)and the Programme for the International Assesswieftult
Competencies (PIAACY Interviewers can have a major influence on thdityuaf survey
data. On the one hand, they can improve data gu#dit example by helping the respondent
to understand the survey questions correctly (Mamgiet al., 1992). On the other hand, there
is the risk of interviewer effects, that is, distons of survey responses due to the presence of

12 Already publishedLandrock Uta (2017b): How interviewer effects differ inateand falsified survey

data. Using multilevel analysis to identify intexwier falsifications. mda 11(2): 165-190. The fipablication is
available at GESIS through http://dx.doi.org/1032/Mmda.2017.03.

13 http://www.europeanvaluesstudy.eu/

14 http://gss.norc.org/

15 http://www.oecd.org/skills/piaac/
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an interviewer. Interviewer effects can cause lniadata and affect substantive findings
(Beullens and Loosveldt, 2016; Groves and Magila®986). They occur when the
respondent's answer depends not only on the indestdaulus of the question but also on the
interview situation and the interviewer (Bogner drahdrock, 2016; Schanz, 1981). In the
case of interviewer effects, certain interviewerhdaegors (e.g., reading pace or
suggestiveness) or characteristics (e.g., expexjeage, gender, or education) may influence
the response behavior of the respondent (BeulladsLaosveldt, 2016; Haunberger, 2006;
Mangione et al., 1992). Interviewer effects therefconstitute response bias (see Groves and
Magilavy, 1986), where the reported values of gmpondent systematically deviate from the
true values.

In this context, it is important to know whethems® types of questions are more
susceptible to interviewer effects than others (flame et al., 1992). Research on interviewer
effects has yielded a large number of findingshis tegard (for an overview, see Bogner and
Landrock, 2016). According to Haunberger (2006), é&xample, difficult and sensitive
guestions, attitudinal questions, and open-endedstgpns are particularly prone to
interviewer effects. Haunberger (2006) showed thatthe case of difficult questions, the
gender and education of the interviewers may havefluence on responses, for example, to
income-related questions. The probability that tespondent will refuse to answer such
qguestions is reported to be higher in the caseenfafe or highly educated interviewers
(Bogner and Landrock, 2016; Haunberger, 2006). Rizga attitudinal questions, research
findings are ambiguous. Whereas Liu and Stainb@€K ) identified interviewer gender
effects on responses to attitudinal questions, €&oand Magilavy (1986) did not find
evidence of such an influence on attitudinal qoesticompared to factual questions.
Haunberger (2006) suggested that interviewer ageedncation may influence responses to
open-ended questions and that these questionkexeddre susceptible to interviewer effects
(Mangione et al., 1992). By contrast, Groves andjiMay (1986) reported that open-ended
guestions were not inherently more susceptiblenterviewer effects than closed questions.
However, in the case of open questions that agtporetents to mention several entities, for
example “What do you think are the most importardbfems facing the country?,” the
authors suggested that the likelihood that theaedent would mention a second entity might
depend on the interviewer's probing behavior, amat t'the differential behaviors that
determine whether a second mention is given alghimnfluence substantive responses on

the second mention" (Groves and Magilavy, 198&6#). In summary, therefore, research
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findings show that difficult, attitudinal, and opended questions are susceptible to
interviewer effects.

These findings provide evidence that the percepsblciodemographic characteristics
of the interviewer — namely gender, age, and edutat are relevant to the occurrence of
interviewer effects (Haunberger, 2006; Liu and rdiack, 2013; West and Blom, 2016).
Olson and Bilgen (2011) reported that larger inemer effects occurred with respect to
acquiescence in the case of experienced intervéewsan in the case of inexperienced
interviewers. West and Blom (2016) described tHie@@mce of certain personality traits of the
interviewers that may affect response behavior.edweer, research findings suggest that the
relation between interviewers’ and respondents’rattaristics may result in interviewer
effects: Schanz (1981) analyzed the relevance tefantion effects and described positive
correlations between the answers of the intervieamer the answers of the respondent to the
same survey questions. One possible explanatiorthier positive correlation is that the
respondent reacts to the non-verbally expresséddas of the interviewer (Schanz, 1981;
West and Blom, 2016). Thus, interviewer effects naéso depend on the content of the
guestion and the interaction of the attitudes efititerviewers and the respondents (Schanz,
1981).

In face-to-face interviews, not only may intervieweffects occur, but interviewers
may even decide to falsify all or parts of intewse This is the most extreme and problematic
form of influence that an interviewer can exertlskeations may severely bias the results of
analyses and lead to incorrect results (Landro€K,78; Reuband, 1990; Schnell, 1991;
Schraepler and Wagner, 2003). A reliable strategy iflentifying falsifications would
therefore be extremely valuable to ensure highityus interviewer-based survey research.
However, research has shown that, based on unatistributions (Menold and Kemper,
2014; Reuband, 1990; Schnell, 1991) and multivariedbrrelations (Landrock, 2017a),
falsified and real data appear to be quite sinalad that the existence of falsifications in data
is thus not readily noticeable. Given that theifiglstion of interviews may be considered to
be an extreme form of interviewer effect, statatic testing for interviewer effects might
provide a more effective indicator for identifyifgsifications. This paper therefore analyzes
and compares interviewer effects in real survey datd in data falsified by interviewers.
Using experimental data, the aim is to determinetinvr similar interviewer effects occur in
falsified data and in real data or whether intemée effects are larger and more diverse in
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falsified data and may thus be used as an indidatodata contamination by interviewer
falsifications (see Winker et al., 2015).

In falsified interviews, by definition, no interamh takes place between the respondent
and the interviewer. Therefore, it may seem impldasto assume that interviewer effects
occur in a dataset comprised of falsified data. E\av, in falsified interviews, interviewers
obviously have a direct influence on the data reggbas answers by the respondent. Yet, they
have only a little information about the respond€udnsequently, the fabrication of plausible
responses depends very strongly on the falsifidnusT interviewer effects — or, more
precisely, “falsifier effects” — can be expected.

Different falsifiers may falsify the respondentsisavers in different ways. It is
conceivable that certain socioeconomic, demogramipsychological characteristics of the
falsifiers may find their way into the data theysffy. Both the falsifiers’ perceptions of
social reality and their falsifications are inflwex by personal characteristics. Therefore, the
interviewers’ characteristics should be significanplanatory variables in a dataset that is
contaminated by interviewer falsifications. Moregveassume that interviewer effects are
more pronounced in falsified than in real survetadaee Winker et al., 2015).

In the research presented in this paper, a numbear@bles that are known to be
generally susceptible to interviewer effects aralyed as dependent variables with the aim
of determining (a) the degree to which interview#ects occur in real and in falsified data
and (b) whether there are differences betweenmntegviewer effects in real and in falsified

survey data.

7.2 Hypotheses
To contribute to research on interviewer effeaskriowledge of interviewer falsifications
and their impact on data quality, and to potersiedtegies for identifying contaminated data,

the following two general hypotheses will be tested

H1: Interviewer effects occur both in real andafsified data.

As falsifying interviewers have only a little infoation about the respondent, they must draw
on their personal experience of social reality rideo to fabricate plausible answers to survey
guestions. Thus, interviewer effects may occuramdy in real survey data but also in falsified

survey data (see Winker et al., 2015).
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H2: The interviewer effects in falsified data aaegler than in real data.
| assume that sociodemographic or psychologicaftacheristics of interviewers are more
likely to find their way into falsified survey dathan into real data.

Regarding the interviewer characteristics that mayse interviewer effects or influence the
way in which an interviewer falsifies, explanatovariables will be analyzed that can
theoretically be expected to be susceptible tawigaver effects. The following more specific

hypotheses will be tested on real data and orfitadsilata:

H3a: The core sociodemographic characteristicshef interviewers affect the reported
responses.

As reported by West and Blom (2016), Haunbergef§20Mangione et al. (1992), and Liu

and Stainback (2013), sociodemographic charadterisif the interviewer — in particular

gender, age, and education — may lead to intervieffects. | further expect that income, as

an indicator of socioeconomic background, may e&gse interviewer effects.

H3b: The magnitude of interviewer effects depenushe interviewer’'s experience.
Olson and Bilgen (2011) found that experiencedumtevers caused larger interviewer effects
than inexperienced interviewers. Hypothesis H3Ib tedt whether this finding is replicated in

the present study.

H3c: Associations exist between the behaviors #éitd@es of interviewers and the reported
behaviors and attitudes of the respondents theyvietv.

Following Schanz (1981), | assume that associatoh$e found between the answers of the

interviewers and the answers of the responderitsetsame survey question — in other words,

that the interviewer’s response to the same suquegtion affects the response reported by

the respondent.

H3d: The occurrence and magnitude of interviewtrotf depends on the personality traits
of the interviewer.

Both West and Blom (2016) and Winker et al. (20fbk)nd evidence that suggested that the

personality traits of the interviewer may lead merviewer effects. West and Blom (2016)

reported an effect of interviewers’ extraversiord aelf-confidence. Accordingly, | assume
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that interviewers with higher levels of extraversiproduce larger interviewer effects than
introverted interviewers. By contrast, more consts interviewers should produce smaller
interviewer effects than interviewers with a lovevel of conscientiousness. With regard to
self-confidence, | assume that interviewers witligher level of perceived self-efficacy
perform better, and therefore produce smaller wderer effects, than interviewers with a

lower level of perceived self-efficacy.

H3e: The magnitude of interviewer effects dependsth®e interviewer payment scheme
used (payment per completed interview vs. paymenhpur).

In their study of interviewer effects in real aradisified interviews, Winker et al. (2015) found
that the payment scheme (i.e., the type of monetanypensation) applied had an impact on
the collected data and therefore on the quality sfirvey. | assume that interviewers who are
paid per completed interview produce larger in@mar effects than interviewers paid per
hour. Winker et al. (2015) also found correlatitmesween the payment scheme and political
participation (operationalized as the number ofitjpal activities mentioned by the
respondent). For the real data, the authors shomaggayment per hour was associated with
a higher number of political activities mentionédvould appear that payment per hour leads
to more complete data and thus to higher data tquaHypothesis H3e will test the
assumption that interviewers who are paid per cetaglinterview produce larger interviewer

effects than interviewers who are paid per hour.

7.3 Data Base and Methods
Due to the virtual non-existence of datasets withven falsified interviews, experimental
data were used to analyze falsified data and thiferences to real data (see Winker et al.,
2015). My data base comprised three datasets. a@tseveere collected at the University of
Giessen, Germany in summer 2011 in the frameworkihef research project IFIS —
Identification of Falsifications in Surveys (ses@Menold and Kemper, 2014; Winker et al.,
2015).

In the first step, 78 interviewers conducted 718l face-to-face interviews. The
guestionnaire consisted of 62 questions, which vwaken mainly from the 1998 German

General Social Survey (ALLBUS) questionnditeBesides sociodemographic questions, the

16 http://www.gesis.org/en/allbus/allbus-home/
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guestionnaire comprised attitudinal and behavigeshs on social, political, and economic
topics. The average interview duration was 30 nesutBoth the respondents and the
interviewers were students at the University ofgSen. The interviewers themselves selected
the respondents on the university campus withoyt quota restrictions and interviewed
them. The audio-recorded interviews were checkadake sure that they had been conducted
correctly. Half of the interviewers were paid pempleted interview (8 Euros), the other half
were paid per hour (12 Euros). Prior to data ctobthe¢ an interviewer training session was
conducted, in the course of which the intervieweese familiarized with the research design
and the questionnaire.

For the second dataset, 710 interviews were faledcaFor this purpose, the same
interviewers who had conducted the real interviexese requested to fabricate survey data in
the lab. Hence, for each real interview, a corradpw fabricated interview was obtained.
Compensation was allocated either per interviel {Bos per falsified interview) or per hour
(9 Euros per hour). The falsifying interviewers weajiven details of the sociodemographic
characteristics of the persons whose interviewy there to fabricate. These persons were
real survey participants, who had been interviepradiously by another student interviewer.
The information provided included the respondeggsder, age, subject studied, number of
semesters enrolled, marital status, place of res&leliving situation (i.e., the person or
persons with whom the respondent lived in a hous@hand country of origin. In the case of
a genuine (i.e., uninstructed) falsification in antual fieldwork setting, the falsifying
interviewer could easily have obtained this infotio@ by briefly interviewing the
respondent. The falsifiers were requested to ineatiie described person and to complete the
guestionnaire, thus fabricating the data as if th&y been collected in a real survey fieldwork

setting.

The exact instructions for falsifying an intervievere:
Please read carefully the description of the pergbose interview you are to falsify.
Please complete the attached questionnaire asuihgd really conducted a personal
interview with the respondent. During falsificatjqrlease place the description of the
respondent next to the questionnaire, so that yoal aways aware of the

characteristics of that person.
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The person whose interview you are to falsify...

- is female,

- is 20 years old,

- studies teaching,

- is enrolled in her second semester at a uniyersit
- She is unmarried, in a steady relationship,

- lives in Huettenberg, a rural village in Hesse,

- with her parents or relatives.

- Country of birth: Germany.

As a last step, the interviewers themselves, goreients, completed the same questionnaire
that they had previously used for interviewing afadsifying. These self-administered
interviews generated the third dataset.

This experimental setup has strengths, but it hl® weaknesses. One weakness is
that the respondents and interviewers were studants that core sociodemographic
characteristics, such as age and education, tmerefigplayed only small variance (see
Winker et al., 2015). The major strength of the eekpental setup, compared to a standard
field setting, was the possibility of collecting reoinformation about the interviewers and
their falsifying processes. Because they were g@d/evith the same questionnaire as the
proper respondents, the dataset includes not afdymation about respondents and fictitious
respondents but also about the interviewers. Tliiers great potential for analyzing

interviewer effects.

There are several possible approaches to invastgaiterviewer effects. Schanz (1981)
analyzed the influences of interviewer charactegsion the response behavior of the
participants by estimating multiple regression ge@s$. First, he included substantive
explanatory variables; then he added interviewarakbes. Mangione et al. (1992) and
Groves and Magilavy (1986) measured intervieweea$ by intraclass correlation. The
intraclass correlation expresses the proportiothefitem variance that is attributable to the
interviewer (Mangione et al., 1992). In the abseot@nterviewer effects, the value of the
intraclass correlation should be zero or closeet@ ZBeullens and Loosveldt, 2016). Olson
and Bilgen (2011) estimated multilevel regressioalgses with respondent characteristics

such as age and education on the respondent lewtvidual level) and interviewer
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characteristics such as age, education, and experien the interviewer level (contextual
level).

At first glance, it would appear to be useful tdireate ordinary least squares (OLS)
regressions. However, especially when it comesng@lyaing interviewer effects, it makes
sense to assume that — as expressed in the abovemeel hypotheses — the observations of
the respondents (i.e., the individual interviewsg @robably not independent from the
interviewers. Therefore, the model assumptions o @egressions are not met. Rather, the
data are organized hierarchically, and multilevegression analyses are thus more
appropriate (Hox, 1995). The respondents reprabenindividual level, and the interviewers
represent the group or contextual level.

To investigate the impact of interviewer charastees on substantive findings,
intraclass correlations were also estimated andilewel regression analyses were conducted.
To answer the research question as to what infeienterviewers have on the data and
findings and whether there are differences betweah and falsified data in this respect,
identical multilevel regression models were estedaseparately with real and with falsified
data. Thus, to determine what differences occug, réspective results — in particular, the
effects of the various independent variables — werapared. This approach also allowed the

identification of interviewer effects on substaetfindings.
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7.4 Operationalization and Multilevel Regression Model
Table 7-1 gives an overview of the dependent ardkpendent variables used. These
variables are explained in more detail in the fwllgy sections.

Table 7-1: Overview of variables used to analyze interviewer effects

Dependent Variables Independent Variables on the Independent Variables on the
Individual (Respondent) Level Contextual (Interviewer)Level

Income Age ] Payment scheme
Living situation Interviewer’s gender

Political participation Gender Interviewer’s income
Internal political efficacy Interviewer’s response to the
Political dissatisfaction same questions of the
Extremism questionnaire

Political anomy Economic dissatisfaction Interviewer's experience

~Interviewer’s extraversion
Interviewer’s conscientiousness
Interviewer’s level of perceived
self-efficacy

External political efficacy

Healthy eating behavior Intention
Perceived behavioral control
TV consumption
Body mass index
Doing sports
Preference for healthy desserts

7.4.1 Dependent Variables on the Individual Level

One aim of the present study was to analyze a nurobelependent variables that |
considered to be particularly susceptible to inewer effects, namely (a) income, as a
sensitive (and open-ended) factual question; (d)tiged participation, as a behavioral
guestion; (c) political anomy, as an attitudinagsgion; and (d) healthy eating behavior, as an
additional behavioral question.

Incomewas measured with the question: “How much monegtigour disposal on
average per month, during the current semester?”

Political participation was measured using a list of twelve political \atés. The
wording in the questionnaire was:

If you wanted to have political influence or to reakour point of view felt on an issue

that was important to you: Which of the possitektilisted on these cards would you

use? Which of them would you consider? Please rtheneorresponding letters.
In a previous study, | analyzed the effects ofifield data on the results of multivariate
theory-driven OLS regression analyses, using thmaeation of political participation as an

example (Landrock, 2017a). To investigate intereeeffects in the present study, the same
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dependent and independent variables were appliadnnltilevel regression. Factor analysis
revealed that that the factparty-political activitieswas an appropriate indicator for political
participation. An additive index was calculatedaadependent variable measuring political
participation. It consisted of the following thrigems:
- Participation in public discussions at meetingst@faloading: 0.701).
- Participation in a citizens’ action group (factoatling 0.697).
- Voluntary work for a political party (factor loadjr0.776).
Political anomywas measured with a scale consisting of four itémas were summarized
into an index that served as a third dependenabkei(ZA & ZUMA, 2014). The items were:
- In spite of what some people say, the situatiothefaverage man is getting worse,
not better.
- It's hardly fair to bring a child into the world thithe way things look for the
future.
- Most public officials are not really interestedtive problems of the average man.
- Most people don't really care what happens to &éx fellow.
Healthy eating behaviowas measured with the question: “On how many geysweek do
you eat healthy?” to analyze interviewer effectdiave used this variable in the past to
explore the impact of falsifications on substantiatlings in social science research on the
basis of the theory of planned behavior (Landrauk lslenold, 2016).

7.4.2 Independent Variables on the Individual Level
To implement multilevel regression models, stat&ty significant explanatory variables on
the individual level were identified by estimatif@.S regressions. These individual-level
independent variables were included in the mukileegression analyses presented in what
follows. Given that my research interest here wasestimate interviewer effects, these
variables may be considered as control variables.

Forincomeas a dependent variable, the statistically sigaifi explanatory variable on
the respondent level — besides age — was the Isitlngtion, which was measured with the
guestion: “Where are you living during the curresémester?” This variable was
dichotomized: The option “living with parents odatves” was coded as 1; other options
were coded as 0. The effect of age on income wsisiy® Regarding the living situation, the
analysis revealed that students who lived withrthbarents or relatives reported less income

than students who did not.
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For political participation,the statistically significant explanatory variablen the respondent
level were internal political efficacy, politicaissatisfaction, extremism (captured with the
left—right scale), and (female) gender. The medrbeindividual items were calculated for
both internal political efficacy and political dassfaction; all items were adapted from the
ALLBUS 1998 questionnaire (see Koch et al., 1999).

The items used to measun¢ernal political efficacywere:

- | would have the confidence to take on an active iroa group concerned with
political issues.

- Politics is so complicated that somebody like m@&taanderstand what's going on
at all. (Reverse-scored item)

Political dissatisfactiorwas measured with the following three items:

- Only when differences in income and social statedarge enough is there any
incentive for personal achievement.

- Differences in social position between people ameptable because they basically
reflect what one has made of the chances one had.

- | consider the social differences in this countrpé just on the whole.

To measure extremism, the left-right scale fromAheBUS 1998 questionnaire was used:
Many people use the terms “left” and “right” whdmey want to describe different
political views. Here we have a scale which rusrfieft to right.

Thinking of your own political views, where wouldty place these on this scale?

To operationalize extremism (see Ludemann, 200&),original 10-point rating scale (with

the value 1 on the left end of the scale and theeva0 on the right end of the scale) was

recoded in such a way that the original values betwl and 10 were assigned the new values
between 5 and -5. These new values were then stjuhereby yielding a measurement for
extremism where the value 1 stands for a very sdegjtee of extremism and the value 25 for

a very high degree of extremism (integrating bbi left and the right ends of the left—right

scale). All of these variables, except extremismeyenfound to have significant positive

effects in the real datéds extremism had a significant positive effecthe falsified data, this
independent variable was nonetheless included & dhalysis of interviewer effects

(Landrock 2017a).

For the dependent variabpmlitical anomy two statistically significant explanatory
variables, economic dissatisfaction and externétigal efficacy were identifiedEconomic
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dissatisfactionwas measured with the question: “How would youegelty rate the current
economic situation in Germany?”
External political efficacyvas measured with two items:

- Politicians don’t care much about what people fik@think. (Reverse-scored item)

- In general, politicians try to represent the pesplgerests.

Here, too, all items were adapted from the ALLBUB®E questionnaire. To operationalize
external political efficacy, the means of the itemare calculated (see Koch et al., 1999).
Economic dissatisfaction was found to have a pasitifluence on political anomy, whereas
external political efficacy had a negative effect.

To analyze interviewer effects on reportezhlthy eating behavipa model based on
the theory of planned behavior was adopted, whiepglied in previous research on the
impact of falsified data on substantive findingsuidrock and Menold, 2016).

The statistically significant independent variablEs explaining healthy eating
behavior on the individual level are the intentitm eat healthily, perceived behavioral
control, TV consumption, body mass index, doingrsp@nd preferring healthy desserts. The
intention to eat healthily and perceived behavia@htrol were measured with two items
each. These items were used to calculate an irafentention and for perceived behavioral
control:

- In future | will eat healthy at least four days aek. (Intention)

- In the coming weeks | will eat healthy at leastrfdays a week. (Intention)

- ltis possible for me to eat healthy at least fdays a week. (Perceived behavioral

control)

- Itis completely in my own hands to eat healthieast four days a week.

(Perceived behavioral control)
The questionnaire included the following questionT®’ consumption:

Thinking about the days when you watch TV, how lemgaverage do you watch TV

on these days — | mean in hours and minutes?

Body mass index was calculated on the basis ofstikreported height and weight of
respondents. The variabdi®ing sportswas dichotomized; respondents were asked to answer
an open-ended question about which sports theypadkin at least occasionally. A list of 12
desserts was used to find out whether the respts@esferred healthy desserts. The variable
preference for healthy dessemss dichotomized. Healthy desserts (fruit curdit fsalad, or
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yoghurt) were coded as 1; unhealthy desserts (reoasschocolate, tiramisu, chocolate
pudding, or pancakes) as 0.

As theory-driven explanatory variables, the intemtio eat healthily and perceived
behavioral control were found to have positive @feon reported healthy eating behavior.
TV consumption and body mass index had negativeceff whereas doing sports and

preferring healthy desserts showed positive effedtieast in the falsified data.

7.4.3 Independent Variables on the Contextual Level

One aim of the present study was to identify intemer characteristics on the contextual
level that are linked to interviewer effects. Thdependent variables on the interviewer level
that were tested are variables that are known teergdly cause interviewer effects (see
hypotheses in section 7.2 above). These varialethapayment schem@ayment per hour
vs. payment per completed interview), theerviewer’'s gendeandincome theinterviewer’s
response to the same question of the questionname theinterviewer's experience
Interviewers’ personality traits were also testadparticularextraversionconscientiousness
andperceived self-efficacys they were considered relevant for analyziterwewer effects.

First, the payment scheme was analyzed to determimether the fact that an
interviewer was paid per completed interview or lpear made a difference for the collected
data, and therefore for the data quality. Winkeale{2015) reported such an influence of the
payment scheme on formal, non-content-related ineliaators, for example non-
differentiation. The payment scheme was variedhi@ tesearch design: One half of the
interviewers were paid per hour, the other halfeveaid per completed interview (see also
section 7.3 above).

Many authors have described the core sociodemoigragiaracteristics, namely
gender, age, and education, as factors influeriategviewer effects (see Haunberger, 2006;
Liu and Stainback, 2013). To my knowledge, reseaschusually obtain only this basic
information about interviewers from the fieldworlgemcies, so that further interviewer
characteristics typically cannot be analyzed. lnphesent study, | included the effects of the
interviewers’ gender as collected with the questeoore completed by the interviewers
themselves as respondents. Regarding age and ieti¢ae data show only small variances
because all the interviewers were students andvileeg therefore very similar with respect to
age and education. Instead, | considered the inadrtiee interviewers, assuming that, in the

67



case of the student population of interviewerspime would be an appropriate indicator for
the socioeconomic background of an interviewer clwimight lead to interviewer effects.

As mentioned above, the interviewers themselve® asmpleted the survey
guestionnaire as respondents. Thus it was podsibielude as an independent variable their
responses to the same questions that the respsndene also asked. The interviewers’
responses were included as an explanatory var@blthe contextual level in order to test
whether there were positive correlations betweea thspondents’ answers and the
interviewers’ answers. Schanz (1981) reported pesitorrelations between the attitudinal
and behavioral characteristics of interviewers @spondents.

A further relevant factor for the occurrence ofemviewer effects is interviewer
experience (Olson and Bilgen, 2011). The questgaduo measure this variable was whether
the interviewer had ever conducted interviews keefaarticipating in the present study. The
variable was dichotomized into interviewers withpesence and interviewers without
experience.

The questionnaire also included scales to meashee personality traits of the
interviewers. To analyze the effects of the intevwers’ personality traits on the respondents’
responses, these traits were included in the rewdil analyses on the contextual level.
Perceived self-efficacy was measured as agreem#éntive following three items (Beierlein
et al., 2014) using a seven-point rating scale:

- | can rely on my own abilities in difficult situatis.

- |l am able to solve most problems on my own.

- | can usually solve even challenging and complskgavell.

Afterwards, the means of the items were calculated.

To measure extraversion and conscientiousnessehiégem Big Five Inventory (BFI-10;
Rammstedt et al., 2014) with a five-point ratinglsavas used:

| see myself as someone who...

- ...Isreserved (Extraversion, reverse-scored item)

- ...Is outgoing, sociable (Extraversion)

- ...tends to be lazy (Conscientiousness, reverseddem)

- ...does a thorough job (Conscientiousness)

For these variables, too, the means of each itera eadculated.
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7.4.4 Multilevel Regression Model
To test the hypotheses and to investigate whelteemterviewers’ characteristics influenced
the respondents’ answers (e.g., reported inconeparate identical multilevel regression
models were developed for the real and the fatsiligta. The statistical software Stata 12 was
used to conduct the multilevel analyses. Firstubh model without an independent variable
and without the contextual level was estimatedrolento assess the goodness of fit of the
baseline model on the basis of log likelihood, evidnce (Hox, 1995). Second, to estimate
interviewer-level variance the contextual level wasluded in the random-intercept-only
model (RIOM) in order to be able to answer questisuch as whether the income reported
by the respondent depended on the interviewerothar words, whether the incomes of the
respondents varied across interviewers. To this #reintraclass correlation (ICC), which
measures interviewer-level variance, was calculatedhe third step, the random-intercept
model (RIM) was estimated. This model considersiifisence of the individual respondent-
level explanatory variables and controls for thetegtual level. By including the interviewer-
level explanatory variables of the contextual Idugiercept-as-outcome model), direct effects
of certain interviewer characteristics on respomsiaesponses were estimated. Thus, it could
be determined, for example, whether the incomertegddy the respondents depended on the
interviewers’ gender. The results of the intercaputcome model are shown in detail in
Tables 4 and 5 (section 7.523).

The likelihood-ratio test and McFadden’s R-squavatlies were used to assess the
goodness of fit of the model. With the likelihoaatio tests, it was assessed, first, whether the
multilevel approach was more appropriate than a$ @tgression and, second, whether the
estimated model extension (i.e., the reductionefiahce) was significant. McFadden’'s R-
squared assesses model fit by comparing the lefjHod of the null model (i.e., the model
without dependent variables and contextual leveth wthe log likelihood of the estimated
model. According to Langer (2010: 756), values leetw0.2 and 0.4 are excellent.

The dependent variables to be analyzed were rebtorée metric variables. Prior to
the analyses, the independent variables were neddifihe independent metric variables were
grand-mean centered; the independent nominal Jesiakere dichotomized and coded into

binary variables.

1 As an extension of the intercept-as-outcome modetsslope-as-outcome models were also estimated;

they were not significant.
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7.5 Results

7.5.1 Interviewer Effects in Real Data

First, interviewer effects in the real data werealgmed. Table 7-2 shows the random-
intercept-only model (RIOM) for all of the depentieariables:® The intraclass correlations
varied between 0.017 and 0.067, which means thetlea 1.7 percent and 6.7 percent of the
total variance is accounted for by the contexteakl (i.e., the interviewer level). These
interviewer effects are very small. Only healthytirea behavior, with an ICC of 0.067,
showed slightly increased interviewer effects (€&@eves and Magilavy, 1986; Mangione et
al., 1992). The likelihood-ratio test measures significance of the models and indicates
whether a multilevel model is more suitable thanCdtE regression model. Regarding the
dependent variables income and political partiegmatthe RIOMs were not significant, which
means that multilevel models were not appropriatk @LS regressions should be estimated
instead. Regarding political anomy and healthyngatiehavior, the RIOMs were significant;
multilevel models could thus be preferred over Qh&dels. In the next step, the individual
respondent-level variables were included in the ehathd the random-intercept model (RIM)
was developed. In the case of political anomy aadlthy eating behavior as dependent
variables, these models were not significant. Tihean be assumed that interviewer effects
scarcely exist in the real data.

Table 7-2: Interviewer effects in the real data (random-intercept-only models, RIOMs)

RIOMs Dependent Variables

Income Political Particip. Political Anomy Healthy Eating

o> (SE) o> (SE) o> (SE) o> (SE)
Resid. variance 143206.6 0.131 1.183 2.933
(respondents) (8553.957) (0.007) (0.071) (0.165)
Resid. variance 3660.958 0.002 0.063 0.210
(interviewers) (3674.375) (0.003) (0.034) (0.087)
ICC 0.025 0.017 0.050 0.067
LR test (p) 0.1356 0.1834 0.0114 0.0007
N 644 710 623 710

18 Regarding political anomy, it should be mentionkest there were a large number of missing values,

due, in particular, to the item “Most public offids are not really interested in the problems efaherage man”
(56 missing values).
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7.5.2 Interviewer Effects in Falsified data
In the second step, interviewer effects in theiffals data were analyzed accordingfyrable
7-3 shows the results of the RIOMs. The likelihaate tests indicated that the models for all
dependent variables were significant, which imptiegt the multilevel approach was more
appropriate than the OLS regression approach. Wailhes between 0.17 and 0.21, the
intraclass correlations were much higher than énrdal data, which means that the contextual
level explained between 17 and 21% of the totalamae. These strong interviewer effects
indicate that individual characteristics, attitudesd behaviors of the interviewers found their
way into the falsified data. Thus, interviewer eftein the falsified data were further analyzed
in order to determine which interviewer charactess attitudes or behaviors were
particularly associated with interviewer effects.

Table 7-3: Interviewer effects in the falsified data (random-intercept-only models, RIOMs)

RIOMs Dependent Variables

Income Political Particip. Political Anomy Healthy Eating

o> (SE) o> (SE) o> (SE) o> (SE)
Resid. variance 30678.33 0.102 1.125 1.869
(respondents) (1887.241) (0.006) (0.065) (0.105)
Resid. variance 7913.874 0.020 0.271 0.506
(interviewers) (1964.437) (0.005) (0.065) (0.115)
ICC 0.205 0.165 0.194 0.213
LR test (p) 0.0000 0.0000 0.0000 0.0000
N 606 708 681 710

In the third step, the RIOM was extended by inatgdihe respondent characteristics on the
individual level (RIM, not shown here). Afterward$ie interviewer characteristics on the
contextual level were included, thus developing theercept-as-outcome model (IOM),
which estimates the direct effects of the indepahdariables on the interviewer level. The
further extensions of the IOM were not significdot any of the dependent variables.
Therefore, the random-intercept, random-slope nsodéh cross-level interactions could not
be estimated. Table 7-4 shows the results of tied fOM for the dependent variables income
and political participation.

19 In the falsified data, there were a large numiienissing cases in the case of income . | assuatettiie

question is difficult to falsify and that the fdlers therefore preferred to report item nonrespons
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As can be seen from Table 7-4, the models fit witle likelihood-ratio test indicated that
both the models themselves and the model extengimnkOMs were significant. The
McFadden R-squared values of 0.16 and 0.64 wdeasitvery reasonable.

Table 7-4: Results of ML regression in the falsified data (intercept-as-outcome models, IOMs)

I0Ms Dependent Variables

Income Political Participation
Fixed Part Coeff. SE Coeff. SE
Constant 725.907 23.732 0.266 0.036
Respondent level
Age 10381 2.345 - -
Living with parents / relatives (ref.: no) -176.879 21.467 - -
Internal political efficacy - - 0.128 " 0.011
Political dissatisfaction - - 0.034" 0.019
Gender = female (ref.: male) - - 0.035° 0.019
Extremism - - 0.017 0.003
Interviewer level
Payment per hour (ref.: per interview) 2.435 23.428 -0.025 0.035
Gender = female (ref.: male) -51.359 ° 26.539 0.086 0.039
Income - - 0.000 0.000
Interviewer’s answer 0.114" 0.053 0.259 0.052
Experience (ref.: no) -4.696 29.644 -0.034 0.044
Extraversion -1.050 14.651 0.017 0.022
Conscientiousness 17.575 15.002 0.022 0.022
Perceived self-efficacy 2.372 12.341 -0.013 0.019
Random Part o SE o SE
Respondents’ residual variance 26933.240 1797.859 0.074 0.005
Interviewers’ residual variance 4784.561 1509.125 0.010 0.003
Model fit
Log likelihood -3392.254 -92.393
N 516 579
LR test (p) 0.0000 0.0000
LR test model extens. (p) 0.0000 0.0000
McFadden’s R? 0.1641 0.6433

Notes: =~ p<0.001; = p<0.01; * p<0.05; * p<0.10

The results show that all individual variables ba tespondent level were significant, at least
at the ten percent level, which is not surprisisgtizey already proved to have significant
influence in the previously performed OLS regressioHowever, for the analysis of

interviewer effects, the more relevant results wietend on the contextual level. Significant
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effects on the dependent variables were not foondhie payment scheme, the interviewers’
personality traits, or the interviewers’ experientile interviewers’ income had no significant
effect on reported political participation. Howeyér income and political participation as

dependent variables, significant effects of therwviewers’ gender and their answers to the
same survey questions could be identified.

Female falsifying interviewers tended to report éovincomes and higher values for
political participation of the respondents than didle falsifying interviewers. Evidence was
found that the gender of the interviewer tendedati@ct reported income and political
participation in the case of the falsified datawéts also found that the interviewers’ answers
to the same questions had a positive effect omeperted respondents’ answers. Thus, there
were positive correlations between the falsifieatitudes and behaviors and the falsified
reported attitudes and behaviors of the respond@nesumably, the interviewers used their
own income and political participation as a knowgedase for what a realistic income and

political participation level might be for the imgews they were falsifying.

The models estimated for political anomy and hegadtating behavior as dependent variables
yielded very similar results (Table 7-5). In bothses, the interviewers’ answers to the same
guestions had a positive effect on the falsifigubréed answers of the respondents. In the case
of healthy eating behavior as a dependent varidhke,interviewers’ gender affected the
reported falsified response. Male falsifiers repdrhigher values for healthy eating. Thus, an
impact of the attitudes and behaviors of the fgisg interviewers on all four analyzed

variables could be identified.
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Table 7-5: Results of ML regression in the falsified data (intercept-as-outcome models, IOMs)

I0Ms Dependent Variables

Political Anomy Healthy Eating
Fixed Part Coeff. SE Coeff. SE
Constant 1.6917" 0.130  4.580 0.140
Respondent level
External political efficacy -0.544 """ 0.045 - -
Economic dissatisfaction 0.091 0.079 - -
Intention - - 03537 0.032
Perceived behavioral control - - 0.359 0.046
TV consumption - - -0.003 " 0.001
Doing sports (ref.: no) - - 0.117° 0.070
Preference for health desserts (ref.: no) - - 0.005 0.010
BMI - - 01007 0.018
Interviewer level
Payment per hour (ref.: per interview) 0.041 0.126 -0.089 0.133
Gender = female (ref.: male) -0.229 0.148 -0.341° 0.147
Income 0.000 0.000 0.000 0.000
Interviewer’s answer 0.195 0.054  0.160 " 0.039
Experience (ref.: no) -0.026 0.156 0.020 0.163
Extraversion 0.085 0.079 0.123 0.083
Conscientiousness 0.032 0.081 0.130 0.083
Perceived self-efficacy -0.079 0.067 -0.079 0.070
Random Part d SE d SE
Respondents’ resid. variance 0.896 0.057 0.998 0.063
Interviewers’ resid. variance 0.133 0.042 0.143 0.047
Model fit
Log likelihood -797.383 -827.605
N 565 565
LR test (p) 0.0000 0.0000
LR test model extension (p) 0.0000 0.0000
McFadden’s R? 0.2613 0.3703

Notes: " p<0.001; ~ p<0.01; " p<0.05; * p<0.10
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7.5.3 Summary and Review of Hypotheses
First, | will review the two general hypotheses:
H1: Interviewer effects occur both in real andatsified data.
This hypothesis cannot be confirmed. Interviewéea$ were identified in the falsified data

but not in the real data.

H2: The interviewer effects in falsified data ameger than in real data.
This hypothesis can be clearly confirmed. Largeriiewer effects occurred in the falsified

data, whereas interviewer effects could not betitled in the real data.

Next, | will review the more specific hypothesegarling characteristics of the interviewers

that may cause interviewer effects:

H3a: The core sociodemographic characteristicshef interviewers affect the reported
responses.
As no effects of the core sociodemographic charatiess of the interviewers were
measurable in the real data, this hypothesis neisejected for the real data With regard to
the falsified data, the analysis of the effect loé interviewers’ gender on the dependent
variables revealed that female falsifiers repoftader income, higher political participation,
and lower values for healthy eating behavior thad their male counterparts. The
interviewers’ age and education were too homogen¢olbe tested. With the exception of
income as a dependent variable (see H3c), theviateers’ income does not appear to have
affected the falsified responses. Accordingly, floe falsified data, the hypothesis can be

confirmed with respect to gender.

H3b: The magnitude of interviewer effects dependshe interviewer’s experience.
This hypothesis could not be confirmed for the realthe falsified data: No effect of

interviewer experience on any of the dependentibéas was found.

H3c: Associations exist between the behaviors #éitd@es of interviewers and the reported
behaviors and attitudes of the respondents theyvietv.
This hypothesis cannot be confirmed for the read,dahere no interviewer effects were

found. However, strong evidence was found in suppithe hypothesis in the falsified data:
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For all four dependent variables, significant pwsitcorrelations were found between the

interviewers’ answers as respondents and theitalsiinswers to the same survey questions.

H3d: The occurrence and magnitude of interviewtrotf depends on the personality traits
of the interviewer.

This hypothesis cannot be confirmed for the resh da for the falsified data. No effects of

the personality traits on the dependent variabteddcbe identified either in the real data or

the falsified data.

H3e: The magnitude of interviewer effects dependsthe interviewer payment scheme
used (payment per completed interview vs. paymenhpur).

This hypothesis cannot be confirmed for the redh da for the falsified data. Although

previous research (see Winker et al., 2015) hasvishimat the payment scheme used

(payment per completed interview vs. payment parmhgenerally has an impact on the

collected data, the present analyses did not detfscits of the payment scheme.

In summary, it can be stated that no interviewéeot$ of any kind were found in the real
data. In the falsified data, the occurrence andmbade of interviewer effects does not appear
to have depended on the interviewers’ experiencpessonality traits, or on the payment
scheme used. However, effects of the interviewgeider were found on the falsified
reported income, political participation, and egtbehavior of respondents. Furthermore, the
interviewers’ own attitudes and behaviors werealated with the falsified reported attitudes
and behaviors of the respondents. Thus, the falsifattitudes and behaviors found their way

into the falsified data and influenced the datartgal as answers of the respondents.

7.6 Conclusions and Recommendations

The findings of the present study suggest thatrvigeer effects are clearly stronger in
falsified data than in real data: The real dataivéd from actual conducted interviews, does
not appear to be contaminated by interviewer effatiall. This can be taken as an indication
of high data quality, which may be due to the thet the real interviews were audio-recorded
and the fieldwork was intensively monitored. By trast, very strong interviewer effects
were measured in the falsified dataset. This sugghat the process of falsifying leads to a
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pronounced impact of the falsifiers’ sociodemograplcharacteristics, attitudes, and
behaviors on the data reported as answers of spendents.

However, the interviewer effects (or, more pregiséalsifier effects”) identified in
the falsified data were smaller than expected. @ason for this may be that both the
respondents and the interviewers were studentgefdre, the falsifiers were familiar with
the respondents’ social reality and were able w@ gealistic answers — which reduced the
magnitude of the interviewer effects. (This mayoalse a reason for the absence of
interviewer effects in the real data.) A secondsosawhy interviewer effects in the falsified
data were smaller than expected may be that, @emat fact that the dependent variables
used were empirically shown to be susceptible teruewer effects, more appropriate
dependent variables could possibly have been ftmadalyze interviewer effects.

The fact that neither the payment scheme nor tterviewers’ experience caused
interviewer effects is surprising because curréamdimgs in the literature suggest that they
should have. Winker et al. (2015) found that thgnpant scheme had an impact on formal,
non-content-related meta-indicators such as nderdifitiation. However, the present study
analyzed content-related dependent variables. thdureason why the payment scheme did
not have the hypothesized influence could be thatibstructed falsifiers in the present
experimental study had an intrinsic motivation sotjgipate in the study and were therefore
less frustrated by payment per completed intervilean an interviewer in a real fieldwork
setting might have been. Moreover, the interviewersthe present study selected the
respondents on the university campus and intendetivem themselves. In a real fieldwork
setting, the interviewers must contact certain gfiedd target persons, which may be time-
consuming. In such a case it would appear plaugii@ethe payment scheme would make a
difference and that payment per hour might enhanoévation to contact the predefined
target person. The lack of support for the hypotteesinfluence of interviewer experience
might be due to the fact that the students whedtttat they had conducted interviews before
were still less experienced than the experiencadniewers in the studies in which
interviewer effects have been found.

One limitation of the present study is the factt tthee respondents and interviewers
were students and that core sociodemographic deaisics, such as age and education,
displayed only small variance. Moreover, in a rBaldwork setting, it would hardly be
possible to implement an experimental approach sgcthat employed here. Nonetheless, |

assume that the present results are generalizabteleast because interviewers in social
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science research and market research are ofteanssudHowever, further research will be
needed to confirm the generalizability of my resudt real survey settings.

A number of recommendations can be derived from phesent findings. First,
researchers conducting interviewer-based survegsldgtcollect as much information about
the interviewers as possible and feasible (see &ognd Landrock, 2016; Winker et al.,
2015). In particular, as the present study shomtgyviewer responses to the same questions
that the respondents are asked are highly suifabletecting interviewer effects in the case
of falsified interviews. The interviewers could krequested to complete the survey
guestionnaire as part of interviewer training, &tample. This would have at least two
positive effects: First, the interviewers would fhanize themselves with the questionnaire,
as a preparation for conducting the interviewspedcthe researchers could get to know the
interviewers.

A further recommendation that can be derived fromfindings of the present study is
that researchers using interviewer-based data dhchdck the data for interviewer effects,
especially if they suspect that falsifications niaye occurred. Falsification checking should
be implemented at least by calculating intraclassretations or conducting multilevel
analyses as presented in this paper. This can he @ the entire dataset or only for
suspicious cases — provided, of course, more thanrterviewer is involved. If a large share
of the variance is explained by interviewer-levalrigbles, this may be an indication of
contamination of the dataset by interviewer fatsifions. In light of the fact that neither
bivariate nor multivariate correlational analysesvén proved effective in unambiguously
establishing the existence of falsifications, tlssessment strategies presented here may be
very valuable for improving the quality and accyra€ survey data.
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8. Investigating Interviewer Falsifications — A Quasiexperimental
Desigrf°

Abstract: This paper discusses the strengths and limitatadnexperimentally-orientated
research in Sociology. In principal, results fromperiments cannot be generalized.
Nevertheless they allow controlling for certain ditiions that are impossible to measure in a
survey. This paper gives an example: It presentdirfgs from a quasi-experimental research
on interviewer falsifications: Interviewers condett real standardized interviews and
subsequently falsified corresponding interviewsha lab. This enables a comparison of real
and falsified survey data. Our research designthadimitation that there is no proof that
actual falsifiers in an actual survey fieldwork gomment would have falsified interviews in
the same way as did the participants of our stithwever, only this quasi-experimental

approach allows us to know for sure which intenseae falsified.

8.1 Research Question
The research question this paper aims to discusghéther findings from experimentally
orientated research are generalizable, as wellhas the strengths and limitations are. These
guestions are addressed theoretically, referringexisting methodological literature, and
discussed on the basis of empirical findings, usinggxample for a quasi-experimental setup
of a methodological social science research projélee project “IFIS — Identification of
Falsifications in Surveys”, which was conductedtlwg research teams at GESIS Mannheim
and at the University of Giessen, aims to compea¢ and falsified survey data and to enable
researchers to identify interviewer falsificatioReferring to this example, the question posed
here is: Can experimental designs in general rat@vaontribute to social science knowledge
by asking whether our experimental setup in pddicuas an example, is appropriate to
analyze differences between real and falsified ejurdata. Or more concretely: Are our
findings on interviewer falsifications generaliza®bl

With respect to the fact that face-to-face intemdere widely used for data collection

in empirical social science research, the questies how interviewer falsifications can be

20 Already published:Landrock Uta (2017c): Investigating Interviewer Falsificais — A Quasi-

experimental Design. Bulletin of Sociological Metlodogy 136(1): 5-20. Copyright © 2017 (Uta Landrhck
Reprinted by permission of SAGE Publications. Thealf publication is available at SAGE through
http://dx.doi.org/10.1177/0759106317725640.
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empirically studied. The employment of interviewgenerally has a positive influence on
data quality (Mangione et al.,, 1992; van Meter, 200ut always bears the risk that
interviewers deviate from their instructions andemiewer guidelines intentionally and
falsify parts of an interview or the entire inteawi (Bred| et al., 2013; van der Zouwen, 2006).
This may contaminate the data and thus affect e duality (AAPOR, 2003). A problem
connected to this risk is that it is hardly possilbb determine a suspicious interview
unambiguously as falsified or not (Menold et a012). Re-interviewing as a common mean
to detect falsifying interviewers (Biemer and Stek&989) is costly and time consuming and
therefore impractical for each collected intervigMenold et al., 2013). The same is true for
contacting and interviewing the interviewers sulbeedly to clarify data anomalies (Pagés et
al., 2006). Therefore the question arises howfioieitly detect interviewer falsifications and
thus, how real and falsified data differ. The reskan interviewer falsifications, however,
must deal with the obstacle that data sets witHicoad falsified interviews rarely exist in
social science fieldwork (cp. Winker et al., 201bherefore our research project IFiS applies
an experimental setup which allows us to know ubtiedly whether a certain interview is
falsified or conducted correctly. Thus we are dblelentify and analyze differences between
real and falsified survey data. Furthermore we tgeknow how falsifiers proceed while
falsifying. Finally, we can support empirically essching social scientists in identifying
interviewer falsifications.

To answer the research question regarding the gleradility of experimentally-
orientated research we describe in the followingtises the IFiS project with its
experimental setup and data base as well as aingjs. Afterwards we present the strengths
and limitations of experimental and quasi-experitaeresearch designs. In the final section

we discuss whether our findings on interviewerifalgtions are generalizable.

8.2 State of Research on Interviewer Falsifications

Precise statements about the exact numbers ofidat®ns in surveys are hardly possible;
however, different authors report that they do eateed five percent (Koch, 1995; Krejsa et
al., 1999; Liet al., 2009). Some authors describe even highmuoptions, for example in
surveys without broad field controls (Bredl et #012). Either way, the occurrence of
falsifications and its consequences for the catiéadata call for research on the effects of
interviewer falsifications.

The question arises of why interviewers decidealsiffy survey data. Interviewers
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may decide to falsify because they want to optinitesr cost-benefit balance. Thus, they
reduce time and effort, particularly when theireative is difficult, for example reaching a
certain difficult-to-reach target person and oltanparticipation (Sodeur, 2007; Turner et
al., 2002; Winker, 2016).

Previous research has indicated that real andiéalsilata differ only slightly with
respect to proportions and means of the responskgh means that there are large
similarities between real and falsified survey dgReuband, 1990; Schnell, 1991).
Nevertheless, these studies also show that fasifics have a relevant influence on the
covariance structure of data and may lead to biessdlts of multivariate analyses (Reuband,
1990; Schnell, 1991; Schraepler and Wagner, 2003).

Schraepler and Wagner (2003) estimated an OLSgsigreon the log gross income
to analyze the impact of falsified data on the itssThe authors used data from the German
Socio Economic Panel. This data consists of redlfalsified data which were obtained in a
real survey field setting and afterwards identifeedinterviewer falsifications. The inclusion
of these falsified data led to less explained vees and to biases of the effects of
independent variables in different directions. Téféects of some explanatory variables,
namely age and gender, were overestimated, whileetfects of others, i.e. the duration of
training and the working hours per week, were uestenated (Schraepler and Wagner,
2003).

In contrast, the research of Reuband (1990) as agetif Schnell (1991) ascertained
that falsifications increased the explained vammncin both studies artificially-produced
falsified data were used. Reuband (1990) as welb@amell (1991) instructed their study
participants to use the provided factual sociodemgugc information of real survey
respondents to invent responses to the surveyigoeatre. Reuband analyzed the attitude
toward abortion and reports that the effects ofiticskuded independent variables were larger
in the falsified than in the real data (Reuban®@9The results described by Schnell (1991)
were very similar. Schnell analyzed subjective tomdl competence. In his analyses there are
also more significant effects of explanatory valeabin the falsified than in the real data
(Schnell, 1991).

There is evidence in both studies that falsifiatdeast under certain conditions, may
produce more consistent models of behavior than owayr in real life (Reuband, 1990;
Schnell, 1991). The falsifiers overestimate theiatemm related to sociodemographic

characteristics. This very likely reflects that yheely on the provided sociodemographic
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information, which is the only information abougethespondents that they have. The falsifiers
apply general stereotypes and implicit everydaywkadge, such as “men earn more than
women do,”. This can, in the case of falsified ddéad to significant relationships with
variables which are insignificant when analyzinglrdata (Reuband, 1990; Schnell, 1991).
Thus, the regression models of the falsified da@mwsmore consistencies (Reuband, 1990;
Schnell, 1991).

To summarize the state of research on interviewasifications: Falsifying
interviewers are able to reproduce the proportiam$ means of actual responses to survey
guestions. Falsifications impact the covariancecstire of data and may bias substantial
findings. Furthermore, falsifiers tend to overestiemthe relevance of the sociodemographic
information they have about the respondents fordépendent variables; and they apply
stereotypes and implicit knowledge in order to gude direction of the effects. This may
lead to more consistent models of explaining bedraym falsified interview data than

expectable in real life (cp. Landrock and Menold1@).

8.3 The IFiS Project - Experimental Setup and Data Base

The main goal of the IFIS project was the reseamchconsequences and identification of
interviewer falsifications in survey data. For thisason it was crucial to analyze the
differences between undoubtedly real and undouptiad$ified survey data. As previously
mentioned, survey data with confirmed falsifiecemviews rarely exist (Winker et al., 2015).
Similarly it is difficult to claim with certainty Hat a particular survey interview isot
falsified. Therefore, we had to implement an expental setup which allowed us to obtain
evidentially falsified as well as evidentially reslrvey data (see also Menold and Kemper,
2014).

First, we recruited 78 interviewers. These intemges as well as the respondents were
students at the University of Giessen. The intevers recruited the respondents themselves
without any quota restriction on the University gara and conducted 710 face-to-face
interviews in a real fieldwork setting. All inteexsvs were audio-recorded and checked
afterwards to make sure that the interviews weteadly conducted and performed correctly.
Each interviewer conducted nine interviews on ayera

Second, the interviewers took over the role ofifiglsy interviewers and were
instructed to falsify interviews in the lab. Foigtlpurpose the respondents were randomly

assigned to the falsifying interviewers. We chectteat no interviewer falsified an interview
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of a survey respondent whom he or she had preyiaotgrviewed. For the falsification task,
the interviewers received basic sociodemographarnmation of the real survey respondents
whose interviews they were supposed to falsify. given information were of that kind a
falsifying interviewer in a real fieldwork settirgpuld also have obtained easily, for example
through a short interview with the assigned respohdavithout going through the complete
guestionnaire. Thus, for each real interview, aesponding falsified interview was obtained
to make the closest comparison to each other asibp@s The exact instruction for the

falsifications and the given information (illustedtby one exemplary case) were:

Please read the description of the person, whaseviaw you are supposed to falsify,
carefully. Please fill in the attached questionaais if you had conducted a personal
interview with the respondent in reality. Pleasacplthe description of the respondent
next to the questionnaire while falsifying, so thaiu are always aware of the

characteristics of this person.

The person, whose interview is to falsify...

- is female,

- is 20 years old,

- studies teaching,

- is enrolled in her second semester at a uniyersit
- She is unmarried, in a stable relationship,

- lives in Huettenberg, a rural village in Hesse,

- with her parents or relatives.

- Country of birth: Germany.

Third, the interviewers were surveyed using an tamithl self-administered interviewer
guestionnaire, aboutow they conducted the falsifications and which sgie they applied.
Additionally, the interviewers filled in the actusiirvey questionnaire for themselves.

The survey questionnaire contained 62 questionshwiiere mainly adopted from the
ALLBUS 2008 and 2010, the German General Socialesu(GESIS, 2013; GESIS, 2015). It
covered questions on political, social, and ecocomititudes, as well as behaviors,
personality traits, and sociodemographic inforntatibhe average duration of one interview
was 30 minutes.

The interviewers were randomly assigned to twoed#ifit payment schemes: half of
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the interviewers was paid per completed intervidwlevthe other half was paid per hour. The
payment per hour was 12 Euros in the case of caimguthe real interviews and 9 Euros in
the case of falsifying interviews. The payment imerview was 8 Euros per real interview

and 3 Euros per falsified interview.

8.4 Main Findings of the IFiS Project

With respect to the state of the research, thexeatileast two reasons why we would expect
differences between real and falsified data (cpndli et al., 2013). Firstly, as mentioned
above, falsifying interviewers may overestimate thmpact of the respondents’
sociodemographic characteristics on the resporesggondents would give in an interview.
They may, on the base of the sociodemographic nmdtion they have about a respondent,
apply stereotypes about the respondent’s posditiied®s and behaviors when answering the
guestionnaire in place of the real respondent (816ht991). This may lead to stronger and
more significant effects and to more consistentaggjon models. Secondly, real respondents
and falsifying interviewers differ in the mode ohsavering survey questions. Real
respondents tend to satisficing response behavassgescribed by Krosnick and Alwin
(1987). They want to reduce their cognitive effahigrefore they tend to give a satisfactory,
plausible answer, which may not necessarily be dp@amal, perfectly precise answer
(Krosnick and Alwin, 1987). Falsifiers, on the om&nd, follow a similar motivation. Just as
the respondents, they want to reduce effort an@ thm they decide to falsify. Therefore
falsifying interviewers also tend to satisfice; ithgatisficing processes may even be stronger
than those of real respondents (Menold et al., ROOh the other hand, falsifying
interviewers have to avoid being detected. Theeefihrey spend much effort to invent
plausible answers. One can assume that the effatfalsifying interviewer in inventing a
plausible answer is higher than the effort of goeslent to give an acceptable answer. These
differences should be visible when comparing redlfalsified data (Menold et al., 2013).

As already reported by Reuband (1990) and SchaéBX), as well as in the IFS
project, we ascertain that in falsified data theportions and means are very similar to the
proportions and means in the real data. Menold kehper (2014) identified only slight
differences with respect to the distributions, jeatarly for attitudinal and behavioral
guestions.

In order to identify and measure satisficing styage, we developed formal indicators

which inform about the level of response sets (Mikred al., 2013; Kemper and Menold,
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2014; Menold and Kemper, 2014). The assumption thas falsifying interviewers, who
wanted to avoid being caught, would show less fagtig than real survey respondents, who
wanted to reduce their cognitive effort. For tresamption we find strong support. We could
identify significant differences between the resgmwagets of real and those of falsified survey
data. Amongst others, the real data show higheeldewf extreme response style and
acquiescence response style as well as strongaagyiand recency effects (Menold et al.,
2013). These results indicate that falsifiers resbanore carefully than real respondents
(Kemper and Menold, 2014) and may help to iderf#fgifications.

In order to asses differences regarding the covesisstructure, we developed the
approach of estimating theory-driven models; thesywe were able to research whether
falsifiers are also able to construct complex meddl behavior in accordance with social
reality (Landrock and Menold, 2016; Landrock, 201A&4/e estimated theory-driven OLS
regressions and compared the results of the fdisifiith those of the real data. We applied
two established theories of social science resediichtly, applying the theory of planned
behavior (Ajzen, 1991; Ajzen and Krebs, 1994), vesadloped a model to explain healthy
eating behavior (Landrock and Menold, 2016). Selygivde adopted a rational choice model
of explaining political participation (cp. Kaasedallarsh, 1979; Opp and Finkel, 2001) and,
again, compared the results of falsified and of deta (Landrock, 2017a).

Our hypothesis had been that falsifiers underestiméneoretically predicted
correlations and overestimate the effects of saimafraphic information given in the
instructions as well as stereotypical relationsthie case of applying the theory of planned
behavior (see Table 8-1) as well as in the casexpfaining political participation (see
Table 8-2), we can report that falsifying intervess are indeed not able to apply social
science theories to invent plausible answers. Whitbe real data the theoretically predicted
relations can mainly be verified, this is not tlese for the falsified interviews. We can also
confirm in both applications that falsifiers ovdremte stereotypical relations. Our further
expectation that falsifiers would construct morensistent models of behavior than the
respondents in real life can partly be confirmeds true for explaining political participation.
The assumption that falsifiers overestimate theot$f of sociodemographic variables is true
for applying the theory of planned behavior to pcetealthy eating behavior. In the case of
explaining political participation, we can find ddferences between real and falsified data in
that respect. Nevertheless we can conclude thaeshienation of complex theory-driven

models makes differences regarding the covariatroetsre between real and falsified data
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visible (Landrock and Menold, 2016; Landrock, 2017a

Table 8-1: Overview over independent variables that are significant either in the real or in the
falsified data; dependent variable: healthy food consumption

Included variables Real data Falsified data

Theory-driven variables:

Attitude - (-)
Subjective norm + (n.s.)
Perceived behavioral control + +
Intention + +

Sociodemographic variables:

Gender = female (reference: male) (n.s.) (+)
Living with parents (reference: all others) (n.s.) +
Being single (reference: having a partner) (n.s.) +
University as .the c.enter of interests and activities N (+)
(ref.: university not as center)

Stereotypical relations:

TV consumption in min/day (n.s.) -
Doing sports (reference: no) (n.s.) +
Favorite dessert is healthy (reference: unhealthy) (n.s.) +
BMI (n.s.) -
Adj. R (sign.) .50 (.000) .48 (.000)

+ positive significant effect (p<.05); - negative significant effect (p<.05);
(+) positive effect p<.10; (-) negative effect (p<.10); (n.s.) not significant
Source: Landrock and Menold, 2016: 310 (condensed table)

Table 8-2: Overview over independent variables that are significant either in the real or in the
falsified data; dependent variable: political participation

Included variables Real data Falsified data

Theory-driven variables:

Internal political efficacy + +
Dissatisfaction with individual economic situation (-) (n.s.)
Political dissatisfaction + (n.s.)

Sociodemographic variables:
Gender = female (reference: male) + +
Stereotypical relations:

Self-placement on the left-right-dimension

(1 =right, 10 = left) (n.s.) ¥

Adj. R? (sign.) .17 (.000) .23 (.000)

+ positive significant effect (p<.05); - negative significant effect (p<.05);
(+) positive effect p<.10; (-) negative effect (p<.10); (n.s.) not significant
Source: Landrock, 2017a: 454 (condensed table)
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For our final research question we aimed to idgnwhich impact the interviewer and
respectively the falsifier, has on the respondemesponses in terms of statistically
measurable interviewer effects (Winker et al., 20L&ndrock, 2017b). With respect to
existing research on interviewer effects, we assuthat in real data interviewer effects may
occur which may affect substantive findings (cpo¥&s and Magilavy, 1986). Nevertheless
we expected stronger interviewer effects in theifiad data than in the real data (Winker et
al., 2015; Landrock, 2017b) since by inventing plble answers the falsifying interviewers
directly influence the reported responses. Theeetbese responses should severely depend
on the falsifying interviewers with their attitudebehaviors, and their social reality
(Landrock, 2017b).

Winker et al. (2015) analyzed the effects of ini@mer characteristics on several
formal meta-indicators, which had been used betorecompare the response sets and
satisficing strategies between real and falsifiatadMenold et al., 2013). The results (see
Table 8-3) show that, for example, rounding and-difierentiation are not affected by
interviewer characteristics in the real data, wimlehe falsified data interviewer effects on
primacy, non-differentiation, acquiescent respastgée, and rounding can be found (Winker
et al., 2015).

Table 8-3: Overview over the significant effects of interviewer’ characteristics on formal meta-
indicators in the real and in the falsified data

Effects in Effects in

real data falsified data (p<.05)
Interviewer’s gender (no effect) Primacy
Payment scheme (no effect) Non-differentiation
Interviewer’s attitude towards future (no effect) N.on-differentiation,

acquiescent response style

Interviewer’s attitude towards rules (no effect) Rounding, non-differentiation
Interviewer’s awareness (no effect) Non-differentiation

Source: Winker et al., 2015: 429-431 (condensed table)

We also analyzed interviewer effects on substarftivdings and for that purpose estimated
different multi-level models. We analyzed the in@af the respondents and their anomy (i.e.
the perceived lack of norms and rules) as wellhashealthy eating behavior and political
participation as dependent variables (Landrock,7BD1For all four examples, we find no

interviewer effects in the real data, but strontpiviewer effects in the falsified data (see

Table 8-4).
87



Table 8-4: Interviewer effects (i.e., intraclass correlations ICC) in the real and in the falsified data,
dependent variables: income, political participation, anomy, healthy eating behavior

ICC Income Political participation Anomy Eating healthy
Real data .025 .017 .050 .067
Falsified data .205 .165 194 213

Source: Landrock, 2017b: 19-20 (condensed table)

For three of the four dependent variables, thervigeers’ gender influences the reported
responses in the case of falsified data. Agaithéncase of falsified data, we find in all four
models significant effects and robust correlatidretween the answer of the fictitious
respondents and the interviewers’ own answer to sheme question in the survey
guestionnaire (see Table 8-5). This means thatdperted falsified income, anomy, healthy
eating behavior, and political participation, ateoisgly influenced by the income, anomy,
healthy eating behavior and political participatiohthe falsifying interviewer (Landrock,

2017b). Against the background of strong interviewtects in the falsified data we can
recommend empirically researching social scientistscollect as much information as
possible about their interviewers, since this infation may help to identify falsifications

(Winkeret al., 2015; Landrock, 2017b).

Table 8-5: Results of ML regression in the falsified data, overview over significant independent
variables on the interviewer level; dependent variables: income, political participation,
anomy, eating healthy

Interviewer’s gender = female Interviewers’ answer

(ref. male) to the same question
Income (-) +
Political participation + +
Anomy (n.s.) +
Eating healthy - +

+ positive significant effect (p<.05); - negative significant effect (p<.05);
(+) positive effect p<.10; (-) negative effect (p<.10); (n.s.) not significant
Source: Landrock (2017b: 21-22, 24-25), (condensed table)

8.5 Experimental and Quasi-experimental Research Design

8.5.1 The Rationale of Experimental Research
One major disadvantage of non-experimental socighse research, in particular of cross-
sectional studies, is the fact that it is not passto control for all relevant or potentially

confounding variables. These non-controlled vaesbinay be correlated with explaining
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variables, and they may influence the outcome bkes i.e. the dependent variable a
researcher is interested in (Angrist and Pischké&5®2 Thus, in non-experimental research,
selection biases may océtirDifferences, for example, in the means of theourte variable
are not caused by the identified explaining vagalblut by unobserved differences between
the groups, regardless of the treatment (AngridtRischke, 2015).

The elimination of this selection bias is the madvantage of experimental
approaches over survey research and a way in waxpkrimental designs can specifically
contribute to social science knowledge. The keynel& of experimental research design is,
aside from manipulation of one condition, randomigrement (Angrist and Pischke, 2015;
Diekmann, 2010). Randomized assignment to treatnagwt control groups eliminates
selection biases (Angrist and Pischke, 2015), mrfeatment and control groups differ only
in the type of treatment and are similar othervwifsegrist and Pischke, 2015). Randomization
leads to similar groups because the randomly asgigndividuals come from the same
population. Thus, experiments assure a high intesaadity because through randomization
the researcher can control for selection biaseschwimay be caused by unobserved
differences (Diekmann, 2010).

However, there are also drawbacks regarding thdemmgntation of randomized
experimental designs. The treatment and contralraill only be similar if the groups are
large enough (Angrist and Pischke, 2015; Diekm&0A4p). Difficulties arise if the number of
cases remains small, because in that case randmnizaay not lead to similarity of the
treatment and control groups (Diekmann, 2010).

The implementation of experiments and random assegn requires much effort and
there may be cases where randomization is impessdi example due to practical or ethical
issue&’ (Diekmann, 2010). One may consider that randotisizais not the only way to
identify causal relations and to make comparisorssible (Angrist and Pischke, 2015). In
any randomized and unrandomized setup, it is udsefutheck for balanced answers to
guestions, whether participants of the treatmedtcamtrol groups are in fact similar (Angrist
and Pischke, 2015). All in all, there are reseajubstions where randomization is neither

suitable nor required. In such cases, quasi-experisn — i.e. experiments without

A Angrist and Pischke (2015) described the seledtiaa on the example of health insurance. People wit

health insurance are healthier than people withdatvever, there might be a causal effect of healtrance
on health, but there are also unobserved diffeelike education, employment and income, whichralated to
health insurance status as well as to health (Ahgnd Pischke, 2015).

= For example the non-treatment in medical expertmuches ethical issues (cp. Diekmann, 2010).
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randomization — may be appropriate (Diekmann, 2010)

8.5.2 Quasi-experimental Designs
As described above, random assignments enable ievguegal control as well as internal
validity, because selection biases cannot occuresihe groups are similar (Shadish et al.,
2002). Nevertheless randomization “is just one pamxperimental design” (Shadish et al.,
2002: 256), which may be “conceptually irrelevag8hadish et al., 2002: 256) and difficult to
implement.

There are some further limitations concerning #esibility of a large experiment, in
particular in cases like the IFiS project whereititended and conducted analyses required a
large number of cases. If randomization cannot aakedy be implemented, a quasi-
experimental controlled design may be more appatg@(iShadish et al., 2002).

Quasi-experimental controlled designs are suitalblen the researcher knows that the
treatment works and that the effects or changescaused by treatment. Then quasi-
experimental controlled designs can give evideeganding treatment effects (Shadish et al.,
2002). Although quasi-experimental designs canmohpietely control for all unobserved
differences “alternative explanations can sometimesnade implausible” (Shadish et al.,
2002: 252). The application of quasi-experimentatitay be suitable in cases which require
following the experimental rationale of manipulatiovithout randomized assignment
(Diekmann, 2010).

8.5.3 External Validity and Generalizability

One central issue concerning experimental reseiarthe question of external validity, i.e.
whether the results of experimental studies canrdresferred to social reality (Diekmann,
2010; Levitt and List, 2007). There are some ddfees between experimental settings and
social reality, namely moral considerations of plagticipants, the processes of self-selection,
and their knowledge of being monitored (Levitt ahbt, 2007). This means that the
participants are volunteers and they know that @reybeing observed by researchers (Levitt
and List, 2007). An additional, and presumablyha tase of the IFiS project the most serious
aspect, is that the participants assume that tiseeelegitimate purpose of the experiment
which may influence decisions (Levitt and List, ZD0

The generalizability of laboratory experiments igtlier limited by the fact that

alternative actions are artificially restricted ahdt it is not possible to control completely for
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all contextual factors of a participant (Levitt anidt, 2007). In contrast, field experiments as
well as quasi-experimental approaches require @ykdriven research design to conduct the
study adequately and interpret the results reaspdtolbring and Keuschnigg, 2015).
Further problems of generalizability refer to tlaetfthat the situation is abstract and
not comparable with real life (Franzen and Point2ed3). Additionally, the participants of
experiments are usually students (Franzen andr&wir2013), which is also true for the IFIS
project. All these issues indicate that the resofiteboratory or field experiments as well as
guasi-experimental designs are not always genaldéz However, there is a strong
recommendation for a theory-driven implementatidn egperimental designs to enable
transferring the attained results into social tgali
“Theory is the tool that permits us to take resfrtisn one environment to predict in another.”
(Levitt and List, 2007: 170)

8.6 Benefits of Quasi-experimental Controlled Design Implemented by IFiS

Coming from the methodological principles of expental research, the optimal
experimental design to conduct the IFiS project dwuave consisted of three stages (see
Angrist and Pischke, 2015): Firstly, we would halefined target persons and recruited these
respondents to fill in the questionnaire as a ezfee. Secondly, we would have recruited
interviewers and randomly assigned them to therobgtoup of real interviewers or to the
treatment group of falsifying interviewers. ThereoulM have been comprehensive field
control procedures implemented to ensure thatriteaviiews were obtained correctly and that
the real interviewers were honest. The treatmemtgof falsifying interviewers would have
fabricated the interviews in the lab as done in dbtial implemented experimental setup.
Finally, we would have collected the data and caegband analyzed the responses reported
by real and falsifying interviewers.

There are many good reasons why we did not imple@remexperimental design with
randomized assignment: Firstly, our intended mattate analyses required a large amount of
data. That implied that we had to obtain the largesnber of cases as possible to compare
real and falsified data comprehensively. Thus,auld have been quite counterproductive to
split our group of interviewers. The two randombsigned groups would not have met the
requirements of being large enough to be simildh wespect to unobserved differences (cp.
Angrist and Pischke, 2015) as well as to condugiritended multivariate analyses.

We would also have had to face the problem of tepemeasurements of the survey
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respondents, which may have led to maturing effgetbens and Rubin, 2015).

For these important reasons we decided to implemel@sign where in each step the
same subjects were observed. Firstly, all intereiswconducted real interviews; secondly, all
interviewers conducted falsified interviews. Thapplying a sort of “within-subject design”
(Franzen and Pointner, 2013), we were able to cbritr unobserved differences and
therefore eliminate selection biases through amagmh where each interviewer conducted
real and falsified interviews.

We have to consider that randomized experimentg Haany practical problems”
(Shadish et al., 2002: 277), which limit randomi@at(Shadish et al., 2002). In the case of
our study randomization could not adequately belempnted because of the requirement of
the largest possible number of cases.

When randomization is not feasible, quasi-experialecontrolled designs, or quasi-
experiments, can be implemented instead. QuasiHexpetal approaches are suitable
particularly when the researcher knows that thattment works and that the effects or
observed changes are in fact caused by the treaitfleat in turn requires a theory-driven
implementation of study design (Franzen and PointB@13; Wolbring and Keuschnigg,
2015) which enables quasi-experimental controllegighs to give evidence about the
treatment effects. One can say that quasi-expetahdasigns are suitable when “alternative
explanations can (...) be made implausible” (Shadtsdl., 2002: 252; see above). In the IFIS
project we applied a quasi-experimental design,dre experiment without randomization,
which follows an experimental rationale.

Although we gain important benefit with the chosprasi-experimental setup, there
are some limitations and problems regarding thegdizability of findings. Firstly, like in all
laboratory experiments, our participants have viglered to take part in the experiment, i.e.
their decision to take part was intentional, whidéo means that they were aware of the fact
that they were under observation (Franzen and Rain2013). In the framework of the IFiS
project one may assume that student volunteerganecularly interested in science and
research and therefore, for example, more caphbledthers to apply social science theories
while falsifying (Levitt and List, 2007). Furthermey experimental and quasi-experimental
designs cannot control completely for all contektiaators of a participant (Franzen and
Pointner, 2013). The context of the participanttha case of conducting real interviews in
IFiS, includes for example the interviewer’s gendehis/her attitudes; these may influence

the real interviews and cause interviewer effelitsthe case of falsifications, probably the
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perception of social norms or own experiences méyence the falsified data (cp. Levitt and
List, 2007).

Experimental and quasi-experimental designs aslfjicrestrict the possible actions
of the participants (Franzen and Pointner, 2018) feal fieldwork setting the interviewers
would not be restricted to the two options of beieither honest or falsifying entire
interviews; they would also be able to choose édtive actions and, for example, decide to
conduct partial falsifications. A further limitatiois that participants in experimental and
guasi-experimental studies assume that theredagitinhate purpose for the experience, which
may influence decisions (Franzen and Pointner, ROILB the case of the IFIS project,
instructed falsifications in the lab were intendedl legitimated, which is definitely not the
case in real life. It is, for example, not completelear, whether the falsifiers have invented
the same responses as “real” falsifiers would hawe would have needed to avoid being
detected. We tried to solve this problem by impleting a lottery game, where three of those
falsifiers, who were not detected by us, were d&d Euros (Menold and Kemper, 2014).

Additionally, as mentioned before, all interviewexanducted both, real and falsified
interviews, which eliminates selection bias. Regaydhis repeated measurement, we must
consider that we cannot control for changes whiey imave occurred in the meantime (cp.
Angrist and Pischke, 2015). The falsifiers becamiliar with the real respondents and
therefore may have been able to reproduce typieapanses. However, this is not
problematic, since in a real fieldwork setting figisig interviewers may also conduct honest

interviews before beginning to falsify.

8.7 Conclusion

This paper discusses the potentials and limitatminexperimentally orientated research in
Sociology — using the example of the IFiS project mentification of interviewer
falsifications. The research question was whethergoasi-experimental setup is appropriate
to analyze differences between real and falsifiestesy data. Or more concrete: Whether our
findings on interviewer falsifications are genezable.

The starting point was that research on interviefaésifications in survey data is
nearly impossible without experimental manipulatias it is hard to find confirmed
falsifications and confirmed real interviews fromeal fieldwork setting. Furthermore, in the
case of IFiS, randomization was not feasible bexaispractical reasons in obtaining the

largest possible number of cases.
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To conclude, there are advantages, but also limstof quasi-experimental research on the
example of interviewer falsifications in surveysithVrespect to limitations, one can find
reasons which may lead to the assumption thatabelts are not generalizable. Firstly, the
experimental setup, particularly the instructedifedations in the lab, generates an abstract
situation which is not comparable with real lifgo(d-ranzen and Pointner, 2013). This also
implies that it is not possible to control for pbtentially relevant social conditions. Another
reason which may limit generalizability can be fdun the non-representativeness of the
sample of student participants (cp. Franzen andtieni, 2013). In our study, this is true for
the interviewers as well as for the intervieweesvéitheless, one may assume that in a real
fieldwork setting at least interviewers are ofténdgnts. Secondly, there is no proof for the
assumption that actual falsifiers in real surveydiivork would falsify interviews in the same
way as the participants in our study. However, ghsralso no reason to believe that this
assumption is wrong. Thirdly, the results of expemtal setups are not always generalizable,
but the strength of the IFIS project lies in theedty-driven approach to research on
interviewer falsifications. Theoretically reasonexperimental designs allow transferring the
results out of the laboratory and into social tgdkp. Levitt and List, 2007).

Nevertheless, our project has meaningful strengihg. data enable comparisons
between real and falsified survey data and thuén ways and methods which help to
identify interviewer falsifications. Finally, onlyexperimental or quasi-experimental
approaches allow controlling for the number of ifadations as well as knowing precisely
which interviews are confirmed falsified and whigkre confirmed real.

On the base of the knowledge gained from the desdrjuasi-experimental study, we
continued our work on interviewer falsificationsdatonducted the next stage of the project as
a field experiment in the strict sense of the wardobtain “real” falsifications in a real

fieldwork setting.
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9. Summary of results

9.1 First application: Explaining healthy food consumpion

Publication 1:
Landrock, Uta and Menold, Natalja (2016): Validatiof Theoretical Assumptions with Real
and Falsified Survey Data. Statistical Journahef tAOS 32(3): 305-312.

In this paper, with Natalja Menold as co-authoranalyze differences between real and
falsified data with respect to theory-driven mudtisate regression models. As a first of two
examples for a realistic research endeavor in ksciances, | examine the determinants that
explain healthy eating behavior. As an underlyihgotretical approach for predicting self-

reported healthy eating behavior, the theory ohpéal behavior (Ajzen, 1991) was applied.
Attitudes towards this behavior, subjective norpesceived behavioral control, and intention
to eat healthy are assumed to be predicting vasabifhe regression model includes three
blocks of independent variables: theory-driven akphg variables as mentioned above,
sociodemographic variables, and variables regarditegeotypical relations as ad hoc

predictors. OLS regressions are calculated sepafatereal and falsified data, afterwards the

results are compared (Table 9-1).

In the following the hypotheses are reviewed. Tipotheses H1.1, H1.2, and H1.3 can be

confirmed:

H1.1: For the theoretically predicted determinahisre are more significant effects in the
real than in the falsified data.

Although in the falsified data intention and pevesi behavioral control show significant

effects (p<.05), there are more significant effexfttheory-driven explaining variables in the

real data. Attitude, subjective norm, perceivedavedral control, and intention significantly

affect the healthy food consumption, as predictethk theory of planned behavior.

H1.2: For real sociodemographic information knownfalsifying interviewers, there are
more significant effects in the falsified than Iretreal data.
All four sociodemographic variables were significanh least at the 10% level in the case of

the falsified data. In the real data only one \@das significant.
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H1.3: For further correlates (based on common stgpes), there are more significant
effects in the falsified than in the real data.

In the real data no stereotypical correlation candentified. By contrast, in the fabricated

data the falsifiers invent significant correlatiofisr all four stereotypical independent

variables.

Hypothesis H1.4 cannot be confirmed:
H1.4: The falsifiers construct more consistent saban real life; therefore, the explained
variance is higher in the falsified than in thel dsta.
In the real data the overall explained variancgightly higher than in the falsified data. The
findings of Reuband (1990) and Schnell (1991) canbe replicated. One possible
explanation may be that the question whether exgthivariances are higher in the real or in
the falsified data depends on the dependent varidible better a variable can be explained by
social science theories and the less it is linkeexisting stereotypes the more likely it is that
the explained variance of regression models isdrigh the real than in the falsified data.
Furthermore, this result corresponds with the figdiof Schraepler and Wagner (2003), who
also report that the consideration of falsifiedadi@duces the explained variances. In the case
of healthy eating, high ratios of explained varmmace achieved in the real data (adjusted R-
squared of .50) because the theory of planned Ilmhesvery well suited for explaining
healthy eating. In the case of falsified data higtios of explained variance are achieved
(adjusted R-squared of .48) because falsifiers lesrdently draw on strong stereotypes.
Consequently, there are virtually no differenceghea explained variances. Thus, one may
conclude that the explained variance per se ismgmod indicator to distinguish between real
and falsified data. For this purpose one shoulstesd, compare which explaining variables

are statistically significant.
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Table 9-1: Overview over independent variables that are significant either in the real or in the
falsified data; dependent variable: healthy food consumption

Included variables Real data Falsified data

Theory-driven variables:

Attitude - (-)
Subjective norm + (n.s.)
Perceived behavioral control + +
Intention + +

Sociodemographic variables:

Gender = female (reference: male) (n.s.) (+)
Living with parents (reference: all others) (n.s.) +
Being single (reference: having a partner) (n.s.) +
University as fche c'enter of interests and activities N (+)
(ref.: university not as center)

Stereotypical relations:

TV consumption in min/day (n.s.) -
Doing sports (reference: no) (n.s.) +
Favorite dessert is healthy (reference: unhealthy) (n.s.) +
BMI (n.s.) -
Adj. R (sign.) .50 (.000) .48 (.000)

+ positive significant effect (p<.05); - negative significant effect (p<.05);
(+) positive effect p<.10; (-) negative effect (p<.10); (n.s.) not significant
Source: Landrock, 2017c; Landrock and Menold, 2016: 310 (condensed table)

The results show that falsifiers rather do not ggolcial science theories. Instead, they seem
to rely on stereotypes in order to invent as plaasdata as possible. Furthermore they
strongly rely on the sociodemographic informatibattthey have been given (and that in a
real fieldwork setting could easily be collected hyfalsifying interviewer in a short
interview). Falsifiers overestimate the influendesociodemographic background and (other)
stereotypical variables and underestimate the gtiadi effects of theory-driven variables —
these relations seem to be difficult to reprodugefdisifying interviewers. This is a new
finding in the research on interviewer falsificaisp which may help to better understand the

impact of falsified data on the results of subs#hsiocial science research.

The research design in this paper could have b#ere@ in a few ways: The theory of
planned behavior could have been applied to predectintention (rather than the behavior)
by attitude, subjective norm, and perceived behavioontrol. Healthy eating behavior, in

turn, could have been explained by intention antcedeed behavioral control only, as
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suggested by Ajzen (1991), instead of includingtuate, subjective norm, and perceived
behavioral control as well as intention in one kngodel. Also, one could have used the
entire dataset and not only a subsample of inteesig. It remains to future research to test
whether the presented results are robust enoughbltoup if the research design is varied in

these ways.

9.2 Second application: Explaining Political Participaion

Publication 2:
Landrock, Uta (2017a): Explaining Political Pappiation — A Comparison of Real and
Falsified Survey Data. Statistical Journal of tA©5 32(3): 447-458.

The second paper, just as the first paper, ainsswer the question how real and falsified
data differ with respect to theory-driven multiate analyses and, accordingly, what effects
falsified data have on substantial social scienegearch. In the first publication, the
explanation of healthy food consumption was takearaexample for a research endeavor — a
behavior for which presumably comparably many sitgyees exist (even with respect to the
theoretically predicted variables) and everydaywdedge can be applied rather easily. By
contrast, in the second publication a consideratdye complex and abstract correlation is
examined, where falsifying interviewers presumdidye to spend higher effort: | take the
example of explaining political participation forhieh a scientifically accepted model with
established operationalization and measuremenésBaenes et al., 1979) was applied. This
second example for a research endeavor that aseall sciences are concerned with also
serves to increase the reliability and generallgglmf the findings. Therefore the comparison
of the findings of the first two papers is of paular interest.

The corresponding OLS regression in the secondrpap@laining political participation,
follows the rationale of the model for healthy egtbehavior (see previous section) to enable
comparisons between the two examples: In a figtkbbf independent variables, the theory-
driven predicting variables are included. In thase, these are based on the explanatory
model of Barnes and Kaase and colleagues (1979 3écond block consists of
sociodemographic variables, known to the falsifiewad the third one of stereotypical
variables (Table 9-2).
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Table 9-2: Overview over independent variables that are significant either in the real or in the
falsified data; dependent variable: political participation

Included variables Real data Falsified data

Theory-driven variables:

Internal political efficacy + +
Dissatisfaction with individual economic situation (-) (n.s.)
Political dissatisfaction + (n.s.)

Sociodemographic variables:
Gender = female (reference: male) + +
Further correlates found in research:

Self-placement on the left-right-dimension

(1 = right, 10 = left) (n.s.) ¥

Adj. R* (sign.) .17 (.000) .23 (.000)

+ positive significant effect (p<.05); - negative significant effect (p<.05);
(+) positive effect p<.10; (-) negative effect (p<.10); (n.s.) not significant
Source: Landrock, 2017c; Landrock, 2017a: 454 (condensed table)

With respect to the hypotheses, the following rnsscan be reported: The hypotheses H1.1,

H1.3, and H1.4 can be confirmed.

H1.1: For the theoretically predicted determinahisre are more significant effects in the
real than in the falsified data.

In the falsified data only internal political efficy has a significant effect. In the real data,

three independent variables irternal political efficacy dissatisfaction with individual

economic situationandpolitical dissatisfaction- are statistically significant, at least at the

10% level.

H1.3: For further correlates (found in researchgré are more significant effects in the
falsified than in the real data.

In the falsified data, the effect of further coatels found in research, namsbif-placement

on the left-right-dimensigns significant — this is not the case in the d=th.

H1.4: The falsifiers construct more consistent saban real life; therefore, the explained
variance is higher in the falsified than in thel dsta.

The adjusted R-squared reaches 0.23 for the fadsifata, but only 0.17 in the real data. With

respect to the first paper and the interpretatiothe unconfirmed hypothesis there, it has to

be noted that it cannot be generalized that exgthirariances are higher in falsified that in

real data. However, political participation seemasbe a dependent variable for which the
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assumption of higher explained variances in fadifilata is true. This may be interpreted in a
way that for political participation the existingeseotypes and implicit knowledge of
falsifiers are stronger in relation to the abiliiysocial science theories to actually explain the
real phenomenon. In the real data where one coaNé lexpected a strong influence of the
theory-driven variables the reached adjusted Ryegusalue is lower than in the falsified

data where stereotypes and implicit knowledge galgvance.

By contrast, hypothesis H1.2 cannot be confirmed:
H1.2: For real sociodemographic information knownfalsifying interviewers, there are
more significant effects in the falsified than Iretreal data.
Gender as sociodemographic variable is significardoth datasets. In the case of falsified
data such effect was expected because it is knbainfalsifiers overestimate the effect of
sociodemographic information. For the real databket effect of gender was shown in
previous research on political participation (se&$h and Kaase, 1979). Considering the fact
that in this case the influence of gender is rda, data provide little opportunity for an
overestimation of the sociodemographic backgroumtlaaconfirmation of H1.2. Probably the
falsifying interviewers learned about the effectgeihder in the real interviews that they had
conducted before they falsified interviews. Thisymaave contributed to diminish the
differences between real and falsified data.

It needs to be concluded that the predicted diffeze between real and falsified data
can only be confirmed if there is a suitable s@&&cof independent variables in the models.
In the case of political participation particulatlye variable gender is not suitable since it is
meaningful in real and in falsified data.

Table 9-3: Overview over the tested hypotheses regarding the dependent variables: healthy eating
and political participation

Healthy eating Political participation
H1: theory-driven variables Confirmed Confirmed
H2: sociodemographic information Confirmed Not confirmed
H3: further correlates Confirmed Confirmed
H4: explained variances Not confirmed Confirmed

The results show, like in the case of the explanatif healthy eating and the application of
the theory of planned behavior, that falsifiers moéfully able to invent models of explaining

behavior that are consistent with social scien@oriks (see overview in Table 9-3). In
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contrast to the case of healthy eating, in the gtarmf explaining political participation the
falsifiers do not overestimate the influence of isdemographic characteristics, namely
gender. That is foremost due to the relevance afigein the real data, which limits the
possibility of any overestimation. The only otheci®demographic variable that had been
tested in the models is age, which remains stadibfiinsignificant in both datasets, probably
because of the very limited variation within thengpde of student participants. Nevertheless,
this paper replicates the main result of the fpablication and confirms that falsifying
interviewers overestimate stereotypical relatiopsrand underestimate the influence of the
theory-driven explaining determinants. Complex elations that do not correspond to

stereotypes and everyday knowledge are difficulaksify.

9.3 Interviewer effects

Publication 3:
Landrock, Uta (2017b): How interviewer effects difin real and falsified survey data. Using

multilevel analysis to identify interviewer falgiitions. mda 11(2): 165-190.

This paper aims to answer how real and falsifiedesudata differ with respect to interviewer
effects. Interviewer effects occur when respondédotsiot only respond to survey questions,
but also to characteristics and behaviors of imevers (see Bogner and Landrock, 2016).
Consequently, interviewer effects may cause biatd and influence substantive social
science research (Beullens and Loosveldt, 2016)s,Tthey may affect data quality.

For falsified responses, interviewer effects in sle@se of its definition cannot occur
since an interaction of interviewer and respondess never occurred. Nevertheless, the
falsifying interviewer has a direct and obviousgry strong impact on the reported responses.
Therefore, one can expect that interviewer effecia the sense of a statistical correlation
between interviewer and reported answers — mayheplarly strong in falsified data.

The question is how interviewers bring in theielih the real as well as in the falsified
survey data in comparison. To provide an answehitquestion intraclass correlations are
calculated and multilevel regression analyses pptied on the example of four dependent
variables, which can be considered as particulandye to interviewer effects (at least in real
data). The dependent variables are income, pdlp@dicipation, anomy, and healthy eating.

Incomeis an example of a sensitive, open-ended, faciuastion Political participationand
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healthy eatingare behavioral questiondnomyis an application for an attitudinal question.
Real and falsified data are analyzed separately tleen the results are compared (Table 9-4
and 9-5).

Table 9-4: Interviewer effects (i.e., intraclass correlations ICC) in the real and in the falsified data,
dependent variables: income, political participation, anomy, healthy eating behavior

ICC Income Political participation Anomy Healthy eating
Real data .025 .017 .050 .067
Falsified data .205 .165 194 213

Source: Landrock, 2017c; Landrock, 2017b: 16, 17 (condensed table)

Table 9-5: Results of multilevel regression analyses in the falsified data, overview over significant
independent variables on the interviewer level; dependent variables: income, political
participation, anomy, eating healthy

Interviewer’s gender = female Interviewers’ answer

(ref. male) to the same question
Income () +
Political participation + +
Anomy (n.s.) +
Eating healthy - +

+ positive significant effect (p<.05); - negative significant effect (p<.05);
(+) positive effect p<.10; (-) negative effect (p<.10); (n.s.) not significant
Source: Landrock, 2017c; Landrock, 2017b: 18, 20 (condensed table)

With respect to the general hypotheses | find ttlewing:

H2.1: Interviewer effects occur both in real andaisified data.

This hypothesis cannot be confirmed, because ietwer effects were identified in the
falsified data only, but not in the real data ($€€s in Table 9-4). Despite the fact that
interviewer effects generally can occur in survesearch this is not the case in the interviews
conducted in the IFiS project — maybe because tindest interviewers were particularly
intrinsically motivated to fulfil the intervieweruidelines accurately (when asked to do so)
and because the interviews were audio-recordechabthere was a high level of social

control.

H2.2: The interviewer effects in falsified data &eger than in real data.
This hypothesis can be evidently confirmed (seesl@C Table 9-4). In the falsified data

strong interviewer effects are found. In the reatiadno interviewer effects occur at all. This
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supports the assumption that the direct influerfca falsifying interviewer on the reported
answers creates particularly strong intervieweedaf in the sense of statistical correlations

between the interviewer and the reported answers.

Which interviewer characteristics find their wayarthe data? Regarding this question the
same hypotheses were formulated for real and feifitad data equally. Given that, in the real
data, no interviewer effects occurred at all nohthese hypotheses can be confirmed for the
real data. For the falsified data, some of the biygges can be confirmed and others cannot
(see Table 9-5). Hypotheses H2.3b, H2.3d, and H&Beot be confirmed:

H2.3b: The magnitude of interviewer effects depeamt¢he interviewer’s experience.

The effect of the interviewer’s experience is statally insignificant.

H2.3d: The occurrence and magnitude of interviesfircts depends on the personality traits
of the interviewer.

The data at hand allowed testing the influence xifagersion, conscientiousness, and

perceived self-efficacy. The effects of the persibnaraits of the interviewer are statistically

insignificant.

H2.3e: The magnitude of interviewer effects depeadsthe interviewer payment scheme
used (payment per completed interview vs. paymenhpur).

The effect of the payment scheme is statisticaléygnificant.

Neither in the real nor in the falsified data afeef of any of the mentioned characteristics of
the interviewer or of the interview situation, ndynexperience, personality traits, and
payment scheme, on any of the dependent variablieaind. Possibly, this can be explained
by the fact that these hypotheses are inspirethdgtiate of research on interviewer effects in
real data, whereas the statistical influence dfifiats on the reported answers might follow
different mechanisms and rules. The payment schéoneexample, may be a condition
affecting the interviewer’s motivation to invesing and energy in the accurate realization of
interviewer instructions (when conducting real mtews). It may also affect the likelihood
that an interviewer decides to falsify, insteacd@hducting real interviews. But maybe it does

not affect the way in which a falsifier falsifiea aterview. For both groups of interviewers,
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interviewers paid per hour and interviewers paid gampleted interview, it is of crucial

importance not to be detected — independent framaghplied payment scheme. Thus, both
have the same motivation to invest time and efforthe invention of false responses. The
same may be true in respect to the interviewernseegnce and the interviewer’s personality

traits.

Hypotheses H2.3a and H2.3c do find empirical suppor
H2.3a: The core sociodemographic characteristicghef interviewers affect the reported
responses.

For the real data, no effect of the core sociodeapyc characteristics is found. By contrast,
in the falsified data, | identify an effect of th@erviewer’'s gender on the reported income,
political participation, and healthy food consuropti The reported political participation is

higher if falsifying interviewers are female; theported income is higher and the eating
behavior is healthier if falsifying interviewerseamale. Therefore, in the case of falsified
data, this hypothesis can be confirmed with respeajender. Female and male falsifiers
seem to perceive social realities differently aadendifferent stereotypes which they translate

into their invented responses.

H2.3c: Associations exist between the behaviorsadtiides of interviewers and the reported
behaviors and attitudes of the respondents theyvietw.

This hypothesis has to be rejected for the real (e above) but finds strong support in the

falsified data. Significant positive correlationstiween the invented respondents’ answers and

the interviewers’ answers to same survey questaams be shown for all four dependent

variables. Obviously falsifying interviewers takkeir own social reality and their own

attitudes and behaviors as an inspiration for itimgrplausible responses.

To sum up: In the real data no interviewer effexsur at all — a finding that can be taken as
an indication for good data quality in the realkemniews conducted in the IFiS project. By
contrast, in the fabricated data the falsifiersAretteristics, attitudes and behaviors find their
way into the data and affect the fictitious answafrshe respondents. These influences are
very strong. Thus, the assumption is confirmed thag¢ to the direct strong impact of
falsifying interviewers on the reported respongggrviewer effects are particularly strong in

falsified data. Among the falsifiers’ characteusti attitudes and behaviors, particularly the
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falsifier's gender as well as his or her answeth® same question in the questionnaire have
strong influence on the reported answers. By thasghts, this publication contributes
substantially to the research on interviewer falatfons. It also may offer a key for
identifying datasets that are substantially conteat@d by interviewer falsifications, that is,

strong statistically significant interviewer effeatan serve as an indication.

9.4 Methodological Considerations regarding the quasisgerimental design

Publication 4:
Landrock, Uta (2017c): Investigating Interviewerldigcations — A Quasi-experimental
Design. Bulletin of Sociological Methodology 136(%3}20.

In this paper the potentials and limitations of gjtexperimental setups are discussed in
general, using the example of the IFiS researcfegrolhe question this publication aims to
answer is, whether the reported results are gepaipé. In other word: Is the applied quasi-
experimental design appropriate to analyze diffeesrbetween real and falsified survey data
at all? One important aspect lies in the fact thé nearly impossible to find datasets with
confirmed real and confirmed falsified survey d@e Winker et al., 2015). This means there
are no good alternatives for experimental or qeaperimental methods in order to research
differences between real and falsified survey dake main argument for choosing a quasi-
experimental rather than an experimental desighas in the frame of the IFiS project the
largest possible number of cases is needed tozeedlie statistical analyses. Therefore
randomization does not seem appropriate.

There are some reasons to doubt that the repasedts are generalizable. One reason
may be that the experimental setup creates ancettisituation that is not comparable to a
real fieldwork setting, in which falsifying impliegeviating from the interviewer instruction,
instead of following the instruction to falsify. Ather argument could be that the sample is
too homogeneous because the participants are ssudelditionally, there is no evidence that
actual falsifiers would fabricate interviews in theme way as done in the IFiS project. On the
other hand, there is also no reason to assuméhibathould not be the case. And the fact that
all interviewers are students could also occur irea fieldwork setting in actual survey

research. The main argument for considering tha lblased on quasi-experimental research as

105



generalizable is the theory-driven approach oflth§ project which allows transferring the
results from the lab into social reality (desvitt and List, 2007).

Accordingly, one can conclude that the quasi-expenital setup of the IFiS project is
appropriate for research on interviewer falsifioasi, or at least the most appropriate approach
that is feasible. The collected data allow compgareal and falsified survey data and thus

offer the opportunity to search for strategiesifi@entifying interviewer falsifications.

10. Conclusion

This PhD thesis researches differences betweenarehlifalsified survey data and aims to
answer two questions: Which effects do falsifiedadhave on substantial findings from
theory-driven multivariate analyses? And: In whadys do interviewer effects differ in
falsified data, compared to real data? Thus, ittrdoutes to the research on interviewer
falsifications.

The estimated theory-driven OLS regressions givideexe that falsifiers are not able to
produce data in full accordance with the predidiof social science theories. Ttheeory-
drivenexplaining variables have — as predicted — mayeifstant effects in the real and fewer
in the falsified data. By contragurther correlateghat either refer to common stereotypes or
that were found to be relevant under certain camisthave more significant effects in the
falsified than in the real data. These findings ntey considered as new insights in the
research on interviewer falsification.

The same principally seems to be true $ociodemographicharacteristics, even if
the assumption of more significant effects of sdemographic variables in the falsified than
in the real data cannot be confirmed in both papkiewever, falsifying interviewers
obviously utilize satisficing strategies, generareotypes and implicit or explicit everyday
knowledge in order to invent plausible patternsap$wers, and yet minimize the invested
time and effort. Insofar, interviewers try to reagiten goals with a minimum of invested
resources. This also confirms the underlying thizak assumptions that the behavior of
interviewers — when deciding to conduct a realringv or to falsify and when deciding on
how to falsify — can be explained by rational cleancodels.

This difference inwhich types of independent variables — theory-drivenfugher

correlates vs. sociodemographic — turn out to peifstant and have strong effects seems to
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be decisive for the question which effects falsifdata have on the results of content-related,
theory-driven multivariate research. And, in prpadi it could provide a key for identifying
interviewer falsifications.

However, in a real research setting it will be hardeven impossible to evaluate
whether the effects of the theoretically predictagblaining variables are weak enough and
the effects of the stereotypical and sociodemogcaydriables strong enough to assume that
interviewer falsifications have occurred. The diffiececan be detected in direct comparison
of confirmed real and confirmed falsified data. &yntrast, without a reference which effects
exactly have to be expected in a dataset thattisordaminated by falsified interviews at all,
the effects in a contaminated dataset will vergliflknot appear to be suspicious. Therefore it
is doubtful whether the differences between real faisified data, identified in the here
presented research, may provideetable key for identifying interviewer falsifications in
practice.

A further reason why the presented differences béetwreal and falsified data
(regarding whichindependent variables have significant effects)atea practical key for the
identification of falsifications is that they do thoccur reliably enough. Their occurrence
depends on rather technical aspects, as is showhelsecond paper. In the case of explaining
political participation (unlike in the case of eapling healthy eating behavior), the
assumption that falsifiers overestimate the effeftsociodemographic variables cannot be
confirmed. In the sample consisting of studenty,cthie respondents’ age turns out to be too
homogeneous to be significant in the real or inftisified data. Gender, instead, turns out to
be significant in the real data already and theeeftoes not provide a further occasion in the
falsified data to overestimate any sociodemograptfluence. Accordingly in this case, the
selection of independent sociodemographic varialdegs not allow confirming the
hypothesis that the effect of sociodemographic attaristics is overestimated by falsifiers.
Such may happen in other cases also. That meanthéhdescribed differences between real
and falsified data with respect to which independeariables have significant effects
principally in factdo exist. However, it is not guaranteed that they banmeasured in
practice and, thus, can be applied to identifyringaver falsifications.

Regarding overall explained variances of regresaralyses, also ambiguous findings
have to be reported. In the case of explainingthgatating behavior, the assumption of
higher explained variances in the falsified dataa$ confirmed. In the case of explaining

political participation, it is. The fact that theveyall explained variances are not generally
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higher in falsified data may be due to the fact thes assumption needs to be differentiated.
The question, whether explained variances are highehe real or in the falsified data
probably depends on the dependent variable: Wahda&ta, a regression analysis will reach a
high adjusted R-squared value if the dependentabkriis well explained by existing social
science theories and their operationalization & dataset. With falsified data, a regression
analysis will reach a high adjusted R-squared v#lubke dependent variable is associated
with strong stereotypes or experiences in everyawledge, providing inspiration for the
falsifiers. The better a variable can be explaibgdsocial science theories and the less it is
linked to existing stereotypes the more likelysitthat the explained variance of regression
models is higher in the real than in the falsifdata — and vice-versa: The weaker a variable
is explained by social science theories and theentois linked to existing stereotypes the
more likely it is that the explained variance ajnession models is higher in the falsified than
in the real data. Obviously, healthy eating behaisorelatively well explained by social
science theory in the real data and, at the same tssociated to strong stereotypes in the
falsified data, so that in real and in falsifiedadhigh adjusted R-squared values are achieved.
In the case of explaining political participatioim, the real data the theoretically guided
explanations are weaker than the linkage to stgpestin the falsified data. Therefore, in the
case of political participation the explained vagas are higher in the falsified than in the real
data.

All in all, the differences between real and faésif data turn out to be more subtle
than one might have thought. Even the differenbas ¢ould be theoretically predicted and
empirically confirmed are not particularly profounBlven in falsified data, some of the
theoretically predicted explaining variables argngicant; even in real data there are
significant effects of sociodemographic variables #urther correlates. The question arises,
why the falsifying interviewers are able to reproeiseveral aspects of social reality. First, in
my view, this has to do with the fact that socigkaces are based on successfully operating
empirical research. Therefore, many data are @lajlsubstantial findings are empirically
proven, and they are disseminated into the pubhe. results from social science research are
published not only in scientific journals but also mass media — in newspapers, TV
documentations and talk shows — and find their way public knowledge and general
education. (The public discussions about the resofitthe PISA study may serve as an
example for the dissemination of scientific knovgednto general knowledge.) Falsifiers are

exposed to this information, even without a sos@énce education, and remember a certain
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share of it. Thus, through the extent of sociatisceé knowledge in society, the falsifiers are
enabled to produce data in high accordance witliasoeality, which is comprehensively
researched by empirical social scientists. A seadeadon may be that not all predictions of
social science theories are far away from everydawledge and stereotypes; some seem
intuitive and can be guessed by non-scientiststdT lihe falsifiers have all conducted real
interviews before falsifying and gained knowledgeowt the interviewees through this
experience. A fourth explanation for the unexpdgtesnall differences between real and
falsified data may lie in the fact that the intewers as well as the respondents are students
and therefore the interviewers are familiar wité tiving conditions of their respondents. The
last two issues may be considered as limitationshefresearch design. These and other
potential limitations will be discussed below.

Another implication of the described findings isathseemingly good results of
multivariate analyses, referring to high proportioof explained variances or strong
significant effects, do not necessarily stand fmodydata quality. Such findings can also be an
indication for the occurrence of falsifications.uBh if there are any doubts regarding the data,
it can be recommended to separate suspicious frmuspicious cases and to conduct theory-
driven analyses with both subsamples separatesudh differences as the here reported ones
occur, this may be a hint for possible intervievasifications. Of particular interest in that
case is which subsample has more significant effectvhich type of explaining variables
(theory-driven, further correlates, or sociodempyie). Fewer significant effects among the
theory-driven variables and more significant eeannong the other explaining variables may

point towards the occurrence of falsifications.

The results of multilevel regression analyses gvielence for the existence of interviewer
effects in the falsified data, but not in real ddiawever, these “falsifier effects” are, in terms
of occurrence and magnitude with respect to ceitdaerviewers characteristics, smaller than
one could have assumed. Nevertheless, the measfurgsaclass correlations point out clear
and statistically significant differences regardintgrviewer effects. In the falsified data on
average one fifth of the total variance is expldimy the contextual level — that means by
interviewers characteristics, attitudes and belravio

This finding firstly provides a further answer teetquestion how falsified data differ
from real data. Secondly, it may provide a muchemmomising key for detecting interviewer

falsifications: A high (two digit number) percengagf variance explained on the interviewer
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level in a multilevel analysis may be taken asdaatbr for a high contamination of a dataset
or subsample. The same may be true for a partlgudénong influence of the interviewer’s
gender or the interviewer's answer to the same touesn the questionnaire — if that
information is available.

Thus, in order to detect interviewer falsificatianssurvey research, | recommend to,
firstly, collect as much information as possibleoai the interviewers (see Bogner and
Landrock, 2016; Winker et al., 2015). This recomdagion is derived particularly from the
result of strong correlations between the answérth® interviewer and the respondents’
response to the same survey question. As parteofntierviewer training, the interviewers
should be requested to fill in the survey questamr@themselves. This actually helps the
interviewers to get to known the questionnairedsgtt the same time, it helps the researchers
to get to known their interviewers and to be aldecheck for correlations between the
answers of interviewers and their respondents tater

The second recommendation is to use this informa#ibout the interviewers to
estimate multilevel regression analyses, in ordeexamine interviewer effects. At least
intraclass correlations should be calculated. Tteesdyses can be conducted for the entire
dataset or for suspicious subsamples of the dafiasetre than one interviewer is considered
as suspicious). A high share of variance explalmethe contextual level as well as a strong
and significant effect of interviewer-level variablcan be indications of contamination by
interviewer falsifications.

Given that multivariate analyses of statistical relations have not found to be
unambiguoushable to differ between real and falsified data #ssessment of interviewer
effects may be a valuable supplementary strategddntify interviewer falsifications and
hence to assure a high data quality. Still, the beategy for ensuring a high data quality is
certainly providing conditions that make it unlikeghat interviewers decide to falsify at all:
That is, interviewers should rather be paid perkmgr hours than per completed interviews;
the access to the field should be as easy as pasHile questionnaire should be easy to
understand and to use; interviews should be sliwet;content of the questions should be

interesting enough so that respondents have arsti@ participating.

The implemented research design has few limitatibred have to be mentioned and
considered in future research. First, the descrdmadyses are based on falsifications of entire

interviews. In a real fieldwork setting, partialdéications are probably the most prevalent

110



form of interviewer falsifications and thereforesamingly more relevant than falsifying
entire interviews. Second, the reported findings gerived of datasets with 100 percent real
and 100 percent falsified interviews. By contrasta real fieldwork setting the proportion of
falsifications is probably much lower. On the orendi, this is fortunate since it means that
the damage created by falsifications is limited.t@aother hand, it implies that falsifications
are harder to detect. A third limitation that neadsbe considered is that in the quasi-
experimental setup the interviewers conducted net@rviews in the first stage of data
collection and afterwards falsified the data in tl. Consequently, the falsifying
interviewers had experienced typical response ipesttend were familiar with the expectable
responses. However, this circumstance is alsosteafor a real fieldwork setting because
there an interviewer who decides to falsify wowgitally also conduct honest interviews
before falsifying. Fourth, and perhaps most impdrtaf all, the study participants,
interviewers as well as respondents, were all stisdd his implies that the interviewers and
respondents are similar to each other. Therefdre, interviewers are familiar with the
lifestyles, living conditions, and thoughts of theespondents. For the falsified data, that
might improve the closeness to social reality rdopy significant effects as well as explained
variances. This could lead to an underestimatiah®fifferences between the results for real
and falsified data. In turn, one could expect ladjferences between the models if not only
students were employed as interviewers and if eesgmtative sample would be examined. A
fifth limitation of the research design, related ttte previous one, is that the student
population displays only small variances concernagg and education. That limits the
possibilities to analyze the effects of these sm@odemographic variables. Further research
will be needed that might replicate the reportatiigs without being affected by the

mentioned limitations.

The subject of interviewer falsifications will ntise relevance since some of the major
survey programs will continue working with interwiers. Therefore, the next steps of
research on interviewer falsifications should benestigate whether, on the base of the
reported findings — particularly with respect tdenviewer effects —, it will be possible to

identify factual falsifications that occurred iratdieldwork settings of surveys. In a first step,
one could try to identify confirmed falsificationfar example, in the SHARE data (Schuller
and Bergmann, 2017). Next, highly suspicious désasige the German GGS (Ruckdeschel

et al., 2016) could be investigated by searchingiriterviewer effects in order to identify
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presumably falsified cases or interviewers who hanesumably falsified (many) interviews.
Such probably contaminated data may be used toneatlthe knowledge about their effects
on content-related, theory-driven multivariate szsh.

To deepen the understanding of interviewer falgifans and to answer my research
guestion on the influence of falsifications on fimgs of substantial social science research
more comprehensively a further step could be todeohan additional experiment. This
subsequent experiment should base on a representgmple of respondents. Thus, one
would achieve higher variances concerning age dadation. Furthermore, one could avoid
that student interviewers are familiar with theebvand thoughts of their respondents. The
most important advantage would be that, in contagihe here described experimental setup,
the interviewers have to achieve and recruit cenpaedefined target persons. Consequently,
this procedure would match stronger with the fadasks, and difficulties, of interviewers in
a real fieldwork setting. (To remember, in the IRI8sign the interviewers recruited the
respondents themselves and without any quota er o#istriction on the campus of their own
university.)

In a further experiment, one could also think ofplementing experimental
randomization: The assignment of the student ppaints to the treatment or control group —
that means to be a falsifying or an honest intevgre— could be randomized. But, as
ascertained in the fourth manuscript, one shoulgo atonsider that under certain
circumstances, randomization may not be necessaryong as theory-driven approaches
were applied when implementing quasi-experimerdgtds. Additionally, one could employ
not only student interviewers, but a more “représire” group of interviewers. Another
fruitful approach could be to widen the focus omtiphfalsifications that are probably more
relevant than falsifications of entire interviews.

Although still quite a number of gaps in the reshawn interviewer falsifications have

to be admitted, there are already a few steps taken
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Appendix

Codeplan

Spezifizierung der Koautorschaften

Erklarung
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Codeplan Real

Fir alle Fragen gilt:

1.Wenn eine Frage zutrifft aber ausgelassen
wurde mit -9 vercoden (auch einzelne Items)

2.-9 fur Auslassungen gilt, solange sie bei einer
Variable nicht gesondert deklariert worden
sind. Wenn die Auslassungen bei einer
Variable im Codeplan deklariert sind,
benutzen Sie die deklarierten Werte und nicht
mehr -9.

3.Wenn bei einer Frage eine Antwort doppelt
bzw. mehrfach angekreuzt wurde, obwohl
keine Mehrfachnennung maoglich war, ist
diese Frage nicht verwertbar und wir mit -8
vercodet.



Hauptstudie — Dokument 1

Interviewer ID:

- T - - TH .'--/,': 1 ':r
Liebe Kommilitonin, lieber Kommilitone, F AU IRA T L

GESIS, das Leibniz-Institut fir Sozialwissenschaften in Mannheim, und die Justus Liebig-
Universitat GieRen (JLU) fuhren zur Zeit eine Umfrage unter Studierenden der Universitat
GieBen und Mannheim durch, um etwas (ber deren wirtschaftliche Situation, ihre
politischen Einstellungen und ihr Freizeitverhalten zu erfahren. Ich arbeite derzeit als
Interviewerln fur GESIS/JLU und mochte Dich bitten, an der Befragung teilzunehmen.
Wir werden etwa 30 bis 35 Minuten brauchen.

Alle Angaben, die Du machst, werden natirlich streng vertraulich behandelt, d.h. die
Auswertung der Befragung erfolgt ohne Namen oder Adressen. Damit ist sichergestellt,
dass Deine Angaben nicht mit Deiner Person in Verbindung gebracht werden.

Um die Auswertung zu erleichtern, missen wir das Interview allerdings aufzeichnen.
Dazu musstest Du zunachst diese Erklarung lesen und unterschreiben.

--> Erklérung und Stift Gibergeben!

Bei Nachfragen: Diese Erklarung enthalt die Regeln, die eingehalten werden mussen, um
den geltenden Datenschutzbestimmungen gerecht zu werden. Bei Fragen kannst Du
Dich gerne an diese Adresse wenden:

--> ggfs. Kontaktdaten weitergeben: Dr. Christoph Kemper,
Email: christoph.kemper @gesis.org

Wenn Du Interesse an den Ergebnissen der Untersuchung hast, werden dir diese zur
Verfliigung gestellt. Dazu bendtigen wir Deine Email-Adresse.

Falls Zielperson Interesse an Ergebnissen der Untersuchung hat, bitte Email-Adresse
notieren!

=

Wurde die Erkldarung von der Zielperson unterschrieben?

Q Ja = Weiter mit nachster Seite
(Wenn nicht unterschrieben, bitte neue Befragungsperson suchen)

GESIS Leibniz Institut fur Sozialwissenschaften, Justus-Liebig-Universitat Gielien



Hauptstudie — Dokument 1

Danke fur die Bereitschaft, an dieser Befragung teilzunehmen.

Wir kénnen gleich anfangen. Ich muss nur noch das Datum und die Uhrzeit eintragen.
Einen Moment bitte!

--> Bitte das Aufzeichnungsgerét einschalten.
--> Die Interviewer ID und Befragtennummer bitte LAUT und DEUTLICH sagen!
--> FO00A: Die Befragungsperson sollte Ihre Antwort nicht einsehen kénnen!

FO00A_T

--> Beginn des Interviews eintragen! Bitte Datum und Uhrzeit angeben!
Datum . TUO\_TDA T 7022011 (r.mm.ddul)
. o T [ =y g T [ '3 f,} { I~ )
Uhrzeit =700/ 2/ 7004 Z2Uhr ICEIVE AL

\'\"

Befragten Nr. =. _

{

FoooA | (J 11/

=-=> Nur fiir den Interviewer / die Interviewerin!

Wie attraktiv oder unattraktiv ist der / die Befragte?
Bitte entscheiden Sie spontan, geméR lhrem ersten Eindruck.

00000000000

11 = Attraktiv _
10 IKEINE HARKIERUNG = -]
09

08

07

06

05

04

03

02

01 = Unattraktiv

AN E

[~

S 0N e

GESIS Leibniz Institut fur Sozialwissenschaften, Justus-Liebig-Universitat GieRen



Hauptstudie — Dokument 1

Wir méchten uns in diesem Interview zunachst mit den Themen Politik und Gesellschaft
beschaftigen.

F 01

Ich werde Dir nun einige Aussagen vorlesen.
Sag mir bitte zu jeder einzelnen dieser Aussagen, ob Du persénlich -

> derselben Meinung bist oder
> ob Du anderer Meinung bist.

--> Aussagen bitte vorlesen!

Bin Bin anderer | Weil K
derselben . .

. Meinung nicht A
Meinung

So wie die Zukunft aussieht, kann man es B
kaum noch verantworten, Kinder auf die e 4®’ g0 380 [fOA_D
Welt zu bringen. e

s

Dre meisten Polmker interessieren sich in
ur die Prob eme der

x“mf'achén Leute.

Die meisten Leute kiimmern sich in
Wirklichkeit gar nicht darum, was mit ihren . O 7/ Q 5O 10 FOA A
Mitmenschen geschieht. ’ ‘ '

GESIS Leibniz Institut fur Sozialwissenschaften, Justus-Liebig-Universitat GieRen



Hauptstudie — Dokument 1
F 02

--> Liste 02 vorlegen!

Auf dieser Liste stehen einige Meinungen, die man gelegentlich hort.
Sag mir bitte zu jeder Meinung, ob Du ihr -

> (berhaupt nicht zustimmst (=1),
> voll und ganz zustimmst (=6).

B Ich traue mir zu, i
einer Gruppe, die
sich mit politischen
Fragen befasst, eine
aktive Rolle zu
Ubernehmen.

n

~

Du kannst Deine Zustimmung zu der Aussage auch abstufen und eine Zahl zwischen
1 und 6 nennen.

Stimme Stimme
Uberhaupt voll und
nicht zu ganz zu
Weif}
1 2 3 4 5 6 ishit KA

e

()

D Die Politiker

bemiihen sich im
Allgemeinen darum,
die Interessen der
Bevdlkerung zu
vertreten.

Durchschnittsburger
verstehen nur wenig
von Politik.

—
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Fo3 FO3

--> Liste 03 vorlegen!

Viele Leute verwenden die Begriffe ,links“ und ,rechts®, wenn es darum geht,
unterschiedliche politische Einstellungen zu kennzeichnen.

Wir haben hier einen Maf3stab, der von links nach rechts verlauft.

Wenn Du an Deine eigenen politischen Ansichten denkst, wo wiirdest Du diese
Ansichten auf dieser Skala einstufen?

Entscheide Dich bitte fiir eines der Kastchen und nenne mir den darunter stehenden
Buchstaben.

e . B Rechts
10 2O 30 40O JO 60 MO 0 JO 00
F A M o G Z E Y | P
O KA
Fog4 FOX

Wirdest Du mir bitte sagen, was Du mit dem Begriff ,links“ verbindest?

--> Antworten bitte genau notieren!

= fou = TExT

Fos FOS

Und wirdest Du mir bitte sagen, was Du mit dem Begriff ,rechts” verbindest?

-->  Antworten bitte genau notieren!

pa FOS = [ EX

330 KA
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FO06 A

--> Kartensatz mischen und ibergeben!

Wenn Du politisch in einer Sache, die Dir wichtig ist, Einfluss nehmen, Deinen Standpunkt
zur Geltung bringen willst:

Welche der Méglichkeiten auf diesen Karten wiirdest Du dann nutzen, was davon kédme fur
Dich in Frage?
Bitte nenne mir die entsprechenden Kennbuchstaben.

--> Alle genannten Kennbuchstaben markieren!

Seine Meinung sagen, im Bekanntenkreis und am Arbeitsplatz

Sich an Wahlen beteiligen

Sich in Versammlungen an &ffentlichen Diskussionen beteiligen

Mitarbeit in einer Burgerinitiative

In einer Partei aktiv mitarbeiten

Teilnahme an einer nicht genehmigten Demonstration

Teilnahme an einer genehmigten Demonstration

Sich aus Protest nicht an \Wahlen beteiligen

Aus Protest einmal eine andere Partei wahlen als die, der man nahesteht
Beteiligung an einer Unterschriftensammiung

Aus politischen, ethischen oder Umweltgriinden Waren boykottieren oder kaufen
M Sich an einer Online-Protestaktion beteiligen

]

)

)

- A -ty

rXeeIOmMmMmMmoOw>

<

Nichts davon 0 = / L F
KA o CEMNAMIIT

co OO0OO0OOOOCOLOLOODO

f‘_:) LY

FO06B

--> Alle Karten erneut mischen und tibergeben.

Was davon hast Du selbst schon gemacht, woran warst Du schon einmal beteiligt?
Bitte nenne mir die entsprechenden Kennbuchstaben.

--> Alle genannten Kennbuchstaben markieren!

Seine Meinung sagen, im Bekanntenkreis und am Arbeitsplatz

Sich an Wahlen beteiligen

Sich in Versammlungen an éffentlichen Diskussionen beteiligen

Mitarbeit in einer Burgerinitiative

In einer Partei aktiv mitarbeiten

Teilnahme an einer nicht genehmigten Demonstration

Teilnahme an einer genehmigten Demonstration

Sich aus Protest nicht an Wahlen beteiligen

Aus Protest einmal eine andere Partei wahlen als die, der man nahesteht
Beteiligung an einer Unterschriftensammlung

Aus politischen, ethischen oder Umweltgriinden Waren boykottieren oder kaufen
Sich an einer Online-Protestaktion beteiligen

+ 0

oo UOOOCOCCCCCOOO

Y

xC__:.

SrX~«ITomMmmooOw>»

\

Nichts davon
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--> Liste 07 vorlegen!
Wenn am néachsten Sonntag Bundestagswahl ware, welche Partei wirdest Du dann mit

Deiner ZWEITSTIMME wahlen? , N

CDU/CSU 5= REPUY

A O
ZQ sPD 5o, = UPD
5Q FDP '
<« Q Bundnis 90 / Die Griinen
6 O Die Linke
30Q  Andere Partei, und zwar & FO1_S
JAQ Wirde nicht wahlen
7'#Q Angabe verweigert
2420  Weil nicht
36 QO Nicht wahlberechtigt, da keine deutsche Staatsbiirgerschaft
330 KA
Fo8 [ (3

--> Liste 08 vorlegen!

Hier ist eine Liste mit verschiedenen Auffassungen dartiber, wie es in Deutschland mit
den sozialen Unterschieden tatsachlich aussieht und wie es sein sollte. Bitte gehe die
Aussagen der Reihe nach durch und sage mir, ob Du der jeweiligen Auffassung -

Uberhaupt nicht zustimmst,
> eher nicht zustimmst,

> eher zustimmst oder

> voll zustimmst.

\

Stimme
eher nicht
zZu

Stimme
Uberhaupt
nicht zu

Weil}
nicht

Stimme
voll zu

Stimme
eher zu

Die Rangunterschiede
zwischen den Menschen sind
akzeptabel, weil sie im
wesentlichen ausdriicken,
was man aus den Chancen,
die man hatte, gemacht hat.
d ter
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Fog OO

--> [Liste 09 vorlegen!

Uber die Aufgaben der Frau in der Familie und bei der Kindererziehung gibt es
verschiedene Meinungen.
Bitte sag mir nun zu jeder Aussage auf dieser Liste, ob Du ihr -

> (berhaupt nicht zustimmst,

> eher nicht zustimmest,

> eher zustimmst oder

> voll und ganz zustimmst.

Stimme Stimme ; Stimme
. . Stimme
ubgrhaupt eher nicht shab 211 voll und
nicht zu Zu

B Fiir eine Frau ist s
wichtiger, ihrem Mann bei ) -

. . i ( R & S | O O % 1.
seiner Karriere zu helfen, als O O Q Q ¥O JO|FOJ _b

selbst Karriere zu machen.

i

b | E”s ist fur alle Béteiligten viel
besser, wenn der Mann voll
im Berufsleben steht und die | ’ ¢ v q .
Frau zu Hause bleibt und ol -0 90O Q80 JOFO
sich um den Haushalt und
die Kinder kimmert.

F Eine verheiratete Frau sollte
auf eine Berufs-tatigkeit
verzichten, wenn es nur eine
begrenzte Anzahl von (¢ 90 9
Arbeitsplatzen gibt, und “ u R NS t O c0 IO
wenn ihr Mann in der Lage
ist, fur den Unterhalt der
Familie zu sorgen.
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F 10

Es wird heute viel tiber die verschiedenen Bevdélkerungsschichten gesprochen.
Welcher Schicht rechnest Du Dich selbst eher zu -

--> Vorgaben bitte vorlesen!  Nur eine Nennung méglich!

>der Unterschicht,

>der Arbeiterschicht,

>der Mittelschicht,

>der oberen Mittelschicht oder
>der Oberschicht?

Keiner dieser Schichten
Einstufung abgelehnt
Weild nicht

KA

4

0000 . 00000

r e QA

F 11

Im Vergleich dazu, wie andere hier in Deutschland leben:
Glaubst Du, dass Du Deinen -

--> Vorgaben bitte vorlesen!  Nur eine Nennung méglich!

>gerechten Anteil erhalst,

>mehr als Deinen gerechten Anteil,
>etwas weniger oder

>sehr viel weniger?

Weil} nicht
KA

00| 0000
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Mit dem Umfrageprojekt méchten wir erfahren, wie die Menschen in Deutschland
verschiedene Situationen des Alltags erleben und wie sie auf diese Situationen

reagieren. Im kommenden Abschnitt des Interviews soll es daher darum gehen, wie Du

Dich selbst siehst und einschatzt.

F12

--> Liste 12 vorlegen!
Inwieweit treffen die folgenden Aussagen auf Dich zu?

entspricht.
--> Bitte machen Sie in JEDER Zeile eine Markierung!

Bitte nenne mir die Kategorie von dieser Liste hier, die am ehesten Deiner Einschatzung

Trifft Trifft Trifft voll Kann ich
Uberhaupt eher szgﬁ J zutE:f(fa;n d und ganz nicht
nicht zu nicht zu zu sagen
A lchbineher . ...« 0 - :
zurickhaltend, « 4 O = Z O 20 90 30 70
reserviert. : / v '
B Ich schenke
anderen leicht 4
Vertrauen, glaube an 1 O . O 5 0O Q y O = O
das Gute im
Menschen
C Ich erledlge - " . - 7 < o N
~ Aufgaben grundluch . ""O” - O _ 3 2 L‘é‘o 40 B ;~4 9
D Ich bin entspannt,
lasse mich durch \ \ S
Stress nicht aus der O 2 O N O {0 NS 00O
Ruhe brlngen
Efchhabsenearive o L o 8 . B
Vorstellungskraft bmj 40 " 20 2O GO 50 20
phantasievoll &2 8. = . -
F Ich gehe aus mir - g C .
heraus, bin gesellig. O 2O S0 O > O O
G Ich neige dazu, . > 2 .
andere zu kiitisieren. 7% 2 0] ) 4.0 SRS ¢ D¢
H Ich bin bequem, _ : v
neige zur Faulheit. 1 O Q 30 « O 3 O O
| Ich wer:ie lencht A e g . . = .
nervés und unsicher. O S _ . Ov > O :2, O
J Ich habe nur wenig \, ) i
kunstlerisches - 0O <0 S Q 1 Q o O & O
Interesse.
KEINE AMGABE = 3

GESIS Leibniz Institut fur Sozialwissenschaften, Justus-Liebig-Universitat GieRen
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F13 FA3

--> Liste 13 vorlegen!

Bitte beschreibe dich selbst mit Hilfe der folgenden Aussagen.

Diese Aussagen kénnen auf Dich persénlich mehr oder weniger zutreffen.

Bitte nenne mir die Kategorie von dieser Liste hier, die am ehesten Deiner Einschatzung
entspricht.

--> Bitte machen Sie in JEDER Zeile eine Markierung!

Jemanden ausgenutzt habe

Auch wenn lCh :selbst

zuvorkommend ‘

Trifft gar  Trifft T T T ol
nichtzu wenigzu etwas zu - ganz zu
A chalcEfiseipmeals . e
e e .
B Es ist schon mal
vorgekommen, dass ich A > 2 23 4 s 5

D Gelegentlich rede |ch
schlecht uber andere hinter 1 2 _ 3
deren Rucken. o

E Im Streit bleibe ich stets
| sachlich und objektiv.

F Manchmal helfe ich
jemandem nur, wenn ich eine 1 2 ‘ 3
Gegenlelstung erwarten kann .

‘G Ichhabe schonmalMall .
einfach in die Landschaftoder 1 2 -G

~ aufdie StraBe geworfen. S e
H Wenn ich mich mit jemandem
unterhalte, hére ich ihm 1 2 3
immer aufmerksam zu. A 4 N g

()
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F14 FA4

--> Liste 14 vorlegen!

Bitte gib bei jeder der folgenden Aussagen an, inwieweit diese auf Dich persénlich zutrifft.
Bitte nenne mir die Kategorie von dieser Liste hier, die am ehesten Deiner Einschatzung
entspricht.

--> Bitte machen Sie in JEDER Zeile eine Markierung!

. Trifft
Tg’g:t voll
nicht irid

ganz
ZU

B Die meisten
Probleme kann ich
aus eigener Kraft gut 1 -

meistern.

Au

ch anstrengende

~ der Regel gut I

D ‘|chﬂ kahh aucH -mitd
Unerwartetem gut 1 2 3 4 9 6 b
zurechtkommen.

—) -

unerwartet auf mich
zukommt, weil} ich
normalerweise, wie
ich mich verhalten
soll.
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13

Die kommenden Fragen thematisieren wie Du Deine Freizeit verbringst, z.B. auch Dein

Gesundheitsverhalten.

F 15

Welche Zeitungen oder Zeitschriften liest Du zumindest gelegentlich, online oder in
gedruckter Form?

--> Antwort bitte genau notieren!

23\ F‘ ,r'» { - 1 ~»~"‘/'J,L L / Y - ' ] ’ ]+ 1t A
VA RS / IV - . y ' P

J O Keine Zeitungen/Zeitschriften

F 16

Wenn Du einmal an die Tage denkst, an denen Du fern siehst bzw. Dir
Fernsehsendungen Uber einen Computer ansiehst:

Wie lange - ich meine in Stunden und Minuten — siehst Du da im Durchschnitt pro Tag
fern?

-->Wenn Zeitspanne angegeben wird, nach Durchschnittswerten pro Tag fragen.
In Stunden und Minuten notieren!

Durchschnittliche Fernsehdauer pro Tag:

BoFAC _h Stunde(n) ‘_’i Minuten
KA

Qr.e;/:O i g 1 3
VVUJ JO = [ (11 K L
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F17_FA?

--> Liste 17 vorlegen!

Im Folgenden findest Du eine Liste von Wortern. Die Wérter kénnen Dir persénlich mehr
oder weniger bekannt sein. Bitte gib bei jedem Wort an, wie bekannt es Dir ist.

Wenn Du z.B. ein Wort ,gar nicht“ kennst, dann wahle bitte die ,1%.

Wenn Du ein Wort ,sehr gut‘ kennst, dann wahle bitte die ,7".

Du kannst Deine Angabe auch abstufen, indem Du eine Antwort zwischen ,1“ und , 7"
wahlst.

--> Bitte Worter (A bis S) nicht vorlesen!

--> Bitte machen Sie in JEDER Zeile eine Markierung!

Ich kenne Ich kenne
das Wort das Wort
gar nicht sehr gut
4 1 s 2 1’3(.'( i 4 o 5 6 7
tA Mahnung O
B Eichmal} - O

o
F Altenuse

i

GESIS Leibniz Institut fur Sozialwissenschaften, Justus-Liebig-Universitat Gielen
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--> Lijste 18 vorlegen und bis F 20 liegen lassen!

Nun wollen wir ein kurzes Quiz machen. Das Quiz hat 7 Fragen zu unterschiedlichen
Themengebieten. Wie man es aus TV-Quiz-Sendungen kennt, hat jede Frage vier
Antwortalternativen. Deine Aufgabe besteht darin, aus vier vorgegebenen
Antwortalternativen die Richtige herauszufinden. Wahle bitte bei jeder Frage die Antwort
aus, die Du fur richtig haltst. Nenne mir bitte den Buchstaben, der die korrekte Lésung
kennzeichnet.

--> Bitte machen Sie zu JEDER Frage eine Markierung!

F18 FA3

Auf einem bekannten Gemalde von Dali werden "zerflieBende Uhren" dargestellt.
Welcher Stilrichtung ist dieses Gemalde zuzuordnen?

1" O A Naturalismus

1 OB  Impressionismus

£ O C Surrealismus

““ OD Romantik

@) Weil ich nicht

F19 F.AJ
Nach der ,Vélkerschlacht bei Leipzig®...
1 O A ...musste sich Napoleon aus Deutschland zuriickziehen.
7O B ...ruckten die alliierten Truppen nach Berlin vor.
3O C ...musste Kaiser Wilhelm Il. abdanken.
O D ...wurde Karl der Gro3e zum Kaiser gekront.

O  Weil ich nicht

F20 F 20

Welche Krankheit zerstért das zentrale Nervensystem?
'O A Rheuma
“QO B Multiple Sklerose
5O C Osteoporose
<O D Anorexie

Y O WeiR ich nicht

GESIS Leibniz Institut far Sozialwissenschaften, Justus-Liebig-Universitat GieRen



Hauptstudie — Dokument 1

--> Liste 21 vorlegen und bis F 24 liegen lassen!

--> Bitte machen Sie zu JEDER Frage eine Markierung!

F 21

Welcher Musiker gilt als bedeutender Vertreter des Jazz?
QO A Johnny Cash
.Q B Louis Armstrong
2O C  Mick Jagger
O D John Lennon

YO WeiR ich nicht

s

F 22

Ein Terabyte sind...
“OA ...1000 Megabyte.
'O B ...1024 Gigabyte.
SO C ...8Gigabyte.

O D ...100000 Kilobyte.

¥ QO Weil ich nicht

F23 FZS

Was versteht man unter "Nihilismus"?
4O A Weltanschauung, die das Positive im Menschen betont
£QO B Weltanschauung, die die Rolle der Moral betont
2O C  Weltanschauung, die eine Sinnhaftigkeit der Welt bestreitet
“O D Weltanschauung, die den Erkenntnisgewinn als wichtigstes Prinzip ansieht

¥y O WeiR ich nicht

F24 ' 2™

Welche Eigenschaft kennzeichnet eine Diode?
'O A Eine Diode lasst den elektrischen Strom nur in einer Richtung durch.
QO B Eine Diode speichert elektrische Ladungen.
JO C Eine Diode verstarkt elektrische Signale.
QO D Eine Diode erzeugt ein Magnetfeld.

v O WeiR ich nicht

v
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F 25

Welche Sportarten oder kérperliche Aktivitaten tibst Du zumindest gelegentlich aus?

--> Wenn keinerlei Sport oder kérperliche Aktivitét ausgetibt wird,
kreuzen Sie bitte das dafiir unten vorgesehene Késtchen an.

Sportarten oder kdrperliche Aktivitaten:

po

3 O Ich tbe keinerlei Sport oder kérperliche Aktivitat aus.

GESIS Leibniz Institut fur Sozialwissenschaften, Justus-Liebig-Universitat GieRen
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--> Liste 26 vorlegen und bis F 28 liegen lassen!

In den folgenden Fragen geht es um gesunde Ernahrung.

Unter gesunder Erndhrung wird verstanden z.B. ...
- ... Ausgewogenes Essen, mit viel Gemuse und Obst.
- ... Mindestens drei Mahlzeiten am Tag.
- ... Wenig ,Junk Food* (d.h. Fast Food, Chips, StuRigkeiten).
- ... Auf ausreichende Menge an Nahrung achten (d.h. nicht zu viel und nicht zu wenig).
- ... Nur essen, wenn man hungrig ist und bei Sattigungsgefiihl aufhéren zu essen.
- ... Wenig geséttigte Fettsauren (z.B. tierische Fette).
- ... Zuckerhaltige Getranke (z.B. Cola, Limo) auf maximal ein Glas pro Tag reduzieren.

Bitte beantworte nun die folgenden Fragen:
--> Bitte machen Sie zu JEDER Frage eine Markierung!

F26 | ¢
An wie vielen Tagen in der Woche ernahrst Du Dich gesund? 3
An 0 .‘-\' 4 y o) , 1 \i J
0 1 2 3 4 5 6 7 Tagen in der Woche.
F27 FZ™X

Wenn ich mich an mindestens 4 Tagen in der Woche gesund ernahre, ware das

--> Bitte machen Sie in JEDER Zeile eine Markierung! J-F
A Schlecht |4 1 / 2 33 |44 05 4 6 *7 Gut
F2%_a

B Nutzlos | 1 1 72 13 (4 S 9 - +7 Nutzlich
F2H_L

~ Vorteilhaft | 41 |22 |53 |<4 |55 |£6 |77 | Unvorteilhaft

F27_cC
F28 I ./¢c

Meine Freunde wiirden es befiirworten, wenn ich mich an mindestens 4 Tagen in der
Woche gesund ernéhre. J

Stimme nlczhut 1 79 3 G4 |75 |£6 17 Stimme zu

GESIS Leibniz Institut fur Sozialwissenschaften, Justus-Liebig-Universitat GieRen
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--> [Liste 29 vorlegen und bis F 33 liegen lassen!

--> Bifte machen Sie zu JEDER Frage eine Markierung!

F29 F<J

Wenn ich mich an mindestens 4 Tagen in der Woche gesund ernahre, wiirden das
Menschen, die mir wichtig sind, gut finden. 3

Unwahrscheinlich | .1 1 2 33 4 |5 6 o o Wahrscheinlich
F 30
Es ist mir méglich mich an mindestens 4 Tagen in der Woche gesund zu erndhren. < - |/
Trifft Ube'rhaupt 1 - -3 4 |75 6 77 Trifft voll und
nicht zu ganz zu
F 31

Ob ich mich an mindestens 4 Tagen in der Woche gesund erndhre oder nicht, Ilegt
ausschlie3lich in meiner Hand.

Stimme nicht
Zu

1 22 |33 |4 56 (6 M7 Stimme zu

F 32

In Zukunft werde ich mich an mindestens 4 Tagen in der Woche gesund erndhren.

Stimme nicht

1 2 |33 |l«a |55 les |*7 |stmmezu
ZU

F33 33

In den kommenden Wochen werde ich mich an mindestens 4 Tagen in der Woche gesund
ernghren. } - A
Werde ich auf / " ) Werde ich auf

jedenfFall |11 [¢2 |S3 |94 |55 |66 |HT |y oinenFall

GESIS Leibniz Institut fiir Sozialwissenschaften, Justus-Liebig-Universitat GieRen
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F3a b oY

20

In der folgenden Frage geht es um Ernahrung.

Ich lese Dir jetzt 12 Desserts vor:

Bitte sag mir welches dieser Desserts Du am meisten magst. Bitte entscheide Dich fir ein
Desert.

-->Angaben vorlesen!
-->Bitte darauf achten, dass die befragte Person diese Liste nicht sehen darf!

-->Nur eine Nennung méglich!

Rote Gritze
Herrencreme
Fruchtquark

Eis

Obstsalat

Mousse au Chocolat
Sorbet

Tiramisu
Schokoladenpudding
Joghurt

Crépes bzw. Pfannkuchen
Wackelpudding

. . .

0l 000000000000

KA

ﬁ
- J
r/ )
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Mit dem Umfrageprojekt moéchten wir feststellen, wie die wirtschaftliche Lage der
Studierenden ist.

F35 F 35

--> Liste 35 vorlegen und bis Frage 36 liegenlassen!

Wie beurteilst Du ganz allgemein die heutige wirtschaftliche Lage in Deutschland?
Benutze fur Deine Antworten bitte die Liste.

Sehr gut

Gut

Teils gut / teils schlecht
Schlecht

Sehr schlecht

00

CA

0 | 00O

Weild nicht
KA

F 36

--> Liste 35 liegt vor!
Und Deine eigene wirtschaftliche Lage heute?

Sehr gut

Gut

Teils gut / teils schlecht
Schlecht

Sehr schlecht

ONIEA IS
CO| 00000

A

<)

Weild nicht
KA

GESIS Leibniz Institut fur Sozialwissenschaften, Justus-Liebig-Universitat GieRen
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> K

F37  F o4

Wie viel Geld steht Dir durchschnittlich im Monat wahrend des aktuellen Semesters zur
Verfugung? Dabei meine ich nur die Mittel fir Deinen monatlichen Lebensunterhalt.

Bitte gib fur jede zutreffende Finanzierungsquelle den Betrag an.

R — o s ‘ -
A Von den Eltern, vom Partnerlln, von | zf« o 3%.,, fﬁ K “32”?*“?:«; .}'
VerwandtenlBekannten (gof. inkl. Kmdergeld)

Bar auf dle Hand/per Uberwelsung auf Dein Konto =
— f%""*‘i'ﬁ ] 3122 ,{w vihAc

U VO

| — s

B BafoG sonstlge sozwle Leistungen
und/oder Kredit, X3QAQ Q= LEINE AMNCA £ o
z.B. Bildungskredit, Studienkredit der KW~ ~“ Yo~ 0— ———— =
Bankengruppe 0. a

Durchschnttt eznsetzt f % -
D Andere Fmanmerungsquellen —2 { F -

Bitte benenne diese: o , PN
i “T. N\ - o\l/ t) L E
! HRE 5
F38 F3%

Wie viel Geld stand Dir im letzten Monat fur Deinen Lebensunterhalt insgesamt zur
Verfugung?

- )] 1) f ¢ b J KA
Im letzten Monat standen mir 33937 =VERLWE)IGEKT
€ ©
zur Verfiigung. 5 aGaa "
N \",\’ VO — Vo
F39 F 33

Wie hoch sind Deine Ausgaben fiir die Miete einschliellich der Nebenkosten?

Bitte rechne bei Deiner Angabe auch den Teil dazu, den Deine Eltern bzw. Dein
Partner/Deine Partnerin bezahlen.

A Miete einschl. der Nebenkosten AAIJ T = VEKATLTEER £ Q

OOV JJ
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23

--> Liste 40 vorlegen!

online oder in gedruckter Form?

Siuddeutsche Zeitung

GQ s 1 /) T
Charm ’

Wirtschaftwoche ,. e A IATT
Mitteldeutsches Tageblatt ' o
Spiegel

Taz 6 = MJICHTS
InStyle .

GEO

Frankfurter Rundschau \ = A

Triange ‘
Cosmopolitan

Frankfurter Allgemeine Zeitung

Trendsetter

Neon

O, 000000000000 0OOO

Keine dieser Zeitungen oder Zeitschriften

Welche Zeitungen oder Zeitschriften von dieser Liste liest Du zumindest gelegentlich,

GESIS Leibniz Institut fur Sozialwissenschaften, Justus-Liebig-Universitat GieRen
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Nun méchte ich Dich noch um einige Angaben zu Deinem Studium bitten.

Fa1 F4A

24

-->L jste 41 vorlegen!

O

A Agrarwissenschaften T A .
Bauwesen, Architektur ¥R o L
Geowissenschaften, Physik T A -
Biologie, Chemie

Elektrotechnik ru A
Sprach-, Kulturwissenschaften ‘ _
Kunst, Kunstwissenschaften FUA_oA -
Maschinenbau

Mathematik, Informatik FAAN_EC =
Medizin (Human-, Tiermedizin) o ,
Gesundheitswissenschaften e AR
Padagogik

Psychologie

Rechtswissenschaften

Sozialwissenschaften, Sozialwesen
Wirtschaftswissenschaften

a2 (1 ARATN N

WL

i) ) \‘&

7

N G N
OUOoOZZIrxX«ITOmMMOO®

N S X

. A = g Y o

Sonstiges, und zwar: X il X = LA

Welches Hauptfach bzw. welche Facher studierst Du im aktuellen Semester?

ol 6000000000000000

L)
)

¢
(<

KA

F 42

-->L iste 42 vorlegen!

Welchen Abschluss strebst Du in Deinem Studiengang an?

Bitte gib nur den Abschluss an, den Du zunachst erwerben willst.

4 Bachelor (nicht Lehramt)

Bachelor mit dem Ziel Lehramt -
Master (nicht Lehramt) RS
Master mit dem Ziel Lehramt F7
Fachhochschuldiplom
Diplom einer Universitat/Kunsthochschule o. &.
Magister
Staatsexamen (ohne Lehramt)
Staatsexamen fur ein Lehramt
Kirchliche Prifung
Promotion
Keinen Abschluss
Anderer Abschluss (elnschlleﬂllch Abschluss in Ausland),
und zwar = FY2_s =TEXT

A N

- ——

N

7 A
LDOI ~

N O

0 000000000000
gl—XC—IO‘HmOOGJ:D

Ls

0
)
QD

©

KA
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Wie viele Semester, einschlieBlich des aktuellen Semesters, bist Du bisher insgesamt an
Hochschulen eingeschrieben?

Insgesamt heillt: Semester im derzeitigen Studiengang plus gegebenenfalls in einem
anderen Studiengang absolvierte Semester, sowie Urlaubssemester, Praxissemester und
Semester an auslandischen Hochschulen.

Seit  Semestern
oqa O KA

N\

F 44

Seit wie vielen Semestern, einschl. des aktuellen Semesters, bist Du im derzeitigen
Studiengang eingeschrieben?

Seit _ Semestern
230 KA

\ A

Fa45 + (5

--> Liste 45 vorlegen!

Welche der drei folgenden Aussagen trifft am ehesten auf Deine derzeitige Studien- und
Lebenssituation zu?

‘ Studium und Hochschule bilden den Mittelpunkt, auf den fast alle meine
A0OA o ] :
Interessen und Aktivitaten ausgerichtet sind.

’OB Studium und Hochschule sind mir gleich wichtig wie andere Interessen und
Aktivitaten auRerhalb der Hochschule.

e Yo Studium und Hochschule stehen eher im Hintergrund, weil meine Interessen
o und Aktivitaten auRerhalb der Hochschule vorrangig sind.

10 KA
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-->[ jste 46 vorlegen!

In welchem Bundesland hast Du Deine Studienberechtigung erworben?
O A Baden-Wirttemberg

O B Bayern

20O C Berlin FYG_ A = BUNDESCAND -
¢ O D Brandenburg

5 O E Bremen

© O F Hamburg

“ O G Hessen

£ O H Mecklenburg-Vorpommern

JO J Niedersachsen

(= K Nordrhein-Westfalen

QL Rbheinland-Pfalz

'/Q M Saarland

'O N Sachsen

4O O Sachsen-Anhalt

50 P Schleswig-Holstein

‘60 Q Thiringen B ‘ o P
7Q  imAusland, und zwarinw: F4G_< = JEX AN/
330 KA

Far <

Hattest Du vor der Erstimmatrikulation bereits eine Berufsausbildung erfolgreich
abgeschlossen?

'O Ja
< O Nein
N, O KA
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Nun folgt der letzte Teil des Interviews, in dem wir noch einige demographische Angaben von
Dir erheben méchten.

Fa8 F (¢
--> Geschlecht der befragten Person ohne Befragen eintragen!
' O Mannlich
« O Weiblich
F49 4 )
Wann bist Du geboren? 39 = KA MONAT
b ;rr_ Monat  F% \ Jahr 333 = kKA \e 4HK
QO KA "
F50 [ 0O
Wirdest Du bitte folgende Angaben machen:
A GrolRe: Weil ich nicht KA
s FSO_a cm 33§ O 333 O
B Gewicht:
@ F50-b , kg 338 O 33J0
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F 51

</

--> Liste 51 vorlegen und liegenlassen!

Als Du 15 Jahre alt warst, welche berufliche Stellung traf damals auf Deinen Vater zu?
Ordne es bitte nach dieser Liste ein.

--> Bitte Kennziffer aus der Liste 51 eintragen!

--> Falls Vater zu dieser Zeit nicht erwerbstétig war, bitte informell ermitteln, welche

Antwortvorgabe zutrifft!
Kennziffer: - B
B WEMMNCI A /Y KI0EM > Weiter mit F 52

(O Vater war zu der Zeit Rentner / Pensionéar
Q Vater war zu der Zeit arbeitslos Weiter mit F 53
QO Vater war zu der Zeit im Krieg / in Gefangenschaft

35 O Vater lebte zu der Zeit nicht mehr
O
O
O

36 Vater unbekannt .............ccocevviiiiiieineenen.... = Weiter mit F 55
WeiR nicht ......cooveeeeeiiiiieiiieiceeee .. =>» Weiter mit F 52
BALY KA .oorvsmmnss conserorcasnsemmusormssnss ssmssnnsesseen 8 S0GILET OANE F 53

F 52
FALLS Vater erwerbstitig war oder ,,weiB nicht*“ in F 51:

Welche berufliche Tatigkeit Ubte Dein VATER damals aus?
Bitte beschreibe mir diese berufliche Tatigkeit genau.

--> Bitte genau nachfragen:

Hat dieser Beruf, diese Tatigkeit noch einen besonderen Namen?

= FS52 = TEXT BERPUFE
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FALLS Vater bekannt in F 51

29

--> [Liste 53 vorlegen!
Welchen allgemeinbildenden Schulabschluss hat (hatte) Dein VATER?
-->  Nur eine Nennung mdéglich!
--> Nur héchsten Schulabschluss angeben lassen!
/'Q A Schule beendet ohne Abschluss
2 O B Volks-/ Hauptschulabschluss bzw. Polytechnische Oberschule
mit Abschluss 8. oder 9. Klasse
<O C Mittlere Reife, Realschulabschluss bzw. Polytechnische Oberschule
mit Abschluss 10. Klasse
“/'Q D Fachhochschulreife (Abschluss einer Fachoberschule etc.)
5 QO E Abitur bzw. Erweiterte Oberschule mit Abschluss 12. Klasse (Hochschulreife)
5 Q F Anderen Schulabschluss
2 Q WeiB nicht AT (IMIRFIAATT
() /A [l K i OLK A J
00O KA \
F54 | bJr

FALLS Vater bekannt in F 51

--> Liste 54 vorlegen!

Welchen beruflichen Ausbildungsabschluss hat (hatte) Dein Vater?
Was von dieser Liste trifft / traf auf ihn zu?
Nenne mir bitte den entsprechenden Kennbuchstaben.

-->  Nur eine Nennung maéglich
--> Nur héchsten Abschluss angeben lassen!

A Abgeschlossene gewerbliche oder landwirtschaftliche Lehre
B Abgeschlossene kaufmannische Lehre

o

<O

5Q C Fachschulabschluss (einschlieRlich Meister- und gleichwertiger
Technikerabschluss)

QO D Fachhochschulabschluss (auch Abschluss einer Ingenieurschule)

Q

O

E Hochschulabschluss
F Anderen beruflichen Ausbildungsabschluss, und zwar:

| =T T SN L7 7 B
w: FSU_s =TEXT ABSCHLUSS

7 QO G Keinen beruflichen Ausbildungsabschluss

A2 Q Weil nicht o o —
300 KA Q= V4TEK UM QL ICANMNA
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F55A FSOo

--> Liste 85 vorlegen!
In der folgenden Frage geht es darum, wo Du wohnst. Es geht um den Wohnort wahrend
einer Arbeitswoche — Montag bis Freitag — in der Vorlesungszeit.
Wo wohnst Du wahrend des aktuellen Semesters?
--> Nur eine Nennung méglich!

Ich wohne:
'O A beiden Eltern oder Verwandten
O B in einer Wohngemeinschaft
<O C beieiner Familie als Untermieter
(Q D ineinem Studentenheim
5O E ineiner Mietwohnung
~Q F in einer Eigentumswohnung
7O G im eigenen Haus
Jo KA
F55B [ o0b_
Mit wem wohnst Du wahrend des aktuellen Semesters?
--> Nur eine Nennung méglich!  --> Kategorien vorlesen!
Ich wohne:
O A alleine
2O B mitPartner
>0 C mitKind
O D mit Partner und Kind
S5O E Sonstiges,undzwar™;_ F oo L o = [EXT
10 KA
F 56

Bitte bezieh Dich in der folgenden Frage auf den soeben genannten Wohnort.
Wie ist die Postleitzahl Deines Wohnortes?

--> Bitte genau PLZ notieren!

w Pzz F 56 =TEX
O KA ggaaq

O\ \NL
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F57 [o'7

Wie lange brauchst Du fur den Weg von Deinem soeben genannten Wohnort zur
Universitat, d.h. von Tar zu Tar?  Bitte gib die Dauer in Minuten an.

--> Bitte Angabe genau notieren!

w: FSH = EAAC Minuten
J3g0Q KA
F57TA S0

Bist Du in Deutschland geboren?

- Q Ja = Weiter mit F 58
QO Nein

5 O KA

Fs57B | S™7k

In welchem Land bist Du geboren?
--> Bitte genau das Land notieren!

N T 7 AT
P FS5F b = TEXT AN
QLA 2 ( - [ ] Er 1T < .;‘ A A) ) \/_ ~ [ 1 /'
IV J U O KA v = /A )= l N ’ L £ L ),
)5
F57C o™«

In welchem Jahr bist Du nach Deutschland gekommen?

--> Bitte genau notieren!

we Fo e = LAHL (gahn
_ N \\ :\O KA =L OFEU /; HCAMNL /AL \ ”/ 2
F58 FSJ&
Ist Dein Vater in Deutschland geboren?
1 Q Ja
< QO Nein
472 O Weil nicht
Qg Q Vater unbekannt

GESIS Leibniz Institut fur Sozialwissenschaften, Justus-Liebig-Universitat GieRen



Hauptstudie — Dokument 1

32

F59 FSO
Ist Deine Mutter in Deutschland geboren?
'O Ja
" QO Nein
J%Q  Weik nicht
2. Q Mutter unbekannt

F 60

Was ist Deine Muttersprache?
--> Bitte genau notieren!

w: F60_A=TEXT AMUTTERSPRACHE
J9JOo KA F4O_2 = TEXT 2. MUTTER sPIRACHE

Fe1 FeA

-->Liste 61 vorlegen!
Welchen Familienstand hast Du?

,Eingetragene” Lebenspartnerschaft heil3t, dass es sich um eine gleichgeschlechtliche
Partnerschaft im Sinne des Lebenspartnerschaftsgesetzes handelt oder gehandelt hat.

-->  Nur eine Nennung méglich!

Verheiratet und lebe mit meinem/r Ehepartner/-in zusammen

In eingetragener Lebenspartnerschaft zusammenlebend (gleichgeschlechtlich)
Verheiratet und lebe von meinem/meiner Ehepartner/-in getrennt

Ledig

Ledig, in einer festen Partnerschaft

Geschieden

Verwitwet

Eingetragene Lebenspartnerschaft, getrennt lebend (gleichgeschlechtlich)
Eingetragene Lebenspartnerschaft aufgehoben (gleichgeschlechtlich)
Eingetragene/-r Lebenspartner/-in verstorben (gleichgeschlechtlich)

o o 0% €A £ €
S

AXeCeImMMmMOOwW>»

\. o
) L

o 0000000000

KA

(@)
Co
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{

Fe1 FoA_L

Warst Du bereit, unser Forschungsprojekt auch weiterhin durch Deine Mitarbeit bei
einer Internet-Umfrage zu unterstitzen und uns dazu Deine Email-Adresse anzugeben?

1 Q Ja, wéare bereit = Weiter mit F 62
7 Nein, wére nicht bereit

F62 [&¢

Bitte notieren Sie die Email-Adresse der Befragungsperson!

N =

\ e B a1 - i 4/ i, ~ T q
R Fec = ADKESSE AUTF SCHKE(DBEMN

--> FOO0A2: Die Befragungsperson sollte Ihre Antwort nicht einsehen kénnen!

FO00A2
= Nur fiir den Interviewer / die Interviewerin!
Bitte beurteilen Sie noch einmal die Attraktivitat des / der Befragten. Entscheiden Sie
bitte wieder spontan.
--> Nur EINE Markierung méglich!
AAQ 11 = Attraktiv
Q10
0O 09
80> 15 IKEIWE TMARICIEKUNG = -3
< Q 06
S O 05
"‘-: O 04
2 O 03
. O 02
v O 01 = Unattraktiv
F1000 T
--> Bitte Uhrzeit eintragen!
Uhrzeit w. tioco 15 Hooo THUhr ICA. = I

Vielen Dank fiir die Teilnahme an unserer Umfrage!!!
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Der Fragebogen, den die Interviewer ausgefillt haben, unterscheidet sich nur in der letzten
Seite vom Hauptfragebogen:
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F1000_T

--> Bitte Uhrzeit eintragen!

Uhrzeit = : Uhr

Flor F1OA

Haben Sie vor der Tatigkeit fur dieses Projekt schon irgendwann einmal Interviews
durchgefuhrt?

QO Ja = Weiter mit FI02
QO Nein =>ENDE!

Flo2 F|

Falls ja: Wie viele Interviews haben Sie bisher insgesamt etwa durchgefiihrt?

R Anzahl der Interviews eintragen: Interviews

F103

Welche Arten von Interviews haben Sie bisher schon durchgefiihrt?
--> Mehrfachnennungen méglich!

(

—~ > Q Personlich-mundlich konventionell
> 1 O Telefonisch konventionell {
Q CAPI
1O CATI - ICE ) M. )

Vielen Dank fiir das Ausfiillen des Fragebogens!
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Spezifizierung der Koautorschaften

Der Artikel “Validation of Theoretical Assumptions with Real and Falsified Survey Data™ '
wurde in Zusammenarbeit mit PD Dr. Natalja Menold erstellt. Ich bin Erstautorin des
Artikels.

Anteil Uta Landrock:

1) Manuskriptidee

2) Identifikation, Sammlung und Aufbereitung der relevanten Literatur
3) Erstellung der Struktur des Manuskripts

4) Konzeption und Durchfiihrung der statistischen Analysen

5) Aufbereitung der Ergebnisse der Analysen fiir die Publikation

6) Verfassen des Manuskripts

Anteil Dr. Natalja Menold:

1) Diskussion der Manuskriptidee

2) Erstellen des Erhebungsinstruments

3) Diskussion der Analyseergebnisse

4) Diskussion der Konzeption und Struktur des Manuskripts

5) Riickmeldung zum Text, Beschreibung der Datenerhebung, Ergédnzungen zur
Einleitung und zum Fazit

Insgesamt betréigt mein Anteil an der Publikation 75 Prozent, der Anteil von PD Dr. Natalja

Menold betrédgt 25 Prozent.

Mainz, den 03.08.2017

-

Moo/, U, o

/) Dr. Natalja Menold Uta Landrock

! Landrock, Uta and Menold, Natalja (2016): Validation of Theoretical Assumptions with Real and

Falsified Survey Data. Statistical Journal of the IAOS 32(3): 305-12.
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