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Summary 

Drosophila suzukii (Matsumura), the Spotted Wing Drosophila (SWD), is native to 

Southeast Asia and rapidly invaded America and Europe in the past 20 years. SWD is a 

crop pest of soft-skinned fruits with a wide range of host plants, threatening the fruit industry 

worldwide and causing enormous economic losses. One step to control this invasive pest 

species is to understand its population dynamics and structure.  

In this work, I present the population genetics and development of SWD in Germany 

from 2017-2019 using microsatellite markers over eleven different sample sites. It is the first 

study that examines the genetic changes in SWD populations over three years compared 

to multiple international SWD laboratory strains. It was shown that SWD populations in 

Germany are highly homogenous. Differences between populations or years were not 

observed, indicating that populations are well adapted, migrate freely, and potential 

reinvasions from outside Germany either do not take place or are negligible.  

The results of this work help to understand SWD biology and population development. 

The high genetic variability and migration between populations could allow for a fast 

establishment of this pest species. This is especially problematic concerning the ongoing 

spread of this invasive species and could bear a potential for developing pesticide 

resistance. This could have a significant effect on pest control strategies for SWD in the 

future. 

  



2 

  



3 

Zusammenfassung 

Die Kirschessigfliege Drosophila suzukii, oder auch Spotted Wing Drosophila (SWD), ist 

beheimatet in Südostasien und fiel in den letzten zwanzig Jahren in großen Teilen von 

Amerika und Europa ein. D. suzukii ist ein Schädling von weichschaligen Früchten und ist 

verantwortlich für immense wirtschaftliche Verluste im Obstanbau weltweit. Um diesen 

invasiven Schädling besser kontrollieren zu können, ist das Verständnis seiner 

Populationsdynamik und Struktur notwendig.  

In dieser Arbeit stelle ich die räumliche und zeitliche Entwicklung von Drosophila suzukii 

in Deutschland vor. Dazu habe ich Populationen an elf verschiedenen Standorten in den 

Jahren 2017 bis 2019 mit Hilfe von molekularen Markern untersucht. Dies ist die erste 

Studie die genetische Veränderung in D. suzukii Populationen über einen Zeitraum von drei 

Jahren untersucht und mit internationalen Laborpopulationen vergleicht. Ich konnte zeigen, 

dass deutsche Populationen sehr homogen sind. Unterschiede zwischen Jahren oder 

Standorten konnten nicht festgestellt werden. Dies deutet darauf hin, dass die Populationen 

gut angepasst sind, frei migrieren und dass potentielle Re-Invasionen von außerhalb 

Deutschlands entweder nicht stattfinden oder keinen Einfluss auf die vorhandenen 

Populationen ausüben.  

Die Ergebnisse dieser Arbeit helfen die Biologie und die Populationsentwicklung von 

D. suzukii besser zu verstehen. Die hohe genetische Variabilität und Migration zwischen 

Populationen könnten eine Rolle in der schnellen Anpassung dieses Schädlings spielen. 

Dies ist insbesondere problematisch in Hinblick auf die andauernde Ausbreitung  dieser 

invasiven Art und könnte auch das Potenzial zur Entwicklung von Pestizidresistenzen 

haben. Dies wiederum könnte in Zukunft erheblichen Einfluss auf Strategien zur 

Bekämpfung dieses Schädlings nehmen.  
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1. Introduction 

1.1. Invasive Pest Species and their Impact on Biodiversity and Economy 

An invasive or non-indigenous species is a non-native animal, plant, or microorganism that 

was introduced and established into a new area, often as a result of human activities. Many 

invasive species are considered pest species as they often have a negative impact on the 

new environment or pose a health risk (Sala et al., 2000). Others are introduced intentionally 

like potatoes (Hawkes and Francisco-Ortega, 1993), tomatoes (Bergougnoux, 2014), 

ornamental plants (Dehnen‐Schmutz, 2011), or animals (Kumschick et al., 2016), which 

were introduced to Europe from America and Asia. Those can even have economic 

benefits. Of greater concern are those species that escape or invade unnoticed. Climate 

change is one important driver for invasion success and it can facilitate the establishment 

of non-native species (Altizer et al., 2013). The geographical range of a species is naturally 

limited by climate and other abiotic or biotic factors, but rising temperatures have a profound 

effect on these ranges by altering fundamental characteristics of the environment. These 

changes allow species to expand their geographical range into new ecosystems (Dukes 

and Mooney, 1999). But climate change is only a part of the problem. The movement of 

people and goods on a global scale eases the worldwide introduction of non-native species 

(Hulme, 2009). Alien species are transported passively to new regions by airplanes, ships, 

or automobiles, either by contaminating goods or attached to the vehicle. The increasing 

number of invasive species in Europe shows a pattern that is consistent with the increase 

in trade and travel (Jeschke and Strayer, 2005; Keller et al., 2011).  

Invasion is a multi-step process that starts with the introduction of a species into new 

areas, which were previously not inhabited by this species. Afterward, the introduced non-

native species has to establish a self-sustaining population to be considered invasive. 

Therefore it has to survive and sexually reproduce and it has to spread further from its new 

habitat (Keller et al., 2011). At this stage, most species already have a measurable impact 

on the environment, economy, or health (Nentwig, 2008). In addition, the establishment of 

a species in a novel area depends on several factors. Again, climate plays an important part 

in the survival of a species. Other factors are the availability of food and the presence or 

absence of predators and competitors. Without natural control agents in a habitat , there is 

little to no selection pressure for a species. Lastly, the success of an invasive species 

depends on whether or not it has traits that are advantageous for the colonization of new 

areas. Generalists for example have, at least in theory, better chances of survival and 

propagation than specialists. Beneficial traits do also include a short life cycle and high 

reproductive rates (Jeschke and Strayer, 2006; Keller et al., 2007). Harmonia axyridis, the 

seven-spot ladybird, is an example of how well an invasive species can thrive in a new 

environment due to greater competitive ability. First used as a classical biological control 

agent for aphids in the US and Europe, it is now considered a pest species because it is in 
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direct competition with native ladybird species, it is feeding on soft fruit crops, negatively 

impacting vinery and of general annoyance when overwintering in masses inside houses 

(Kovach, 2004; Majerus et al., 2006). 

The impact of invasive species can be quite diverse, ranging from negative effects on 

biodiversity to economic risks and health. The database DAISIE1 estimates that there are 

several thousand non-native species invasive in Europe, including but not limited to 1,522 

terrestrial invertebrates of which almost 86% are insects (Drake, 2017; Keller et al., 2011; 

Roques et al., 2009). The overall costs for production losses, lower quality of goods, and 

higher production expenses caused by invasive pest species in Europe are assumed to 

range between 12.5 and 20 billion EUR per year (Kettunen et al., 2009). This topic has 

consequently developed into a pressing issue for the European Union, which is suggesting 

and implementing new policies to reduce importation, release, and establishment of non-

native species (Shine et al., 2010). A study showed that addressing invasive alien species 

would cost the EU 40 to 190 million EUR per year (Shine et al., 2010). Regarding negative 

impacts on ecosystems, invasive species are thought to be one of the main reasons for the 

loss of biodiversity, alongside other man-made causes like climate change and pollution 

(Wilcove et al., 1998). They influence their surroundings either directly by feeding on native 

plants or animals or indirectly as they constitute as (food) competitors or by transferring 

pathogens and parasites. There are numerous examples for this such as the two wasp 

species Vespula germanica and Vespula vulgaris which are now established in New 

Zealand, having competitive effects on native invertebrate species and birds (Beggs, 2001) 

or the zebra mussel competing with native clams, leading to local extinctions of the native 

species (Sousa et al., 2011; Strayer et al., 1999). 

 

1.2.  The Spotted Wing Drosophila, Drosophila suzukii 

Drosophila suzukii (Matsumura) or Spotted Wing Drosophila (SWD) belongs to the genus 

Drosophila, subgenus Sophophora. While this genus harbors several harmless species that 

feed and breed on decaying fruits, including Drosophila melanogaster, SWD, however, is a 

serious fruit crop pest with substantial economic impact. Economic losses are reported 

mainly for the US and in Europe for Italy and Switzerland (Bolda et al., 2010; De Ros et al., 

2013; De Ros et al., 2015; Knapp et al., 2020; Mazzi et al., 2017). Bolda et al. (2010) 

calculated that the revenue losses in raspberries and blackberries in California totaled 

approximately $63.2 million in 2008 alone. The total economic damage in Trentino (Italy) 

was estimated to value almost 3.3 MEUR per year (De Ros et al., 2013). SWD is placed in 

the so-called ‘oriental lineage’ but the relationships between the drosophilids in the 

                                              
1 www.europe-aliens.org 
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subgroup are not completely resolved yet (Kopp and True, 2002; Schawaroch, 2002). So 

far, D. biarmipes and D. subpulchrella are considered to be the most likely sister taxa of 

D. suzukii (Chiu et al., 2013; Yang et al., 2012). The first high-quality genome sequence 

was published in 2013 by Chiu et al. The genome is comparable in size to other Drosophila 

species (Boulesteix et al., 2006; Chiu et al., 2013; Moriyama et al., 1998).  

Morphology: A complete and detailed guide for identification was given by Hauser 

(2011) and Vlach (2010). A side-by-side comparison of D. melanogaster and D. suzukii, as 

well as the most prominent male and female characteristics, is given in Figure 1. Females 

and males both are 2 – 3 mm in length, females being usually slightly bigger, and have a 

brownish body with black stripes on the abdomen (Hauser 2011). The most striking 

characteristic of SWD is the dark spot males display on the top of each wing, which gives 

this species its common name Spotted Wing Drosophila (SWD). In addition, males show 

two black sex combs on each foreleg. Female flies possess a serrated ovipositor that 

functions like a saw, with which they pierce the skin of ripening fruits (Hauser, 2011). 

Species identification can be difficult in regions where distinguishing features are present 

also in other Drosophila species like D. subpulchrella. However, this is not relevant for 

Germany since SWD is currently the only species of the ‘melanogaster’ group present in 

Europe that is characterized by these morphological traits (Lavrinienko et al., 2017). In 

addition, it takes up to two days till the male wing spot is visible or males can occasionally 

lack the wing spot, which can lead to misidentification as well. A genetic identificat ion by 

DNA barcoding is possible and allows a reliable identification even in immature specimens 

(Freda and Braverman, 2013; Kim et al., 2014). 
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Figure 1: Morphology of D. suzukii. Comparison of morphological traits of 
D. melanogaster and D. suzukii (left). Close up on male sex combs and female ovipositor 
of D. suzukii as markers for identification of this species (right). 

 

Life Cycle : Similar to other drosophilids SWD has a high reproductive capacity with a 

short generation time. The entire life cycle from egg to adult depends on the climate 

conditions but is usually completed in one or two weeks (Kanzawa, 1939). A complete life 

cycle with details of each life stage is shown in Figure 2. Females lay eggs on ripening or 

ripe fruits. The number of eggs on one fruit can vary but ranges from only a few per plant to 

several on one single berry. SWD can infest a wide range of host plants, including grapes, 

blackberries, strawberries, and cherries. The color, skin firmness, and odor of the host 

plants play an important role in host choice preferences (Cloonan et al., 2019; Little et al., 

2019; Takahara and Takahashi, 2017). The female uses its serrated ovipositor to open the 

fruit skin and to lay eggs directly in the fruit pulp. The eggs are only 0.4 to 0.6 mm in length, 

white, and with two aeropyles at one end. Under optimal developmental temperatures 

(22 °C) a female can lay up to 195 eggs during its lifetime (Tochen et al., 2014). For 

temperatures above 28 °C low levels of reproduction or no reproduction were found (Tochen 

et al., 2014). The hatching larvae feed inside the fruit on the pulp. Larvae grow through 

three larval stages, they are white to yellowish with black mouthparts. The infested fruit 

collapses, leaving unmarkable fruits. The larvae mature in 3 – 13 days and pupate in the 

fruit. This stage lasts 4 – 15 days. In addition to the damage caused by the feeding larvae, 

the oviposition scar can cause secondary infections with bacteria and fungi, which may 

cause rotting (Lewis et al., 2019; Walsh et al., 2011). The pupae are oval with a dark brown 

color and 3.5 mm long. Adult SWD have a lifespan of 20 – 56 days, but overwintering adults 

show a much longer lifespan with up to 200 days recorded (Kanzawa, 1934, 1939). Usually, 
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SWD overwinters as adults in cultivated landscapes or forests as well as uncultivated 

woodlands with wild fruit crops, arising in spring (Dalton et al., 2011; Jakobs et al., 2015). 

 

 

 

Figure 2: Life cycle of D. suzukii. The life cycle from egg to adult individual with estimated 
time and localization of each stage. Figure based on Rendon et al. (2019).  

 

Distribution and Invasion History: Native to East Asia (Hauser, 2011; Walsh et al., 

2011), SWD is now invasive in most of the US, Canada, and Europe. First introductions 

were recorded on the Hawaiian Islands in 1980 (Hauser, 2011). An introduction to Europe 

followed later in 2008, starting in Spain and Italy (Calabria et al., 2012), spreading further 

to France (Cini et al., 2012), Switzerland (Baroffio and Fischer, 2011), Germany (Vogt et 

al., 2012), Romania (Chireceanu et al., 2015) and Slovenia (Seljak, 2011). Canada reported 

first occurrences in 2010, with a rapid spread across British Columbia, Alberta, Ontario, and 

Quebec (Lee et al., 2012). The map in Figure 3 presents the currently known worldwide 

distribution of SWD. 
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Figure 3: Worldwide distribution of D. suzukii. Shown is a map with the currently known 
worldwide distribution of SWD. Orange = SWD is present, grey = SWD is transient, records 
only in single years. The map originates from https://gd.eppo.int (date: 2020-12-22). 

 

The rapid spread across continents is associated with the global trade of fresh fruits and 

potential host plants, which makes passive human-mediated diffusion the most likely cause 

of the spread of SWD (Cini et al., 2014; Cini et al., 2012; Westphal et al., 2008). The high 

reproductive rate and short generation time with several generations per year, contribute 

towards a rapid spread. Since larvae and eggs are difficult to detect due to them hiding 

inside the fruits, they might likely spread even further and expand their range in Europe and 

America. While an expansion in more arid and hot climatic zones seems to be unlikely, a 

spread to northern areas with colder climates is possible, since overwintering in SWD is 

common and often affiliated with human habitation. A first estimation of Calabria et al. 

(2012) showed that SWD might be capable of expanding approximately 1400 km per year. 

 

1.3. Pest Control in Drosophila suzukii 

An essential part of tackling an invasive pest like SWD is to understand its biology and to 

answer questions on the threat it poses for individual fruit crops (Bellamy et al., 2013; 

Naranjo-Lázaro et al., 2014). Several studies have already been conducted or are still 

ongoing on this subject, mainly focused on traps and pesticide applications (Bruck et al., 

2011; Cha et al., 2013; Iglesias et al., 2014; Van Timmeren and Isaacs, 2013). Usually, the 

monitoring of a pest foregoes other measures. An estimate can be made on how severe an 

infestation is and for early detection in potentially newly-invaded areas. Therefore, 

monitoring of fly populations is continuously conducted in Germany (Briem et al., 2015; 

Briem et al., 2018). Adult SWD are monitored in the field by using traps baited with different 

attractants like wine and apple cider vinegar (Briem et al., 2015; Cha et al., 2013) or sugar 

water mixed with baker's yeast (Iglesias et al., 2014; Walsh et al., 2011). Monitoring 
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programs like the one managed by the Julius-Kühn-Institute can provide valuable 

information on best practice control methods for fruit growers (Briem et al., 2018). 

One of the first measures after monitoring includes the removal of infested fruits as well 

as the removal of other plants at the crop site that serve as potential hosts. This method is 

extremely time-consuming and not applicable in large plantations. In viticulture, it turned out 

to be effective to remove excessive foliage from the vine stock. That way the fruit is exposed 

to sunlight and SWD has fewer options to withdraw in the more shadowy and therefore 

cooler parts of the plant (Knapp et al., 2019; Leach et al., 2018). This method is tailored for 

grapevine and only applicable to crops that are manually maintained. An alternative method 

is the netting of crop plants to prevent SWD from reaching the fruits (Leach et al., 2016). 

However, nets have to be installed before fruits begin to ripen, it can cost a substantial 

amount of money even if it is reused for several years and it has to be checked for holes 

and entry sites repeatedly (Del Fava et al., 2017). Studies showed that badly constructed 

and handled nets might even increase the damage to the crops (Augel et al., 2020). 

Currently, the most effective and commonly used control methods are chemical 

insecticides, even though their usage has several disadvantages. First, the range of used 

insecticides is small and the efficacy is limited since highly efficient chemicals are restricted 

by the EU (Cini et al., 2012). Jarausch et al. (2017) tested the activity of different products 

in all life stages of SWD and found that products with an estimated efficiency of less than 

95% are not sufficient enough to manage this pest. Insecticides in use include spinosyns, 

organophosphates, pyrethroids, and neonicotinoids, which is problematic because these 

insecticides are either severely restricted by the European Commission (neonicotinoids) or 

their approval ends soon and will probably not be renewed (spinosyns). In organic crop 

production, they are not allowed at all except for spinosyns in bait or the approved 

alternative variants are not as effective (Walsh et al., 2011). Chemical control methods in 

SWD have to be applied repeatedly at the ripening stage, which can entail serious 

consequences. There is a much higher chance of pesticide residues in fruits and the 

development of pesticide resistance in the insect (Rota-Stabelli et al., 2013). Furthermore, 

chemical insecticides often have negative effects on beneficial insects (Ndakidemi et al., 

2016). 

In contrast, other practices such as mass trapping and biological control methods using 

imported or native parasitoids could be central for future pest management strategies 

(Gabarra et al., 2015; Stacconi et al., 2015). In its native range in Asia, hymenopteran 

parasitoids of the genera Leptopilina, Trichopria, and Asobara have been reported to target 

SWD larvae or pupae. Unfortunately, parasitoids native to Europe or the US are not as 

effective as the Asian species, probably due to the lack of co-evolution together with the 

host (Chabert et al., 2012; Stacconi et al., 2015). Further, SWD produces up to five times 
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more hemocytes than D. melanogaster, which makes it more resistant to parasitism and 

less likely for native parasitoids to switch to SWD as a host (Kacsoh and Schlenke, 2012). 

In a more recent approach, viruses, bacteria, and entomopathogenic fungi such as 

Metarhizium anisopliae have been tested as potential biological control agents (Naranjo-

Lázaro et al., 2014; Siozios et al., 2013; Unckless, 2011). 

Another option for integrated pest management and an environmentally friendly 

alternative to pesticides could be the Sterile Insect Technique (SIT) that has proven highly 

effective in agricultural insect species (Augustinos et al., 2017; Benedict and Robinson, 

2003; Krafsur, 1998; Wyss, 2000). For SIT programs, sterilized male individuals are 

released into the environment and lead to infertile mating. That method could be used in 

the future to reduce the population size of SWD. New methods and strains for SIT pest 

control programs against SWD are already in development (Kalajdzic and Schetelig, 2017; 

Yan et al., 2020). Therefore, while SWD control is still challenging, biological control 

methods, including SIT, remain a beneficial option for sustainable pest control.  

To complement and improve efforts of pest control applications, an understanding of a 

pest’s biology and genetic evolution is necessary. Knowledge about invasion history and 

population genetics can identify introduction pathways, improve testing, and help integrated 

pest management strategies in ultimately avoiding multiple (re)introductions (Estoup and 

Guillemaud, 2010). The reconstruction of invasion pathways is particular ly crucial to 

uncover and understand potential patterns in the spread of an invasive species. This can 

be challenging, considering the sheer amount of fruit transported through global trading. 

For example, Germany imported 51,776 tons of fresh fruits in the year 2017 alone 

(FAOSTAT, 2021). Studies on population genetics have already been proven beneficial for 

biological control methods like the sterile insect technique (SIT) (Lanzavecchia et al., 2014). 

Since gene flow can vary between natural populations, locally adapted and isolated 

populations can occur. In these populations, SIT can be impaired by mating barriers, making 

them less effective. Population genetics can be used to trace changes in strain efficacy and 

it can help to improve the competitiveness of laboratory strains that are sterilized and 

released and can be used in monitoring programs to differentiate released laboratory 

insects from wild ones (Aketarawong et al., 2011; Aketarawong et al., 2014; Azrag et al., 

2016; Zygouridis et al., 2014).  
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1.4. Population Genetics and the Detection of Genetic Diversity 

Population genetics is a field in biology that studies the genetic arrangement of populations 

and the changes that occur over time due to evolutionary influences like mutation, natural 

selection, or gene flow (Bruederle et al., 2001; Lowe et al., 2017). Population genetics 

studies and theories find application in many areas and not only in conservation biology. 

Data on genetic distance can be used to infer evolutionary history, molecular methods are 

used in forensics and it can be used to trace invasive species or transmission routes of 

infectious diseases (Balding and Nichols, 1995; Gillespie, 2004; Hill, 2014). Ronald Fisher, 

John Haldane, and Sewall Wright are thought to be the founders of today’s population 

genetics by combining natural selection and evolution with Mendelian genetics in complex 

mathematical models (Ewens, 2012). Populations of a species are shaped through 

evolutionary forces and exhibit some sort of genetic structure. Only if gene flow is not 

restricted by barriers of any kind or shape (mating or actual geographical barriers), 

populations would appear to show no genetic structure (Barton and Hewitt, 1985). A high 

gene flow between populations would ultimately lead to a homogenization of allele 

frequencies and therefore prevent local adaptation and speciation (Barton and Hewitt, 1985; 

Slarkin, 1985). On the other hand, a population without any gene flow, which does not 

receive migrant individuals from other populations, can only introduce novel alleles due to 

mutations (Levin, 2001). Another important evolutionary mechanism that shapes genetic 

structure in a population is genetic drift. Rare alleles can become much more frequent and 

even fixed, while other allele variants might disappear and thereby reduce the population's 

genetic variation (Masel, 2011; Whitlock, 2000). The comparison of genetic structure in a 

metapopulation to its subpopulations can allow an estimate of the current evolutionary 

potential of this population(s), which is of great importance for conversation biology and 

biodiversity (Pannell and Charlesworth, 2000). If gene flow is restricted between local 

populations, more subpopulations of smaller size can occur with less genetic diversity. 

Those populations are more likely to suffer negative consequences from genetic drift and 

are more likely to mate with related individuals (Hensen and Oberprieler, 2005; Pannell and 

Charlesworth, 1999). The genetic content of individuals in a species is usually not identical. 

DNA sequences differ to a certain degree, which forms the genetic diversity in a species or 

a population (Ellegren and Galtier, 2016). In theory, genetic diversity describes the 

presence or absence of allele variants and their ratio in a population or subpopulation 

(Hughes et al., 2008). Random mutations generate new allele variants in every generation 

but the rate at which mutations occur is not equal among individuals or populations and 

contributes to variation in genetic diversity (Lynch, 2010). Other factors like genetic drift, 

inbreeding, or assortative mating influence the variation as well (Ellegren and Galtier, 2016). 

Information on genetic diversity and genetic structure in populations is key in optimizing 

conservation and utilization strategies (Amos and Harwood, 1998; Hughes et al., 2008). 
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Traditionally, diversity between individuals or populations could only be accessed through 

the observation of phenotypic traits and pedigree information. The amount of informative 

content gained by morphological markers is however limited, as the number of phenotypes 

can be constrained, environmental factors, age, and gender can shape morphology and it 

requires an experienced evaluation (Tanksley, 1983). The development of molecular 

marker systems made phenotypic characterization lose its importance in diversity studies 

relatively fast. These new tools allowed access to a vast collection of novel molecular 

markers systems, which removed the limitations of phenotypic markers (Al-Samarai and Al-

Kazaz, 2015; Idrees and Irshad, 2014). 

 

1.4.1. Marker Systems for Population Genetics 

A vast number of different molecular marker techniques are available for population genetic 

studies. The choice of which of these techniques is used depends on the research question 

and the objects studied. Genetic markers are either protein- or DNA-based and expose 

differences in DNA or protein sequences, usually with trade-offs between accuracy and 

handiness (Sunnucks, 2000). In general, DNA markers are preferred over protein markers, 

because DNA can be extracted from low-quality samples, and most importantly, it can be 

processed using Polymerase Chain Reaction (PCR) (Bruford and Wayne, 1993; Estoup 

and Angers, 1998; Sunnucks, 2000). Another problem with protein markers is, that the 

number of polymorphisms observed at a given locus is often low (Richardson et al., 1988). 

Favorable characteristics of genetic marker systems also include rapid development and 

comparability. Different systems that are often used include sequence-related amplified 

polymorphism (SRAP) (Li and Quiros, 2001), restriction fragment length polymorphism 

(RFLP) (Burr et al., 1983), amplified fragment length polymorphism (AFLP) (Vos et al., 

1995), random amplified DNA polymorphism (RAPD) (Williams et al., 1990), variable 

number tandem repeat (VNTR) (Johansson et al., 2004), single nucleotide polymorphisms 

(SNPs) (Syvänen, 2001) and simple sequence repeats or microsatellites (SSR) (Litt and 

Luty, 1989). All of the mentioned marker systems have particular strengths and weaknesses 

and the results of a population genetics study are limited by the marker system used 

(Behura, 2006). Co-dominant markers like microsatellites or RFLPs can differentiate 

heterozygotes from homozygotes, while dominant markers systems like RAPD cannot 

distinguish between hetero- and homozygotes (Sunnucks, 2000). Therefore, dominant 

markers cannot be used to detect polymorphic loci or to calculate the number of alleles at 

each locus, which themselves can already be used to interpret genetic diversity. Unlike 

RAPD or AFLP, microsatellite markers deliver this information and are the most frequently 

used markers for diversity studies as well as for parentage analysis (Schlötterer, 2004; 

Sunnucks, 2000). 
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Microsatellite Markers (Simple Sequence Repeats - SSRs): Microsatellites, also 

known as simple sequence repeats (SSR) or short tandem repeats (STR), are repetitive 

DNA elements and widely used as genetic markers in eukaryotes (Bruford and Wayne, 

1993; Schlötterer, 2000). The repeated nucleotide motifs are usually between 2 and 10 bp 

long and repeated at least once but usually several times (Schlötterer, 2000) (Figure 4). 

This type of polymorphic marker allows genetic differentiation of closely related individuals 

in a single population. Individuals vary in the number of repeats, which results from additions 

or deletions of repeat units caused by strand-slippage during DNA replication and 

recombination (Vieira et al., 2016). They are a subcategory of tandem repeats, distributed 

throughout the genome with high mutation rates estimated at 10 -3 to 10-6 (Gemayel et al., 

2012) which makes them highly polymorphic. These traits make them useful for population 

genetic studies and since they are inherited from both parents, they are used for parental 

analysis as well. The high mutation rates result in a high number of alleles per locus, which 

makes SSRs more informative than other molecular markers, especially at the 

subpopulation level. Factors influencing repeat instability (the mutation rate) are the length 

and the ‘purity’ of the repeat. Studies found that longer and purer repeats tend to have 

higher mutation rates than shorter or imperfect repeats (Legendre et al., 2007; Petes et al., 

1997). Microsatellites are referred to as pure if they contain only exact copies of a repeat 

motif. Imperfect or less pure microsatellites contain at least a single variant in the repeat 

motif. Another factor influencing microsatellite stability is the base composition of the repeat. 

DNA slippage occurs more often in repeats with polyC or polyG and less in repeats with a 

polyA or polyT motif (Gragg et al., 2002).  

 

 

Figure 4: Schematic illustration of a microsatellite locus. Shown is a microsatellite locus 
X with a (TG)n repeat motif (light blue) in an individual. Both alleles vary in size due to 
different numbers of repeated motifs. For use as a genetic marker, the microsatellite locus 
is flanked by primer binding sites (illustrated by grey bars) of a 5’-labeled (green dot) primer 
and the unlabeled reverse primer. 

 

SSRs have been extensively used over the past 20 years because they are considered 

highly informative, they are co-dominant, and hence allow the differentiation between 
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homozygous and heterozygous individuals, they can be transferable between related taxa, 

they are relatively cost-efficient and have a high reproducibility (Vieira et al., 2016). In 

addition, they are PCR based, which enables high-throughput analyses and multiplexing 

and they can be amplified from low quality and quantity of DNA (Kumar et al., 2018). One 

disadvantage of microsatellite markers is the relatively complex development (Zane et al., 

2002). Another drawback is that the underlying mutation model is still uncertain (Balloux 

and Lugon‐Moulin, 2002). This is problematic since the high mutation rate of microsatellite 

markers makes it necessary to understand the mutational patterns. An understanding of the 

process is important to correctly interpret the information obtained with these markers and 

to use relevant statistics (Balloux and Lugon‐Moulin, 2002). Several theoretical models are 

aiming to describe the mutation mechanism in microsatellites but none of these models 

seem to be capable of describing the mutation behavior of all microsatellite loci (Balloux 

and Lugon‐Moulin, 2002). The most fitting mutation models are the infinite allele model 

(IAM) (Kimura and Crow, 1964), the stepwise-mutation model (SMM) (Kimura and Ohta, 

1978), and the two-phase model (TPM) (Di Rienzo et al., 1994; Valdes et al., 1993). IAM 

describes how each mutation creates a novel allele, which has not been present in the 

population. This model accounts for small changes in the repeat number and alleles of 

similar size. The same alleles share the same ancestry (Kimura and Crow, 1964). The SMM 

states that each mutation creates a new allele either by adding or deleting a sing le repeat 

unit of the microsatellite with an equal probability. Alleles with great differences in sizes will 

be less related than alleles of similar size (Kimura and Ohta, 1978). The TPM is a variation 

of the SMM and simply accounts for larger mutation events (Di Rienzo et al., 1994; Valdes 

et al., 1993). 

Nevertheless, thanks to reduced analysis costs and sample usage, the possibility of high 

throughput analysis, PCR amplification, and multiplexing using fluorescent labels as well as 

non-overlapping PCR product sizes has made SSR markers a method of choice in many 

laboratories (Guichoux et al., 2011; Vieira et al., 2016). 

 

1.4.2. Population Genetic Statistics for Microsatellites  

Genetic and allelic diversity plays a vital role in the invasion success of a species, and the 

assessment of these traits helps to understand the genetic relationship among populations.  

Population genetics itself and the use of microsatellite markers, in particular, rely greatly on 

mathematical models and statistics. Data quality is of extreme importance and preliminary 

analysis of the marker system is advisable. Aside from missing data or unusual patterns, 

testing for null alleles, Hardy-Weinberg equilibrium (HWE), and Polymorphism Information 

Content (PIC) is a necessary first step in every marker analysis. There are two main 

approaches on how to estimate null alleles in a dataset. The first is a maximum likelihood 
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method that compares observed and expected homozygote frequencies in the population 

under the assumption of HWE (Brookfield, 1996) and the second method estimates null 

alleles from progeny where parent genotypes are known (Dakin and Avise, 2004). It was 

shown that both approaches are equally reliable (Oddou-Muratorio et al., 2009). HWE 

states that genotypes occur in predictable frequencies and remain constant in the absence 

of evolutionary forces, a state that is rarely met in nature. Deviations from HWE occur due 

to mutations, genetic drift, gene flow, or inbreeding (Chen, 2010). Testing for HWE can be 

used as a data quality check by discarding loci that significantly deviate from controls which 

is difficult if there is no control available. Even if loci are not discarded, it can help to compare 

samples and to explain unusual results later on. One way of testing deviations from HWE 

is to use a goodness-of-fit test, often referred to as Pearson’s χ2 test (Li, 1955). Another 

method are exact tests, which perform better if sample sizes are small but they are relatively 

computation-intensive (Haldane, 1954; Levene, 1949). 

Especially for new marker systems, it is important to evaluate the so-called 

Polymorphism Information Content (PIC). This is a value that helps to determine if a locus 

is ‘useful’ for analysis (Guo and Elston, 1999). It is used to measure the ability of a marker 

to detect polymorphism. It is an alternative to the measure of heterozygosity, which is just 

another parameter used to evaluate the quality of a marker. It is defined as the probability 

that the genotype of a given offspring will allow a conclusion which of the two alleles of the 

parent it received (Guo and Elston, 1999). 

After the described tests for data quality are passed, the actual population data can be 

analyzed. Populations can be described with two different approaches, namely frequency-

based and distance-based analysis. A very basic first step is to use frequency-based 

statistical procedures including the calculation of allele frequencies at each locus for every 

population, the number of alleles (Na), the effective number of alleles (Ne), the observed 

(Ho), and expected (He) heterozygosity, private alleles and the Fixation index (F). Another 

way to describe the relationship between populations is to measure the genetic distance. 

Distance-based methods calculate the pairwise distance between samples. While they are 

easy to use, it is difficult to include any further information like sampling locations. Also, they 

are heavily dependent on the chosen distance measure, which can lead to varying 

outcomes (Pritchard et al., 2000) and there is a huge variety in different distance measures 

available: DA distance (Nei et al., 1983), DST (Nei, 1972) and FST distance (Latter, 1972), 

which can be used for almost all allele frequency data including microsatellites. Other 

measures like (δμ)2 (Goldstein et al., 1995), and DSW (Shriver et al., 1995) can only be used 

for microsatellite data. The information gained by distance matrices can be further used to 

construct phylogenetic trees. Suitable programs perform evolutionary analysis of allele 

frequency data and compute phylogenetic trees using the neighbor -joining (NJ) algorithm 
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(Saitou and Nei, 1987) or unweighted pair-group method with arithmetic mean (UPGMA) 

(Sneath and Sokal, 1973). 

An alternative way of exploring and visualizing dissimilarities or similarities between 

populations is to use Principal Coordinates Analysis (PCoA) or Principal Components 

Analysis (PCA) (Hirst and Jackson, 2007). Both start with a distance matrix and assign each 

data point to a location in a two-dimensional space (Legendre and Legendre, 1983). The 

main difference between PCoA and PCA is that PCoA is used for dissimilarity, PCA is used 

for similarity. Both produce a set of uncorrelated axes, each with an eigenvalue which 

indicates the amount of variation captured, to summarize the data. Ideally, a PCoA has only 

two or three axes with high eigenvalues that capture more than 50% of the variation. Every 

other axis has small eigenvalues (Jackson et al., 1989; Legendre and Legendre, 1983; 

Peres-Neto et al., 2003). In a PCoA plot data points are ordinated closer together, if they 

are similar and further away if they show more dissimilarities. PCA and PCoA will be similar 

if the data set is relatively small and has no missing data. However, Mohammadi and 

Prasanna (2003) found that PCoA treats missing data better than PCA and recommend 

PCoA over PCA when there is missing data in a dataset. 

Population differentiation can also be detected by using an analysis called AMOVA. It 

stands for Analysis of Molecular Variance. AMOVA is estimating population differentiation 

directly from the molecular data and not from allele frequencies (Excoffier et al., 1992). 

AMOVA estimates how much of the differentiation between samples is due to differences 

between individuals, between individuals within a population, or between populations 

(Meirmans, 2012). This helps to interpret whether or not there is a genetic structure between 

populations. As an example, if the AMOVA results found 90% of the variation within 

populations and only 10% among populations, then the populations are not structured. If it 

is the other way around with 90% variation among populations, then the result implies 

significant genetic differentiation between populations and they can be considered as 

structured populations. AMOVA handles molecular data as a vector (Excoffier et al., 1992) 

and squared Euclidean distances are calculated for all pairwise groups of vectors, creating 

a matrix that is then further divided into smaller matrices that correspond to divisions within 

the population (Excoffier et al., 1992). 

Another common way of analyzing populations is the F-statistics, since it calculates the 

expected level of heterozygosity at different population levels (Frydenberg et al., 2002; Hu 

et al., 2020; Morand et al., 2002; Razifard et al., 2020; Weir and Cockerham, 1984; Weir 

and Hill, 2002; Weissensteiner et al., 2020; Wondji et al., 2002). The foundation for this was 

laid by Fisher, Haldane and Wright, which made it possible to mathematically describe the 

genetic layout of a population. One of Wright’s most influential studies was the development 
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of a fixation index. It allowed to account for the effect of inbreeding in a population and is 

defined as:  

𝐹 = 1 − 𝐻𝑜/𝐻𝑒 

Ho is the observed heterozygosity and He is the heterozygosity expected under HWE 

(Wright, 1922). It describes the likelihood that two alleles at the same locus are identical by 

parentage. Wright expanded this model to be able to apply it to subpopulations in the total 

population (Wright, 1951), which led to the hierarchical F-statistics namely FIS, FIT and FST. 

In these statistics I stands for Individuals, S for Subpopulation and T for total population 

(Figure 5) and are calculated as followed: 

𝐹𝐼𝑆 =
𝐻𝑆 − 𝐻𝐼

𝐻𝑆
;  𝐹𝐼𝑇 =

𝐻𝑇 − 𝐻𝐼

𝐻𝑇
;  𝐹𝑆𝑇 =

𝐻𝑇 − 𝐻𝑆

𝐻𝑇
 

HI is based on the observed heterozygosity in a population, HS is based on the expected 

heterozygosity in populations, and HT is based on the overall expected heterozygosity. The 

most common of the three values is the FST value. It is the proportion of total genetic 

variance in a subpopulation compared to the total genetic variation.  

 

 

Figure 5: Illustration of classical F-statistics. Shown is the connection between different 
F-values in F-statistics. Dark grey = Total population or Metapopulation (T), light grey = 
Subpopulation (S), white = Individual in a subpopulation (I), yellow and orange circle = the 
two allele variants present in a single individual (I). HI is based on the observed 
heterozygosity in a population, HS is based on the expected heterozygosity in populations 
and HT is based on the overall expected heterozygosity. F IS is the inbreeding coefficient 
within individuals relative to the subpopulation, F IT is the inbreeding coefficient within 
individuals relative to the total and FST is the inbreeding coefficient within subpopulations 
relative to the total. 
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Clustering is an important part of characterizing populations (Kopelman et al., 2015). A 

Bayesian clustering approach can be used to identify possible subpopulations  in a 

metapopulation and to ascribe individuals to these populations based on their genotypes  

(Falush et al., 2003; Pritchard et al., 2000). Clustering methods define K groups/clusters 

(e.g. populations) for N objects (e.g. individual samples). Each group or cluster contains 

objects that are similar to each other and share certain characteristics, but the groups 

themselves are different from each other. When analyzing structured populations, the 

parameter K is of great importance, since it describes the number of subpopulations (Verity 

and Nichols, 2016). Unfortunately, the exact value of K cannot be calculated, instead, 

heuristic estimators are used to estimate the number of K (Verity and Nichols, 2016). The 

most likely K value can be detected according to Evanno and Pritchard, assessed through 

analysis of ∆K, the Dirichlet parameter alpha () or LnP(D)/L(K) distribution plots (Evanno 

et al., 2005; Hubisz et al., 2009). In any case, these K groups are characterized by allele 

frequency data (François et al., 2006; Kopelman et al., 2015; Pritchard et al., 2000). Each 

object (in this study an individual sample) is assigned to either one population or several 

populations if the genotype is admixed. The admixture model is used if the origin and degree 

of isolation in the sampled populations are unknown. It assumes that allele frequencies are 

correlated and each sample contains a portion of the genome of each ‘original’ population 

(Falush et al., 2003; Pritchard et al., 2000). Model-based clustering methods assume that 

this is the case, that all data in the dataset is admixed. This is an advantage compared to 

the more ’traditional’ distance-based methods. Further, a model-based method assumes 

that all samples are randomly drawn and uses certain characteristics for clusters, and tries 

to optimize the match between the data and the characteristics (Pritchard et al., 2000; 

Yeung et al., 2001). 

Demographic processes like migration, growth, or reduction of population size shape 

populations and their genetic diversity over time. Genetic assignment methods are used to 

describe the relationship between individuals of different (sub)populations. Individuals are 

either excluded or assigned to their most likely natal population. The information gained 

from this method is, if or if not an individual originates from a certain population, which 

enables the potential to estimate migration and movement between populations (Paetkau 

et al., 2004; Rannala and Mountain, 1997). The goal of this kind of method is to estimate a 

migration rate in a population system with ongoing gene flow (Paetkau et al., 2004). A 

variety of different methods and assignment criteria can be used to perform this statistic. 

Different genetic assignment criteria used for likelihood estimations are the genetic distance 

(Cornuet et al., 1999), allele frequencies (Paetkau et al., 1995) and the Bayesian Criterion 

(Rannala and Mountain, 1997). 
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Other demographic processes aside from migration are population bottlenecks (Figure 

6) and founder events (Figure 7) that have led to reduced genetic diversity in many species. 

Domesticated species like dogs often show evidence for such effects in their population 

history (Marsden et al., 2016). Decreased diversity based on bottleneck events or founder 

effects is also found in natural populations such as monkeys (Hernandez et al., 2007). A 

bottleneck occurs when the size of a population is (drastically) reduced. The causes for 

such an event can be manifold, for example, the destruction of natural habitats, natural 

disasters like earthquakes and fires or diseases. As a result, a smaller population with 

smaller genetic diversity passes on genes to their offspring. The genetic diversity will remain 

low unless gene flow from another population occurs. A reduced genetic variation is 

problematic for a population, since it may not have the ability to adapt to new selection 

pressures (Ellstrand and Elam, 1993; Ouborg et al., 1991; Williams, 2001). 

 

 

Figure 6: Bottleneck event in a population. Shown is the schematic overview of a 
population bottleneck. Different allele variants are represented as colored circles. The 
original population (1) undergoes a bottleneck event (2), for example, a forest fire. Only a 
small number of individuals with smaller genetic diversity survive (3), they start reproducing 
and generate a new population (4). In this example, the red and the green allele variants 
get lost, while the blue, yellow, and black variants are passed on to the next generation. 
Figure based on ‘Population genetics: Figure 3,’ by OpenStax College, Biology, CC BY 3.0. 
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The Founder effect (Figure 7) is similar to a population bottleneck but the main difference 

is that it occurs when a population is started by only a few members of the species (Barton 

and Charlesworth, 1984). Invasive species can undergo such an event when they are 

introduced to the newly invaded area. A program like Bottleneck v.1.2.2 (Piry et al., 1999) 

is used to determine if recent demographic events like expansion or mitigation in population 

size took place. The observed number of alleles (k) is used to calculate the distribution of 

the expected heterozygosity for each population and each locus. To do so , it is assumed 

that a mutation-drift equilibrium exists. This mutation-drift equilibrium describes a state at 

which the rate at which variation is lost through drift is equal to the rate at which mutation 

creates new variation (Piry et al., 1999). The observed heterozygosity (Ho) is compared to 

the expected heterozygosity (He) to calculate if there is an excess or deficit of heterozygosity 

and the distribution of the expected heterozygosity for each population and each locus is 

obtained by using one of three mutation models, the IAM, SMM and the TPM that were 

discussed above (Piry et al., 1999).  

 

 

Figure 7: Founder effect on a population. Shown is a schematic illustration of how a 
founder effect affects the genetic diversity in a population. Different allele versions are 
represented by colored circles. A founder effect occurs when a small number of individuals 
get separated from the original population and establish a new colony. During this process, 
genetic diversity can easily get lost. In this example, only the red, black and yellow versions 
of alleles are carried over to the new population. Alleles are inherited by chance, depending 
on which individuals from the original population are present in the founder population. The 
blue and the green version are lost during the founding process but remain in the original 
population. Figure based on an image from (McCrone and Lauring, 2018).
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2. Aims and Objectives 

Drosophila suzukii (SWD) is a severe invasive pest species in America and Europe. It has 

drawn much attention as a crop pest of soft-skinned fruits since it causes substantial 

economic losses for fruit growers worldwide. Most studies regarding invasive species focus 

on how to prevent further expansions or how to reduce possible damages to crops, 

livestock, or human health. Knowledge about invasion history and population genetics can 

help to complement and improve these efforts. The goal of this study is to determine intra- 

and interspecific genetic diversity between different populations across Germany since little 

is known about the genetic diversity of SWD populations in this country. Moreover, it is of 

interest, if different genetically defined populations exist and if they exhibit a geographical 

pattern. Additional information about population development and behavior can be provided 

by comparing population genetic data over several years. Regarding pest control, it would 

be beneficial to know, if an annual reinvasion from other countries takes place or if SWD 

overwinters locally and reemerges in spring. Previous studies have shown that adult SWDs 

migrate over large distances to find suitable overwintering habitats and that they recover 

fast with a high survival potential (Dalton et al., 2011; Hamby et al., 2016; Stephens et al., 

2015). Based on these findings, it is likely that individuals in Germany reemerge from local 

overwintering habitats and if differences between years occur that they turn out to be small. 

The comparison over several years could allow an estimate of the onward risk potential of 

SWD. It is known that invasive species often show a high genetic divergence, which allows 

them to adapt better to new environments. Hence, eleven D. suzukii populations from 

different areas in Germany were studied for three years using a set of microsatellite markers 

designed and tested for SWD by Fraimout et al. (2015). This is the first study that provides 

insights into the population genetics of SWD on a large-scale level in Germany as well as 

its development over a multi-year period. In addition, different laboratory strains from 

Europe and America were used as outgroups and to test the marker system upfront. A new 

laboratory strain that derives from one of the German field populations is used to illustrate 

the effect of laboratory breeding and the change of genetic markers over time. 
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3. Methods 

3.1. Sampling and Identification of German SWD Populations 

For this thesis, several sampling areas in Germany were studied. Sampling areas had 

heterogeneous vegetation, some collections sites were more rural and some others were 

closer to cities. Location sites were mapped using geographic coordinates with 

Simplemappr (Shorthouse, 2010), assuring that each year fruits from the same locations 

were collected. The German samples' names result from the vehicle registration plate of 

the respective district and the sampling year. Fruits were sampled by private persons or 

research and governmental institutes. Collectors were provided with a carton box to send 

samples back, including Drosophila food vials with a foam plug, sponge cloth, and padding 

material as well as a short instruction for the sampling procedure. Berries were filled into 

the provided food vials on the day of shipping, the sponge cloth was added to soak leaking 

fruit juice and the foam plug was used to prevent oxygen shortage/hypoxia in the vial. The 

packages were not sent during longer heat periods (>27°C), and only between Monday and 

Wednesday. To prevent sampling offspring of only one female fly, berries were sampled 

from different plants, if possible, or at different time points (Table 9 for more details).  

Upon arrival in the laboratory in Giessen, berries were split into small groups and 

transferred to modified cages, which were made from plastic buckets (diameter 10 cm, 

Eimer-Welt.de, Hamburg) with two 4 cm big holes in the site, covered with a gaze. A small 

food vial containing a wet sponge cloth was clued to a petri dish to prevent low humidity 

and easy cleaning of the cage if necessary. Paper tissues or sponge cloth were used as 

padding material at the bottom to soak leaking fruit juice (Figure 8). The cages were cleaned 

at least once a week to remove fruit juice or fungus. They were kept at RT until no more 

larvae or pupae emerged from the fruits or until berries got moldy. If possible, pupae and 

larvae were transferred to fresh food vials before emerging to adults, to prevent adults from 

laying eggs in the cage and biasing sampling.  

Adults were identified based on Hauser 2011 and pictures were taken with a Keyence 

VHX-5000 (Keyence Corporation, Osaka, Japan). For males, the main criteria were the spot 

on both wings, sex combs, and banding on the abdomen. For females banding on the 

abdomen and the ovipositor were the main characteristics (Figure 1). Animals without clear 

identification as well as Drosophila melanogaster were not used for further experiments and 

were discarded.  
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Figure 8: Fly cage for D. suzukii sampling. Invested fruits were put in a cage made from 
a plastic bucket. A wet sponge cloth in a drosophila food vial was used to raise the humidity 
in the bucket if needed. Paper tissues were used to absorb fruit juice. Two small holes on 
the side were cut into the bucket and covered with gaze to ensure a sufficient oxygen 
supply.  

 

3.2. Laboratory Strains 

Laboratory strains from the USA (LS_USA), Ontario (LS_Canada), Italy (LS_Italy), Kriftel 

(LS_Frankfurt), Valsugana (LS_Valsugana), and Strasbourg (LS_France) were used. 

LS_USA was established in 2010 from a field collection in North Carolina (Stockton et al., 

2020), LS_Canada was started in 2012 (Jakobs et al., 2015; Renkema et al., 2015), 

LS_Italy was kept in the laboratory since 2014 and LS_Frankfurt was established in 2016 

(Lee and Vilcinskas, 2017). LS_France was kindly provided by Eric Marois and originated 

from Strasbourg (France). Alberto Grassi provided LS_Valsugana from Valsugana in Italy. 

Both were collected in 2018 and kept in the laboratory since. 

In addition, a new laboratory strain was established from the sampling location Bad 

Homburg (LS_HG). The samples named LS_HG18 and LS_HG19 originated from these 

flies and were collected for analysis after one (LS_HG18) and two years (LS_HG19) in 

culture, respectively. All D. suzukii laboratory strains were maintained on standard 

Drosophila medium at 25°C and 55% humidity with a 12 h-photoperiod and transferred to 

fresh media every week.  
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3.3. Molecular Techniques  

Detailed protocols with step-by-step instructions for all molecular techniques used in this 

thesis can be found under B Laboratory Protocols. These protocols are adjusted to current 

(2021) laboratory equipment.  

 

3.3.1. DNA Extraction  

Total genomic DNA was extracted from whole insects. Samples were placed in lysis tubes 

with 1.4 mm ceramic spheres (Lysing Matrix D bulk, MP Biomedicals, Solon, OH), 200 µl 

sterile filtered homogenization buffer was added (1 M Tris-HCl (pH 7.5), 5 M NaCl, 0.5 M 

EDTA (pH 8), 0.3 M spermine tetra-HCl, 1 M spermidine tri-HCl, 1 g sucrose), and then 

homogenized at 6000 rpm for 40 sec in a Fast Prep-24TM (MP Biomedicals, Solon, OH). 

Afterward, 200 µl lysis buffer (1 M Tris-HCl (pH 9.0), 0.5 M EDTA (pH 8.0), 10% SDS, 1 g 

sucrose) was added and incubated at 70°C for 10 min. 60 µl of 8 M KOAc was added, and 

tubes were stored on ice for 30 min. After transferring the suspension to a new tube, 

samples were centrifuged at 12000 rpm for 10 min at 4°C. DNA was precipitated with two 

volumes of ice-cold 100% EtOH and stored at -20°C overnight. DNA was pelleted by 

centrifugation at 12000 rpm for 40 min at 4°C. The pellet was washed with 30 µl of 70% ice-

cold ethanol for 10 min while centrifuging at 12000 rpm at 4°C. Pellets were air-dried and 

resuspended in 50 µl H2O for further use in Multiplex PCR or in 1x TE buffer (1 M Tris-HCl 

(pH 7.5), 500 mM EDTA (pH 8)) for long term storage. 

 

3.3.2. Determination of DNA Concentration 

DNA concentration of plasmids and purified PCR products was determined using an Epoch 

Microplate Spectrophotometer (BioTek, Winooski, VT, USA). For the quantification 2  µl 

reference and 2 µl of the sample were pipetted. Absorbance was measured at 260nm and 

the purity of samples was determined using the 260/280nm ratio. This ratio should be 

between 1.7 and 1.8, lower or higher values can indicate contamination with protein or RNA.  

The concentration of PCR products generated by multiplex PCR for fragment length 

analysis was assessed using gel electrophoresis on 3% agarose gels, stained with SYBR® 

Safe DNA Gel Stain (Invitrogen, Massachusetts, USA), and visualized under UV light. The 

intensity of undiluted sample DNA was compared to that of the Quick-Load® Purple 100 bp 

DNA Ladder (New England Biolabs, NEB, Massachusetts, USA), which was used as a 

reference. If the intensity of the 500 bp band (97 ng, according to the manufacturer) is similar 

to a 2 µl undiluted sample, then the sample concentration is 48.5 ng/µl (97 ng divided by 

2 µl). Because a multiplex PCR exhibits multiple bands it was important to check the band 

intensity between samples to guaranty similar concentrations. 
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3.3.3. Polymerase Chain Reaction (PCR) 

Amplification of a specific DNA sequence was done by performing a Polymerase Chain 

Reaction (PCR). PCR was performed under the following conditions with either Platinum 

polymerase (5 U/µl) (Invitrogen) (Table 1, Table 2) or Q5 Polymerase (2,000 U/ml) (NEB) 

(Table 3, Table 4). Primers used in this thesis are listed in Table A.2.4.1 and Table A.2.4.2. 

PCR primer pairs were between 18-25 bp long and had a melting temperature between 57 

- 62°C. Primers were designed with Primer 3 implemented in Geneious Prime 2019.2 

software and tested with IDT OligoAnalyzer 3.1 (IDT, Iowa, USA) as well. Primers were 

shipped dry and adjusted to 100 µM with 1x TE buffer. Afterward, primers were adjusted to 

10 µM with HPLC-H2O. A BioRad C1000 touch (BioRad, California; USA) was used as a 

thermal cycler. 

 

Table 1: Reaction setup for PCR using Platinum polyme rase. Shown are the 
components of a single reaction and the amount needed for either a 25 µl or a 50 µl reaction. 

Component 25 µl rxn 50 µl rxn 

Water, nuclease-free to 25 µl to 50 µl 

10x PCR Buffer, -Mg 2.5 µl 5 µl 

50 mM MgCl2 0.75 µl 1.5 µl 

10 mM dNTP Mix 0.5 µl 1 µl 

10 µM forward Primer 0.5 µl 1 µl 

10 µM reverse Primer 0.5 µl 1 µl 

Template DNA varies varies 

Platinum Taq DNA Polymerase 0.1 µl 0.2 µl 

 

Table 2: Cycling parameter for PCR using Platinum polymerase. Shown is each step 
of the PCR cycle with the corresponding temperature, time, and the number of cycles. 

Step Temperature Time Number of Cycles 

Initial denaturation 95°C 2 min 1 

Denaturation 95°C 30 sec 
35 

Annealing Tm-5 30 sec 

Extension 72°C 1:30 min 

Final Extension 72°C 5 min 1 
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Table 3: Reaction setup for PCR using Q5 polymerase. Shown are the components of 
a single reaction and the amount needed for either a 25 µl or a 50 µl reaction. 

Component 25 µl rxn 50 µl rxn 

Water, nuclease-free to 25 µl to 50 µl 

5x Q5 Reaction Buffer 5 µl 10 µl 

10 mM dNTP Mix 0.5 µl 1 µl 

10 µM forward Primer 1.25 µl 2.5 µl 

10 µM reverse Primer 1.25 µl 2.5 µl 

Template DNA varies varies 

Q5 High-Fidelity DNA Polymerase 0.1 µl 0.2 µl 

 

Table 4: Cycling parameter for PCR using Q5 polymerase. Shown is each step of the 
PCR cycle with the corresponding temperature, time, and the number of cycles. 

Step Temperature Time Number of Cycles 

Initial denaturation 98°C 30 sec 1 

Denaturation 98°C 10 sec 
35 

Annealing Tm-5 20 sec 

Extension 72°C 2:30 min 

Final Extension 72°C 5 min 1 

 

 

3.3.3.1. Colony PCR 

A colony PCR was performed to determine the presence or absence of insert DNA in 

plasmids. For this, the primer pairs designed for PCR of the target sequence were used 

(Table A.2.4.1 and Table A.2.4.2). Template DNA for the PCR originated from picked E. coli 

colonies. PCR reactions were performed with Dream Taq DNA Polymerase (5 U/µl) 

(Thermo Fisher Scientific, MA, USA) in 50 µl volume, 0.2 mM dNTPs, and 10x Dream Taq 

Buffer (Table 5). Cycling parameters are given in Table 6. 

 

Table 5: Reaction setup for PCR using DreamTaq polymerase. Shown are the 
components of a single reaction and the amount needed for either a 25 µl or a 50 µl reaction.  

Component 25 µl rxn 50 µl rxn 

Water, nuclease-free to 25 µl 37.75 µl 

10x DreamTaq Buffer 2.5 µl 5 µl 

2 mM dNTP Mix 2.5 µl 5 µl 

10 µM forward Primer 0.5 µl 1 µl 

10 µM reverse Primer 0.5 µl 1 µl 

Template Bacterial clone Bacterial clone 

DreamTaq DNA 

Polymerase 

0.125 µl 0.25 µl 
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Table 6: Cycling parameter for PCR using DreamTaq polymerase. Shown is each step 
of the PCR cycle with the corresponding temperature, time, and the number of cycles. 

Step Temperature Time Number of Cycles 

Initial denaturation 95°C 3 min 1 

Denaturation 95°C 30 sec 
35 Annealing Tm-5 30 sec 

Extension 72°C 1 min 

Final Extension 72°C 5 min 1 

 

3.3.3.2. Multiplex PCR for Microsatellite Analysis 

Primers for FLA were designed and published by Fraimout (2015). Each forward primer 

(Metabion, Planegg, Germany) was marked with a fluorescent dye, while the corresponding 

reverse primer (Eurofins Genomics GmbH, Ebersberg, Germany) was unmarked (Table 

A.2.4.2).  

DNA amplification for fragment analysis was performed using the Qiagen Multiplex PCR 

Kit (Qiagen, Hilden, Germany) in 10 µL final reaction volume, containing 1x QIAGEN 

Multiplex PCR Master Mix, 0.2 µM primer mix, 0.5x Q-Solution, and 100 ng of genomic DNA 

(Table 7). The PCR cycling protocol was: 95°C, 5 min; 32 cycles of 95°C for 30 s, 57°C for 

90 s, 72°C for 3 min; final elongation at 72°C for 30 min, the latter is advised to be used for 

analysis on capillary sequencers (Table 8). 

 

Table 7: Reaction setup for PCR using Qiagen Multiplex PCR Kit. Shown are the 
components of a single reaction and the amount needed for either a 10 µl or a 50 µl reaction. 

Component 10 µl rxn 50 µl rxn 

Water, nuclease-free to 10 µl to 50 µl 

2x Multiplex PCR Master Mix 5 µl 25 µl 

5x Q-Solution 1 µl 5 µl 

10x primer mix, 2 µM each primer 1 µl 5 µl 

Template DNA 100 ng 100 ng 

 

Table 8: Cycling parameter for PCR using Qiagen Multiplex PCR Kit. Shown is the step 
of the PCR cycle with the corresponding temperature, time, and the number of cycles. 

Step Temperature Time Number of Cycles 

Initial PCR 

activation 

95°C 5 min 1 

Denaturation 95°C 30 sec 
32 

Annealing 57°C 90 sec 

Extension 72°C 3 min 

Final Extension 72°C 30 min 1 
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3.3.4. PCR Purification 

PCR products were either purified with the Zymo Clean and Concentrator-5 Kit or the Zymo 

Clean and Concentrator-25 Kit (Zymo Research), which provide PCR purification of up to 

5 µg or 25 µg DNA, respectively. An alternative method was to excise gel bands from an 

agarose gel and purify them with the Zymo Gel DNA Recovery Kit (Zymo Research). DNA 

for FLA was eluted in H2O, DNA for Sanger sequencing was eluted using 1x TE buffer.  

 

3.3.5. Gel Electrophoresis 

Agarose gels were used to separate and analyze DNA fragments. For the preparation of an 

agarose gel, 1x TAE buffer, agarose, and SYBR® Safe DNA Gel Stain (Invitrogen, 

California, USA) were used. A 1.5% agarose gel was used to analyze PCR fragment length. 

To determine the concentration of multiplex PCR products for fragment length analysis, a 

3% agarose gel was used. The DNA samples were loaded into the wells with Purple Gel 

Loading Dye (6X) (NEB). In addition, 3 µl of the Quick-Load® Purple 100 bp DNA Ladder 

(NEB) was loaded into a separate well on each gel, which is a molecular weight DNA marker 

and functioned as a reference. Agarose gels were run in 1x TAE buffer at 90 – 120 V for 40 

to 60 min. For visualization of the DNA fragments, the VersaDoc and Quantity One Software 

(4.6.9) were used.  

 

3.3.6. Preparation of E. coli Competent Cells 

E. coli competent cells were prepared using the Mix & Go E. coli Transformation Kit & Buffer 

Set from Zymo Research (Zymo Research). Approximately 10 µl of competent cells were 

transferred in 4 to 5 ml of LB medium. Cells were then grown at 37°C at 110 rpm for one 

day. In the evening 50 ml ZymoBroth medium were inoculated with 500 µl of the respective 

E. coli strain and grown at 20°C at 110 rpm overnight. On the next day, cells were harvested 

by centrifugation at 4°C and 1,600 g for 10 min. The cell pellet was resuspended in 5 ml 

wash buffer and re-pelleted. Supernatant had to be removed completely and cells were 

resuspended in 5 ml Competent buffer. A final volume of 50 µl solution was transferred into 

precooled 1.5 ml reaction tubes and immediately frozen in liquid nitrogen. Competent cells 

were stored at -80°C.  

 

 

 

 



31 

3.3.7. Cloning  

Purified PCR products were cloned into the pCR4-TOPO TA vector or the Zero Blunt TOPO 

PCR Cloning vector (both Thermo Fisher Scientific, MA, USA), depending on the 

polymerase used in PCR. A ligation mixture of 1.5 µl was prepared by mixing 1 µl purified 

PCR product, 0,25 µl Salt-solution and 0,25 µl vector and incubated for 30 min at RT. An 

aliquot of competent E. coli cells was thawed on ice. A total of 1.1 µl ligation mixture was 

added to the cells and incubated on ice for 30 min. The cells were heated at 42°C in a water 

bath for 40 sec and placed back on ice for 2 min. 250 µl SOC medium was added to the 

cells and incubated for 60 min at 37°C at 220 rpm. After the incubation 200 µl were plated 

on LB agar plates containing the appropriate antibiotic. The remaining 50 µl were stored at 

4°C and kept in case the LB agar plates were overgrown. The plates were incubated at 

37°C overnight.  

 

3.3.8. Overnight Culture 

For overnight cultures, 5 ml or 50 ml of LB medium with an appropriate antibiotic were 

inoculated with either a single colony of an LB agar plate or from a cryo-stock. The cultures 

were grown at 37°C for 16 h. 5 ml cultures were shaken at a speed of 220 rpm and 50 ml 

cultures at a speed of 180 rpm. 

 

3.3.9. Plasmid Isolation 

Plasmid isolation was performed with the NucleoSpin Plasmid Kit (Macherey-Nagel). Cells 

of 4 ml overnight culture were used according to the vendor’s protocol. The plasmid DNA 

was eluted in 50 µl elution buffer. 

 

3.3.10. Restriction Enzyme Digestion  

This method was performed as an alternative to the colony PCR to ensure a successful 

transformation. Restriction was carried out by using EcoRI-HF and CutSmart buffer (NEB, 

Thermo Fisher Scientific). The digestion was performed at 37°C for 60 min. The results of 

the digestion were checked by gel electrophoresis on a 1.5% agarose gel. 
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3.3.11. Sanger Sequencing 

The sequencing reaction for purified PCR products and cloned fragments was carried out 

by Macrogen (Amsterdam, Netherlands). For sequencing, 500 ng of purified plasmid DNA 

were used, or 75 ng of purified PCR product, mixed with 2.5 µl of the sequencing primer of 

the corresponding plasmid or PCR product and filled to a total volume of 10 µl with HPLC-

H2O. Sequence data in .ab1-format was analyzed with Geneious Prime 2019.2 (Biomatters 

Ltd, Auckland, New Zealand). Regions with bad quality at the 5’ and 3’-end were trimmed 

and sequences were checked for vector contaminations with the ‘Trim Ends’ function 

implemented in Geneious Prime.  

 

3.3.12. Fragment Length Analysis (FLA) 

Samples were sent for fragment analysis on an ABI 3730 Genetic Analyzer to StarSEQ 

(Mainz, Germany). For each sample, a total volume of 10 µl was pipetted in a 96 well plate 

and sealed using pierceable heat seal foil (BioRad) sealed with a BioRad PX1 plate sealer. 

GeneScanTM-500LIZTM (ThermoFisher Scientific, Waltham, Massachusetts) was used as an 

internal size standard. Fragments were sized with the Geneious Prime 2019.2 software. If 

no sample amplification was obtained after three attempts, the locus was classified as 

missing data. 
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3.4. Bioinformatic Methods and Statistical Analysis 

Detailed protocols with step-by-step instructions for all bioinformatics methods used in this 

thesis can be found under C Bioinformatic Protocols for Microsatellite Analysis. 

 

3.4.1. Online-Tools and Databases 

Location sites were mapped using geographic coordinates with Simplemappr 2 (Shorthouse, 

2010). Coordinates from each sample site were taken to assure that each year fruits from 

the same locations were collected.  

BLAST (Altschul et al., 1990), the Basic Local Alignment Search Tool, was used to 

compare nucleotide sequences with sequences from databases by finding similarities 

between those sequences. It is available at the website of the National Center for 

Biotechnology Information (NCBI3).  

The Spotted Wing Fly Base4 (Chiu et al., 2013) was used to analyze and compare 

nucleotide sequences of SWD with the D. suzukii genome or to search for specific genes 

of interest. In contrast to the BLAST function in NCBI, nucleotide sequences in the Spotted 

Wing Fly Base are specifically compared to the SWD genome. 

 

3.4.2. Geneious 

The Geneious Prime 2019.2 software is a bioinformatics software platform that was used 

for Sanger sequence analysis, including trimming, pairwise and multiple alignments, 

mapping, chromatogram analysis, annotation, primer design, and microsatellite analysis 

with the microsatellite external plugin. The latter allows streamlined microsatellite 

genotyping. ABI fragment analysis files can be imported and it is possible to visualize traces, 

fit ladders, call peaks, bin them and produce a table of genotypes to export for further 

analysis in GenAlex software v.6.41 (Peakall and Smouse, 2012). Before starting the 

analysis, the locus information has to be set, which is based on the characteristics of the 

microsatellites used. It includes the dye used (FAM, HEX, ROX, TAMRA), the expected 

number of peaks (usually two for a diploid organism), the repeat unit (e.g. dinucleotide 

repeat), and the microsatellite range (e.g. 160 bp to 320 bp, this information was obtained 

from the original paper Fraimout 2015). First, the ladder has to be called correctly. Since 

StarSeq used the GeneScanTM 500 LIZTM Size Standard (ThermoFisher Scientific, 

Waltham, Massachusetts) for the FLA, this ladder had to be called and recognized in all ABI 

files. For binning the ‘3rd Order Least Squares’ sizing algorithm was chosen. It was chosen 

                                              
2 https://www.simplemappr.net/ 
3 https://blast.ncbi.nlm.nih.gov/Blast.cgi 
4 http://spottedwingflybase.org 
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over the alternative ‘Local Southern’ and ‘Cubic Spine Interpolation’ algorithms because it 

uses regression analysis to build a best-fit-size-calling curve, it compensates for any 

fragment that may run anomalously and results in the least amount of deviation for all the 

fragments, including size standard and samples. 3 rd order was chosen over 2nd order 

because it uses a higher polynomial degree and captures more of the peak structure. It also 

provides more flexibility when generating best-fit curves for sizing samples with 

anomalously migrating fragments.  

 

3.4.3. Population Genetics Software 

GenAlex software v.6.41 (Peakall and Smouse, 2012) is a plugin for Microsoft Excel and 

offers population genetic analysis tools. It was used for basic frequency-based and 

distance-based analysis of microsatellite data. Frequency-based statistical procedures 

included the calculation of allele frequencies at each locus for every population, the number 

of alleles (Na), the effective number of alleles (Ne), the observed (Ho) and expected (He) 

heterozygosity, private alleles, and Fixation index (F) together with the mean over loci or 

populations and the standard error. GenAlex was further used to output the classical 

Wright’s F statistics (Wright 1946, 1951, 1965). For the allelic pattern a graphical output is 

available that is summarized by the number of alleles (Na) across loci, Na with a frequency 

higher than 5%, the effective number of alleles (Ne), the number of private alleles (AP), 

number of locally common alleles with a frequency higher than 5% found in less than 25% 

and/or less than 50% of populations and the expected heterozygosity (He). The pairwise 

population Nei’s Genetic Distance/Identity and pairwise FST between populations is given 

by frequency-based statistics too. A major part of the distance-based statistical options in 

GenAlex is the Principal Coordinates Analysis (PCoA). PCoA was used to plot the 

dissimilarities within a multivariate dataset. GenAlex was further used to calculate 

deviations from Hardy-Weinberg equilibrium (HWE) by performing a Chi-Square test of 

HWE to test if Ho is consistent with the expectations under HWE. The null hypothesis (H0) 

states that populations are randomly mating and the alternative hypothesis (H1) states that 

populations are not randomly mating.  

FreeNA (Chapuis and Estoup, 2007) was used to estimate null allele frequencies for 

each locus analyzed following the Expectation-Maximization (EM) algorithm (Dempster et 

al., 1977). It was used during the first experiments to exclude loci that show a certain degree 

of null alleles. Cervus 3.0 software was used to calculate the Polymorphism Information 

Content (PIC) (Kalinowski et al., 2007). The PIC calculation is included in the summary 

statistics in the ‘Allele Frequency Analysis’ module. 
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A hierarchical analysis of molecular variance (AMOVA) was obtained using Arlequin 

v.3.5.2.2 (Excoffier and Lischer, 2010). The input file was generated using the export 

function in GenAlex. The option ‘Locus by Locus AMOVA’ was chosen in the settings tab of 

the program. In the same tab, the option ‘Compute distance matrix’ from the dropdown 

menu was used and the number of permutations was set to 1000. It was further used to test 

for Linkage disequilibrium (LD), which refers to the nonrandom association of alleles at 

different loci. Detecting LD does not confirm either linkage or a lack of equilibrium in a locus 

or population (Slatkin, 2008). For each pair of loci in each population, the genotypic linkage 

disequilibrium was tested using a Chi-Square test (Di Rienzo et al., 1994) and a Markov 

chain method with 1000 iterations. This test assumes that populations are in Hardy-

Weinberg equilibrium.  

STRUCTURE 2.3.4 (Falush et al., 2003; Pritchard et al., 2000) was used to investigate 

the number of genetically distinct clusters (K) in a dataset. The input data file was obtained 

by using the export function in GenAlex. Each analysis was run with 1,000,000 Markov 

Chain Monte Carlo (MCMC) repetitions and a burn-in period of 100,000 repetitions using 

20 iterations of K = 1-20. The analysis was further run using the admixture ancestry model. 

Results from STRUCTURE were summarized using STRUCTURE HARVESTER5 (Web 

v0.6.94 July 2014) (Earl and vonHoldt, 2012). It was used to detect the most likely K value 

according to Evanno and Pritchard, assessed through analysis of K, the Dirichlet 

parameter alpha () and LnP(D)/L(K) distribution plots (Evanno et al., 2005; Hubisz et al., 

2009). Data for the most likely K was then loaded into the Program Pophelper to visualize 

the final result. Pophelper Structure Web App v1.0.106 (Francis, 2017) was used to align 

assignment clusters across replicate runs and visualize the results. STRUCTURE was set 

to run 20 iterations per K and this tool was used to merge and align all repetitions, therefore 

generating one evaluable graph. 

An unrooted Neighbor-Joining (NJ) dendrogram was constructed with PoptreeW7 

(Takezaki et al., 2014) based on Da distance (Nei et al., 1983), which is a genetic 

dissimilarity coefficient that is based on mutation and drift. It is defined as 𝐷𝐴 = 1 −

1

𝑟
∑ ∑ √𝑥𝑖𝑗 𝑦𝑖𝑗

𝑚𝑗

𝑗
𝑟
𝑗 , where r is the number of loci used, mj is the number of alleles at the j-th 

locus and xij and yij are the frequencies of the i-th allele at the j-th locus in populations X 

and Y (Nei et al., 1983; Takezaki et al., 2014). A test for robustness was carried out by using 

a bootstrap value of 10,000. 

 

                                              
5 http://taylor0.biology.ucla.edu/structureHarvester/ 
6 http://pophelper.com/ 
7 http://www.med.kagawa-u.ac.jp/~genomelb/takezaki/poptreew/ 
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GENECLASS2 (Piry et al., 2004) was run to determine the probability of each individual 

originating from the sample area or another reference population. Genetic assignment 

methods resolve population structures and relationships on an individual level (Estoup and 

Angers, 1998). Since this method gives an estimate of where individuals originate from, it 

is possible to detect immigrant individuals and to predict the real-time dispersal of a 

species/population (Piry et al., 2004; Rannala and Mountain, 1997). The standard Bayesian 

criterion of Rannala and Mountain (1997) and the Monte Carlo resampling method of 

Paetkau et al. (2004) was used with an alpha value of 0.05. Results were based on 10,000 

simulated genotypes for each population and a threshold probability value of 0.05. 

Bottleneck v.1.2.2 (Piry et al., 1999) was used to determine if recent demographic events 

like expansion or mitigation in population size took place. The two-phase model (TPM) and 

the stricter Stepwise Mutation Model (SMM) were used with model options for the TPM of 

80% single-step mutations, a variance among multiple steps of 12 and with 5,000 iterations. 

Wilcoxon’s signed-rank test was used to assess the probability of heterozygosity.  

SigmaPlot for Windows Version 14.0 (© 2017 Systat Software, Inc.), a tool for statistics 

and data analysis, was only used in some cases to verify or to reconstruct resu lts obtained 

from other programs. Measures of diversity were analyzed using repeated-measures 

analysis of variance (ANOVA) to determine differences among populations and years. 

Pairwise comparisons were obtained from posthoc Bonferroni correction. 

A sample size estimation was conducted to determine the minimum number of observations 

required for the experiments. Under the assumption, that the population standard deviation 

of allele size is at most seven (based on preliminary exploratory data analyses) and under 

the requirement that a 90%-confidence interval (CI) for the population mean of allele size 

has a length of at most 10 with a probability of 80% (‘precision power’), a sample size of at 

least 19 was necessary. Based on this sample size estimation, we chose to use 20 

individuals from each location and year except for HB17, where only 10 individuals were 

available.  
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4. Results  

4.1. Fly Sampling 

Adult D. suzukii were collected between June and September in 2017, 2018, and 2019 from 

eleven different locations by collecting fruit samples infested with D. suzukii eggs, larvae, 

or pupae (Figure 9). Collected fruits included elderberries, cherries, raspberries, 

strawberries, and blackberries. Strawberries were the only fruits that were not infested in 

either of the three years. If possible, to prevent a biased result by sampling, related 

individuals and fruits of different shrubs or locations in a 20 km radius were collected  

(Table  9). As an alternative, fruits were collected at different time points, for example, once 

in June and later in September. In the cases of Kassel and Bremen, this was not possible 

(Table 9). Names for German samples were chosen from the vehicle registration plate of 

the respective district, the sampling year, and a personal 3-digit ID for each individual. Thus, 

the first individual collected in Dortmund in the year 2017 would be named DO17001.  

 

 

Figure 9: Sample sites and sampling time points of D. suzukii wild populations in 
Germany. Population location acronym, full location name, coordinates, and sampling year 
and month are listed in the table (right). The map (left) was generated by SimpleMappr and 
coordinates are listed in the table. 

 

For all experiments on the eight laboratory strains, 20 specimens from each strain  were 

used (LS_USA, LS_Canada, LS_Italy, LS_Frankfurt, LS_France, LS_Valsugana, 

LS_HG18, and LS_HG19). The two ‘oldest’ laboratory strains are LS_USA and LS_Canada, 

followed by LS_Italy and LS_Frankfurt. LS_USA is the oldest laboratory strain and was 

established in 2010 from a field collection in North Carolina (Stockton et al., 2020). In 2012, 
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the laboratory strain LS_Canada was established (Jakobs et al., 2015; Renkema et al., 

2015), LS_Italy was kept in the laboratory since 2014. The youngest of the four laboratory 

strains is LS_Frankfurt, established in 2016 (Lee and Vilcinskas 2017). LS_France was 

kindly provided by Eric Marois and originated from Strasbourg (France). Alberto Grassi 

provided LS_Valsugana from Valsugana in Italy. Both strains were collected in 2018 and 

kept in the laboratory. The laboratory strains LS_HG18 and LS_HG19 originated from flies 

collected in 2017 in Bad Homburg (HG), reared in the laboratory, and analyzed again after 

one (LS_HG18) and two years (LS_HG19) in culture, respectively. With Dr. Gerrit Eichner8, 

a sample size estimation was conducted to determine the minimum number of observations 

required for the experiment. Under the assumption that the population standard deviation 

of allele size is at most seven (based on preliminary exploratory data analyses) and under 

the requirement that a 90%-confidence interval (CI) for the population mean of allele size 

has a length of at most 10 with a probability of 80% (‘precision power’), a sample size of at 

least 19 was necessary. Based on this sample size estimation, 20 individuals from each 

location and year were used except for HB17, where only ten individuals were available. 

The final data set included 550 individuals from Germany and 160 individuals from 

laboratory strains, totaling 28 different German populations from 11 sample sites and over 

three years and eight laboratory populations (Table 9).

                                              
8 Justus-Liebig-University Giessen, Mathematical Institute, Arndtstrasse 2, 35392 

Giessen, Germany  
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Table 9: Number of SWD individuals sampled and used for analysis per year and 
population. Shown is the number of SWD individuals used for analysis, including the 
laboratory strains. 

  Total number of sampled 

SWD 

Number of SWD used for analysis  

Population Sampling 

areas 

2017 2018 2019 2017 2018 2019   

DO 2 41 26 37 20 20 20 60 

FF 3 0 46 37 0 20 20 40 

FR 4 34 25 33 20 20 20 60 

HB 1 10 0 0 10 0 0 10 

HG 1 47 34 48 20 20 20 60 

HH 2 0 0 39 0 0 20 20 

HOH 3 43 33 35 20 20 20 60 

KS 1 24 28 32 20 20 20 60 

LB 4 39 57 41 20 20 20 60 

PM 3 48 32 52 20 20 20 60 

R 4 39 29 44 20 20 20 60 

LS_France 0 0 20 0 0 20 0 20 

LS_Valsugana 0 0 20 0 0 20 0 20 

LS_Italy 0 20 0 0 20 0 0 20 

LS_Frankfurt 0 20 0 0 20 0 0 20 

LS_Canada 0 20 0 0 20 0 0 20 

LS_USA 0 20 0 0 20 0 0 20 

LS_HG18 0 0 20 0 0 20 0 20 

LS_HG19 0 0 0 20 0 0 20 20 

Total number of individuals used in the analysis  710 

 

 

4.2. Initial Verification of the Marker System 

The SSR markers were tested before the actual experiments to establish a working 

microsatellite marker system for German and laboratory SWD strains and to better 

understand the microsatellite marker characteristics. In Fraimout 2015, microsatellite loci 

were multiplexed because multiplex PCR allows amplifying several different DNA 

sequences simultaneously by using multiple primers (Hayden et al., 2008). Multiplex 

primers must be optimized to produce the desired amplicons in good quality and quantity. 

Primers should have a similar annealing temperature, amplicon sizes have to be different 

to form distinct bands, and amplicons that overlap in size must be distinguished using 

fluorescently-labeled primers. This approach offers considerable cost and labor savings 

(Hayden et al., 2008). Based on these considerations, the primer combinations used in 

Fraimout (2015) were tested on their compatibility and finally split into four primer sets 

(Table 10). Unfortunately, this information is not given in the publication of Fraimout (2015) 

but was personally communicated with Mr. Fraimout via E-Mail.  
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Table 10: Four different multiplex primer sets used in Fraimout (2015). The table 
contains the names of the primers that were split into four different multiplex primer sets.  
Boldface indicates primer pairs that were used for initial testing in this study. 

Kit 1 

Set 1  DS05 DS09 DS12 DS15 DS16 DS33   

Set 2 DS08 DS17 DS19 DS25 DS38 DS39   

 

Kit 2 

Set 3 DS14 DS34 DS32 DS35 DS22 DS20 DS21 DS23 

Set 4 DS06 DS28 DS26 DS36 DS11 DS27 DS07 DS10 

 

Since Kit 2 contains four more primer pairs than Kit 1, unlabeled primers (A.2.4. 

Oligonucleotide Primers) were ordered and tested for all loci in Kit 2 Set 3 and Kit 2 Set 4 

and in addition primers for DS17 since its amplicon size would fit into Kit 2 Set 3. One 

individual from the laboratory strain LS_USA was selected and genomic DNA extracted to 

serve as a template for the following experiments. First, unlabeled primers were used to 

generate DNA sequences that were cloned and sequenced. This allowed the identification 

of the genomic location and more detailed characterization of each microsatellite marker. 

The Sanger sequencing confirmed the repeat motifs given in the publication of 

Fraimout (2015). From the 17 tested markers, ten loci were identified as homozygous 

according to the sequencing result (Table 12). Two loci, DS20 and DS21, showed a second 

repeat motif (CA) that was not mentioned in the original paper of Fraimout (2015). A BLAST 

search in the Spotted Wing Fly Base indicated that all SSR markers are located in non-

coding genome regions (Table 12). 

In another experiment, the multiplex PCR protocol was tested. First, the standard 

multiplex PCR protocol was used as described in the Qiagen Multiplex PCR Kit (Qiagen, 

Hilden, Germany). This PCR resulted in rather faint bands (Figure 10). Different settings 

like the primer concentration, extension time, and the additional use of Q-solution included 

in the Qiagen Multiplex PCR Kit (Table 11) were altered to improve the clarity of the bands. 

Different annealing temperatures in the range of 61°C to 55.2°C resulted in similar results, 

while bands became faint below a temperature of 55°C (Figure 10). Q-Solution and a three-

minute extension time improved the PCR reaction further, while a lower primer 

concentration did not influence the result (Figure 10). 
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Table 11: Variations in the multiplex protocol setup. Four changes were tested to 
improve the multiplex PCR reaction: the additional use of Q-Solution, a lower primer 
concentration, longer extension time, and different annealing temperatures. Changes to the 
protocol are marked in blue. If not stated otherwise, the parameters were according to the 
original publication Fraimout (2015). 

Q
-S

o
lu

ti
o

n
 

Reaction setup: additional use of Q-Solution 

20 µl rxn Component 

to 20 µl  Water, nuclease-free 

10 µl 2X Multiplex PCR Master Mix 

2 µl 5X Q-Solution 

2 µl 10X primer mix  

100 ng Template DNA 

 

P
ri

m
e

r 

Reaction setup: lower primer concentration 

20 µl rxn Component 

to 20 µl  Water, nuclease-free 

10 µl 2X Multiplex PCR Master Mix 

1 µl 10X primer mix  

100 ng Template DNA 

 

E
x

te
n

s
io

n
 t

im
e

 

Cycling parameter with 3 min extension time 

Initial activation 95°C 5 min 

Denaturation 95°C 30 sec 

Annealing 57°C 90 sec 

Extension 72°C 3 min 

Number of cycles: 32 

Final Extension 72°C 30 min 

 

A
n

n
e

a
li

n
g

 t
e

m
p

e
ra

tu
re

 Cycling parameter different annealing temperatures 

Initial PCR activation 95°C 5 min 

Denaturation 95°C 30 sec 

Annealing 54.1 - 61°C 90 sec 

Extension 72°C 1 min 

Number of cycles: 32 

Final Extension 72°C 30 min 
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Figure 10: Agarose gel analysis of different multiplex PCR test conditions. a) 1 = 
standard protocol suggested by the manufacturers protocol. b) protocol from Fraimout 
(2015) with different changes, 2 = reduced primer concentration, 3 = additional use of Q-
Solution in the PCR reaction, 4 = three-minute-long extension time. c) PCR protocol 
according to Fraimout (2015) with different annealing temperatures. 5 = 61°C, 6 = 59.8°C, 
7 = 58.6°C, 8 = 57.1°C, 9 = 55.2°C, 10 = 54.6°C, 11 = 54.1°C. Size ladder used in this 
image: Quick-Load® 100 bp DNA Ladder (NEB). 

 

Based on these results, it was decided to use the protocol written down in 3.3.3.2 

(Multiplex PCR for Microsatellite Analysis) and to order oligonucleotides with fluorescent 

dyes for Kit2 Set 3 and Set 4 and DS17. These primers were then used to do a first 

Fragment Length Analysis (FLA) at StarSeq (Mainz, Germany). To test for different allele 

size variants, each locus was sequenced several times. The locus was classified as a 

homozygote if no alternative allele variant was identified after ten sequencing reactions. 

The FLA later confirmed the zygosity and the differences in repeat length that were identified 

by Sanger-sequencing (Table 12). The three loci, DS17, DS26, and DS32, were excluded 

from further experiments because the FLA chromatogram was of poor quality even after 

several replications. The remaining 14 microsatellite markers were used for FLA in the 

German and laboratory samples. 
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Table 12: Initial testing of 17 microsatellite markers. Sanger sequencing results show 17 microsatellite markers, compared to FLA results from one 
individual from LS_USA. For each locus, the published repeat motif was confirmed by Sanger sequencing, the repeat length in bp was checked for 
different size variants, sequences were checked for noticeable problems, Sanger and FLA results were compared, and the sequen ce information was 
used to define the genomic location of each marker in the SWD genome.  

Marker Correct repeat motif 
Repeat length in bp  

(Sanger Seq) 
Note 

FLA in bp Genomic location  

(Chiu et al., 2013) Allele 1 Allele 2 

DS06 yes 10  151 151 scaffold1: 11,483,889..11,484,042 

DS07 yes 22 24  188 190 scaffold1: 3,237,190..22,186,765 

DS10 yes 18 24  288 294 scaffold200: 81,328..142,031 

DS11 yes 14  244 244 scaffold3366: 2,800..3,063 

DS14 yes 18 20  197 199 scaffold6: 146,952..4,165,965 

DS17 yes 20 Null allele x x scaffold6: 3,127,060..3,127,160 

DS20 yes 8 2nd repeat (CA) 222 222 scaffold3: 2,408,346..9,382,492 

DS21 yes 14 18 2nd repeat (TG) 326 330 scaffold14: 284,142..810,706 

DS22 yes 18  326 326 scaffold16: 113,346..113,499 

DS23 yes 16  257 257 scaffold27: 697,440..731,721 

DS26 yes 8 Bad quality FLA x x scaffold400: 83,177..83,267 

DS27 yes 14 20  88 94 scaffold400: 83,177..83,267 

DS28 yes 20 24  156 160 scaffold443: 36,041..51,998 

DS32 yes 12 Bad quality FLA 343 343 scaffold72: 219,191..229,192 

DS34 yes 18  252 252 scaffold93: 172,600..204,768 

DS35 yes 18  222 222 scaffold356: 99,650..99,866 

DS36 yes 18 20  181 183 scaffold200: 81,328..142,031 
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4.3. Null Alleles, Polymorphisms and Genetic Variability at 14 Microsatellite Loci  

Fifteen microsatellite markers were tested for null alleles. Only one locus (DS17) was 

suggested to have a null allele frequency higher than 10% in almost all populations 

(Figure 11). This 10% value is described as a threshold from which null allele frequencies 

are problematic when testing for selection (Fraimout et al., 2015). Loci with higher frequency 

values than 10% often show an excess of homozygotes, leading to an overestimation  of 

inbreeding. Another locus with null allele frequencies higher than 0.1 in three out of 36 

tested populations was DS21 (Figure 11). Also, the number of values close to 0.1 was 

higher than in the other tested loci for DS21. For the remaining 13 loci, null alleles were 

suggested in two populations, HB17 and LS_USA (Figure 11). 

 

 

Figure 11: Estimate of null allele frequencies. The null allele frequency for each locus in 
every population and year is shown. The different loci are color- and form-coded. The red 
line marks the 10% null allele frequency mark. 

 

First, the genetic variability and the information content of the microsatellite markers were 

evaluated. This allows an estimation of how well a marker will perform in a population  

genetic study and if it should be included in an experiment. The results for variability indices 

in the 14 SSR marker are shown in Table 13. The table contains the number of different 

alleles (Na), the number of effective alleles (Ne = number of equally frequent alleles it would 

take to achieve a given level of gene diversity), observed heterozygosity (Ho = actual 

observed proportion of heterozygotes in a locus), expected heterozygosity (He = proportion 

of genotypes expected to be heterozygous under HWE), the mean inbreeding coefficient 

(FIS = genetic differences of the subpopulation contained in an individual) , and information 

on the polymorphism information content (PIC). PIC was obtained as an index for gene 

abundance. The level of diversity reflects genetic variation in loci (PIC > 0.5 = high 
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polymorphism, 0.5 > PIC > 0.25 = moderate polymorphism, PIC < 0.25 = low 

polymorphism). PIC across loci ranged from 0.474 (DS11) to 0.836 (DS07). All loci except 

for DS11 showed high polymorphism (Table 13), confirming that this set of markers is 

suitable for population genetic studies. Locus DS11 was the least variable microsatellite 

marker with the lowest values for all tested characteristics, except for observed 

heterozygosity and the fixation index. Negative F values were detected in five loci, indicating 

heterozygote excess (outbreeding). Nine of the 14 loci had a positive F IS value, indicating 

heterozygote deficiency (inbreeding) compared to expectations under HWE. The 

differences between observed and expected heterozygosity were negligible in all loci except 

for locus DS21. He was expected to be as high as 0.66, but Ho was only 0.21, suggesting 

that more homozygotes were present in DS21 than expected under HWE. This fits the result 

from FreeNa (Figure 11), since DS21 was the only locus that showed higher null allele 

frequencies compared to other loci. Deviation from HWE was tested for all years in each 

locus. A significant difference (p > 0.05) from HWE was observed in 18 of 42 year -locus 

combinations (Table 14).  

Under the assumption that populations are in Hardy-Weinberg equilibrium, significant LD 

was found for all pairs of loci in at least one German population or one laboratory strain 

(A.1.3 Results for Linkage Disequilibrium for Each Population). All populations showed 

significant linkage amongst several loci. The European laboratory strains showed the most 

linked loci per locus. In LS_Frankfurt and LS_Italy, the number of linked loci were six in 

DS36 and DS23, respectively. In LS_France, six loci were linked to DS36, DS07, and DS28 

(A.1.3 Results for Linkage Disequilibrium for Each Population). 
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Table 13: Characteristics of 14 microsatellite markers analyzed in this study. Mean and SE for all populations and years for each locus. PIC = 
Polymorphism Information Content; Na = No. of different alleles; Ne = Number of effective alleles; Ho = observed heterozygosity; He = expected 
heterozygosity; FIS = mean inbreeding coefficient. 

    DS14 DS34 DS21 DS20 DS35 DS23 DS22 DS06 DS36 DS11 DS27 DS07 DS10 DS28 

PIC 0.689 0.621 0.714 0.750 0.718 0.818 0.666 0.664 0.608 0.474 0.722 0.836 0.767 0.768 

Na 
Mean 6.31 4.33 4.97 5.72 5.81 6.97 4.67 4.81 4.78 3.53 6.28 7.03 6.72 6.08 

SE 0.29 0.2 0.19 0.27 0.25 0.3 0.19 0.19 0.21 0.14 0.23 0.27 0.26 0.27 

Ne 
Mean 3.32 2.62 3.24 3.63 3.46 4.13 3.07 3.19 2.52 1.95 3.63 4.89 4.02 4.09 

SE 0.16 0.13 0.14 0.21 0.13 0.22 0.14 0.17 0.11 0.06 0.14 0.22 0.17 0.21 

Ho 
Mean 0.65 0.55 0.21 0.64 0.78 0.64 0.65 0.54 0.6 0.47 0.75 0.87 0.62 0.72 

SE 0.03 0.03 0.02 0.03 0.03 0.03 0.03 0.03 0.02 0.02 0.02 0.02 0.02 0.03 

He 
Mean 0.67 0.57 0.66 0.67 0.68 0.72 0.64 0.64 0.58 0.47 0.7 0.77 0.73 0.72 

SE 0.02 0.02 0.02 0.03 0.02 0.02 0.02 0.03 0.02 0.02 0.02 0.01 0.02 0.02 

FIS 

Mean 0.03 0.04 0.67 0.04 -0.13 0.12 -0.02 0.13 -0.04 0 -0.06 -0.12 0.15 0 

SE 0.03 0.04 0.03 0.03 0.03 0.04 0.03 0.03 0.03 0.04 0.02 0.03 0.03 0.03 
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Table 14: Deviation from Hardy-Weinberg equilibrium in 42 year-locus combinations. 
Chi-Square test of HWE to test if Ho is consistent with the expectations under HWE. 
Deviations from HWE over all populations in each year for each locus. d.f.= degree of 
freedom; ChiSq = Chi-Square value; ns = not significant; * P < 0.05; ** P < 0.01; 
*** P < 0.001. 

Year Locus d.f. ChiSq Probability Significance 

2017 

DS14 36 54.765 0.023 * 

DS34 10 11.001 0.357 ns 

DS21 21 532.075 0.000 *** 

DS20 21 46.905 0.001 *** 

DS35 28 59.694 0.000 *** 

DS23 45 93.524 0.000 *** 

DS22 28 191.725 0.000 *** 

DS06 21 190.454 0.000 *** 

DS36 28 31.412 0.299 ns 

DS11 15 8.151 0.918 ns 

DS27 36 24.837 0.920 ns 

DS07 66 65.852 0.482 ns 

DS10 55 71.142 0.070 ns 

DS28 28 30.047 0.361 ns 

2018 

DS14 36 24.794 0.921 ns 

DS34 15 43.173 0.000 *** 

DS21 36 710.716 0.000 *** 

DS20 21 45.550 0.001 ** 

DS35 28 32.138 0.269 ns 

DS23 45 113.234 0.000 *** 

DS22 15 22.823 0.088 ns 

DS06 21 39.081 0.010 ** 

DS36 15 15.562 0.412 ns 

DS11 10 19.232 0.037 * 

DS27 28 41.972 0.044 * 

DS07 45 62.302 0.045 * 

DS10 36 70.386 0.001 *** 

DS28 28 24.121 0.675 ns 

2019 

DS14 36 72.714 0.000 *** 

DS34 15 41.022 0.000 *** 

DS21 21 639.496 0.000 *** 

DS20 21 51.809 0.000 *** 

DS35 28 43.199 0.033 * 

DS23 55 269.671 0.000 *** 

DS22 15 19.221 0.204 ns 

DS06 21 119.937 0.000 *** 

DS36 36 44.475 0.157 ns 

DS11 10 7.712 0.657 ns 

DS27 28 23.988 0.682 ns 

DS07 66 74.566 0.220 ns 

DS10 78 136.419 0.000 *** 

DS28 28 34.582 0.182 ns 
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4.4. Laboratory Strains 

4.4.1. Genetic and Allelic Diversity among Laboratory Strains 

Estimates for genetic and allelic diversity for the eight laboratory strains were calculated 

separately from the German populations because laboratory strains are generally kept in 

an artificial environment leading to inbred populations and artificial selection that could bias 

the results for the German populations. Nevertheless, the use of laboratory strains allows 

to test the experimental design upfront and those strains can be used as outgroups. Testing 

the workflow and the microsatellite markers constituted an essential part of this study. 

Samples from the laboratory strains were available in high numbers, while genomic DNA 

from the German samples was restricted. Laboratory strains, therefore, added the 

opportunity to test optimal PCR conditions, PCR purification protocols, and the FLA 

workflow. It also allowed the pre-sequencing of the microsatellite markers important for the 

analysis. This was a prerequisite to conduct because the sequence information was not 

given in the original publication by Fraimout (2015). In addition, the results for the laboratory 

strains were more predictable than the German samples and allowed the evaluation of the 

discriminative power of the microsatellite marker system in use. Moreover, a new laboratory 

strain (LS_HG) was established. It was interesting to study its development as a new 

laboratory population compared to the German field collections and the established 

laboratory strains. 

Genetic and allelic diversity plays a vital role in the invasion success of a species, and 

the assessment of these traits helps to understand the genetic relationship among 

populations. Na and Ne describe the diversity in populations at the allele level. Na is the 

average number of alleles per locus (sum of all detected alleles in all loci, divided by the 

total number of loci). Ne is the number of equally frequent alleles it would take to achieve a 

given level of gene diversity (He). Ho and He describe the diversity on a genotype level. 

While Ho is the observed proportion of heterozygotes in a population, He is the proportion 

of genotypes expected to be heterozygous under HWE. Low heterozygosity indicates 

effects of small population sizes like bottleneck events with low genetic variability, and high 

heterozygosity shows high genetic variability. If the observed heterozygosity is lower than 

expected (Ho < He), it can be assumed that inbreeding takes place. If Ho is higher than He, 

it indicates the mixing of different populations. On an individual level, He can be interpreted 

as the expected probability that an individual is heterozygous (at a given locus). Based on 

the experimental parameters, the most diverse laboratory strain was LS_HG18, and the 

least diverse strain was LS_Canada. These results correlate well with the time the strains 

were kept in the laboratory, with LS_HG18 being the newest (one year in culture) and 

LS_Canada one of the oldest strains (approx. eight years in culture). The Fixation index 

(FIS) of an individual (I) relative to the subpopulation (S), is the average coefficient of 

inbreeding in a population and ranges from -1 to +1. The FIS value was positive for most 
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strains except for LS_France and LS_Valsugana, indicating inbreeding (Figure 12, Table 16 

for more details). Values close to zero are expected under random mating. Positive values 

indicate inbreeding or null alleles, and negative values indicate an excess of heterozygotes 

due to assortative mating or selection for heterozygotes. 

 

 

Figure 12: Level of genetic diversity across studied laboratory strains. a) Na = Number 
of different alleles; Ne = Number of effective alleles; Ho = observed heterozygosity; He = 
expected heterozygosity, AP = Number of private alleles unique to a single population. b) 
FIS = mean inbreeding coefficient. 
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The number of private alleles in the tested laboratory strains was relatively low, 

suggesting that most alleles are shared between strains. The laboratory strains LS_Canada 

and LS_HG19 were the only two laboratory strains without any private alleles (Table 15). 

The new laboratory strain LS_HG18 had the most private alleles compared to the other 

strains with six alleles in total (Figure 12, Table 15). 

 

Table 15: Private allele list for laboratory strains. Given is the name of the laboratory 
strain, the locus that contains the private allele, the allele length in bp, and its frequency in 
the population. 

Population Locus Allele Frequency 

LS_France DS21 316 0.050 

LS_France DS23 249 0.150 

LS_Valsugana DS28 158 0.050 

LS_Italy DS10 282 0.050 

LS_Italy DS10 284 0,050 

LS_Italy DS27 96 0.025 

LS_Frankfurt DS23 273 0.075 

LS_USA DS06 145 0.025 

LS_USA DS21 332 0.025 

LS_HG18 DS14 211 0.150 

LS_HG18 DS10 302 0.050 
LS_HG18 DS20 226 0.075 

LS_HG18 DS23 259 0.075 

LS_HG18 DS34 254 0.225 

LS_HG18 DS35 226 0.025 
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Table 16: Genetic and allelic characteristics of eight laboratory strains. Shown is the allelic diversity of eight laboratory strains based on 14 
microsatellite markers analyzed in this study. Mean and SE over all laboratory strains and loci. N = sample size; Na = Number of different alleles; 
Ne = Number of effective alleles; Ho = observed heterozygosity; He = expected heterozygosity F = mean inbreeding coefficient. 

Population   N Na Ne Ho He F 

LS_France  
Mean 20 3.14 2.26 0.61 0.52 -0.16 

SE  0.33 0.2 0.06 0.04 0.04 

LS_Valsugana  
Mean 20 4.07 2.31 0.46 0.48 0 

SE  0.45 0.3 0.07 0.06 0.08 

LS_Italy  
Mean 20 4.14 2.51 0.48 0.51 0.04 

SE  0.48 0.31 0.07 0.07 0.06 

LS_Frankfurt  
Mean 20 3.93 2.45 0.52 0.53 0.05 

SE  0.35 0.26 0.07 0.05 0.08 

LS_Canada  
Mean 20 2 1.56 0.25 0.28 0.15 

SE  0.23 0.15 0.06 0.06 0.11 

LS_USA  
Mean 20 3.64 2.54 0.49 0.58 0.16 

SE  0.25 0.17 0.05 0.03 0.09 

LS_HG_2018  
Mean 20 5.5 3.34 0.56 0.66 0.15 

SE  0.34 0.33 0.06 0.04 0.08 

LS_HG_2019  
Mean 20 4.5 2.73 0.53 0.59 0.08 

SE  0.39 0.24 0.07 0.04 0.1 
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4.4.2. Genetic Distance and Relationship among Laboratory Strains 

AMOVA – Genetic Variation within and among populations 

Population differentiation can be detected by performing an Analysis of Molecular Variance 

(AMOVA), estimating population differentiation directly from molecular data and not from 

allele frequencies. AMOVA estimates how much of the differentiation between samples is 

due to differences between individuals, individuals within a population , or populations. 

AMOVA in laboratory strains indicated that most variation (72%) occurred within 

populations, while 28% of the variation was detected among populations (Table 17). 

 

Table 17: Summary of AMOVA result for laboratory populations. d.f.= degree of 
freedom; SS = sum of squares; VC = variance components; % PV = percentage of total 
variation.  

Source of variation d.f. SS VC % PV 

Among populations 7 429.013 1.439 28% 

Within populations 312 1160.950 3.721 72% 

Total 319 1589.963 5.160 100% 

 

 

Pairwise FST – patterns of differentiation among pairs of populations 

The FST value was used to measure genetic differentiation between populations and is the 

inbreeding coefficient within subpopulations (S) relative to the total (T). It is often referred 

to as a fixation index but is a genetic distance value and should not be confused with the 

FIS value. It compares the proportion of the genetic variation within a population relative to 

the total genetic variance and is derived from the variances of allele frequencies.  Pairwise 

FST is calculated similarly to the ‘normal’ FST used in Wright’s F-Statistics. Instead of a single 

and average statistic over loci and populations, pairwise FST provides insights into genetic 

relationships between populations by revealing possible differentiation patterns among 

pairs of populations. It does measure the heterozygote deficiency and can estimate how 

genetically distant populations are compared to each other. FST values for laboratory strains 

reveal a minor differentiation (FST < 0,1) only between LS_HG19 and LS_HG18 and 

between LS_HG19 and LS_France, which are 7.14% of the pairwise values. A moderate 

differentiation (0.1 – 0.25) was detected for 75% of pairwise FST values and 17.86% of the 

FST values showed a strong differentiation (FST > 0,25) (Figure 13). The pairwise FST for 

laboratory strain LS_HG revealed more differentiation in the second year of inbreeding 

(2019) than in 2018. While the differentiation was moderate in 2018, it was moderate to 

strong in 2019 (Figure 13). 
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Figure 13: Pairwise FST among laboratory strains. FST values for eight laboratory strains 
are shown in pairwise comparisons. Values are color coded (light grey = F ST < 0.1: minor 
differentiation; grey = 0.1 < FST < 0.25: moderate differentiation; black = FST > 0.25: strong 
differentiation). 
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Nei’s Genetic Distance/Identity and Principle Coordinate Analysis (PCoA) – the 

genetic relationship between populations 

Genetic distance is a measure for dissimilarities or not relatedness between genotypes. 

Nei’s Genetic Distance is a dissimilarity matrix that shows the distance between a pair of 

objects (in this case, populations) and ranges from 0 to infinity (Nei, 1972). A genetic identity 

measure does the exact opposite by showing the similarities between populations and 

ranges from 0 (no similarities detected) to 1 (identical) (Nei, 1972). However, both matrices 

will lead to the same interpretation by explaining the genetic relationship between a pair of 

populations. A pairwise unbiased Nei’s genetic identity calculation showed that LS_Italy and 

LS_Valsugana, and LS_HG18 and LS_HG19 share the most genetic material with 77% and 

75%, respectively. The least identical laboratory strains are LS_USA and LS_Italy (26%). 

These findings agree with the pairwise FST results. Also, the majority (67%) of pairwise 

comparisons reveal a moderate identity with values over 50% (Figure 14). 

 

 

Figure 14: Pairwise population matrix of Nei’s Genetic Identity among laboratory 
strains. Genetic identity values for eight laboratory strains are shown in pairwise 
comparisons below diagonal. Values are color coded (light grey = Identity < 0.3: low identity; 
grey = 0.3 < Identity < 0.7: moderate Identity; black = Identity > 0.7: high identity).  
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Another way to detect possible genetic connections between populations is to perform a  

Principal Coordinate Analysis (PCoA) (Figure 15). It uses Nei’s Genetic Distance as a 

distance matrix and identifies a set of axes representing the variability in the data set . Each 

axis has a value, which indicates the amount of variation captured in that axis. Samples are 

represented as points in this graph, and the distance between the points is related to the 

(dis)similarities of the samples. Points (here populations) closer to each other are more 

similar than those that are further away. PCoA was performed to evaluate the genetic 

relationship between populations based on a distance measure approach. Overall, the 

separation between laboratory strains is distinct. The first axis accounts for 42.03% of the 

detected variation, and the second axis accounts for 21.21% of the variation, which captures 

a robust amount of the present variation. LS_USA and LS_Frankfurt show the most 

significant allocation from the other populations (Figure 15), fitting Nei’s Genetic Identity 

measure. 

 

 

Figure 15: PCoA at population level for laboratory strains generated from 14 
microsatellite markers. PCoA for samples of all eight laboratory strains was computed to 
visualize genetic dissimilarities in the laboratory dataset. The axes account for a portion of 
the detected variation.  
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Genetic population structure with an NJ population tree 

A neighbor-joining tree based on Nei’s genetic distance was constructed to visualize the 

relationship between the laboratory strains. The genetic distance between the laboratory 

populations is represented as the total branch length and the bootstrap values support this 

tree. It corresponds to findings from Nei’s Genetic Identity, PCoA, and FST (Figure 16). 

Overall, the NJ tree showed that LS_USA and LS_Canada are the most distinct laboratory 

strains with the highest distance to the European laboratory strains LS_Italy and 

LS_Frankfurt. LS_France and LS_Valsugana grouped as well as LS_HG18 and LS_HG19. 

Generally speaking, the NJ tree captured the strains' relationship as follows: it clustered the 

North American, the older European (LS_Italy and LS_Frankfurt), the newer European 

(LS_Valsugana and LS_France), and the novel laboratory strains from LS_HG. 

 

 

Figure 16: Unrooted neighbor-joining tree based on Nei‘s genetic distance for 
laboratory strains. Allelic frequencies were obtained with 14 microsatellite markers for the 
eight D. suzukii laboratory populations. Genetic distance between populations is 
represented as the length of the lines. Bootstrap values are given on the nodes. Circles 
represent population origin with grey = long-established laboratory strains (2010-2016), 
green = laboratory strains from France (LS_France, 2018) and Italy (LS_Valsugana, 2018), 
and orange = laboratory strain from Bad Homburg (2017). 
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4.5. German Populations 

4.5.1. Genetic and Allelic Diversity among Populations and Years 

Statistics based on gene and allele frequency data were performed to gain information on 

genetic variation in the German populations. Diversity measures can provide information 

about population size fluctuations or the amount of gene flow between populations (Slatkin, 

1985). Diversity plays a substantial role in the fitness and adaptive capacity of a population 

(Markert et al., 2010). It plays an essential role in enabling a population to tolerate and 

survive different biotic and abiotic stress factors. It can even ensure a population's capability 

to evolve under changing environmental conditions (Stojnić et al., 2019). 

As with the laboratory strains, the number of private alleles and their frequency was 

estimated. The number of private alleles (AP) was low throughout the study period, 

suggesting that most alleles are shared between populations and years (Figure 17, Table 

18). Only seven out of 28 populations showed private alleles, six with a frequency of 0.025 

and one (FF19) with a frequency of 0.05. FR17 was the only population with two private 

alleles. The rest had only one private allele (Figure 17, Table 18). 

 

Table 18: Private Allele list for German populations. Given is the name of the population, 
the locus that contains the private allele, the allele as the length in bp, and its frequency in 
the population. 

Population Locus Allele Frequency 

FF19 Locus DS23 251 0.05 

FR17 Locus DS06 161 0.025 

FR17 Locus DS07 288 0.025 

HG17 Locus DS27 82 0.025 

HOH17 Locus DS07 198 0.025 

LB17 Locus DS22 330 0.025 

PM18 Locus DS07 194 0.025 
 

Genetic and allelic diversity in German populations was relatively high in  all years and 

over all locations. There was no significant difference between years or sample sites (Figure 

17, Table 19). The mean number of observed alleles (Na) over the loci for each year reached 

from 6.23 to 5.93 and was overall similar. The mean number of effective alleles (Ne, the 

number of equally frequent alleles it would take to achieve a given level of gene diversity) 

ranged between 3.19 (R17) and 4.05 (KS19) across all tested locations and years, 

supporting our findings that there is no significant difference in allelic diversity between 

years or sample sites. Observed heterozygosity (Ho, the observed ratio of heterozygotes) 

was again similar between locations and sampling years. The highest value was measured 

for KS19 and HG19 with 0.71 and the lowest value for LB in 2019 with 0.58. Values for 

expected heterozygosity (He, the proportion of heterozygous genotypes expected under 
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Hardy-Weinberg equilibrium) were similar in all three years, with R17 and PM18 showing 

the lowest value with 0.65, and KS having the highest value in 2019 with 0.74. HO was 

higher than He in four populations (FF19, PM17, R17, and R19), indicating heterozygote 

excess. It coincided in one case (R18) and was lower than expected in all remaining 

populations, indicating a heterozygote deficiency. The F IS value represents the average 

deviation from HWE across all loci in a population. It is the average coefficient of inbreeding 

in a population and ranges from -1 to +1. FIS for German populations was positive in 25 

populations and negative in three populations (R17, R18, and FF19). Values close to zero 

are expected under random mating. Positive values indicate inbreeding or null alleles, and 

negative values indicate an excess of heterozygotes due to assortative mating or selection 

for heterozygotes. In 2018 all populations had a positive F IS value (Figure 17, Table 19). 

Positive values can indicate inbreeding and heterozygote deficiency or, to be precise, an 

excess of homozygotes due to the presence of null alleles, inbreeding, or population 

subdivision.  

 

 

Figure 17: Level of genetic diversity across studied populations over three years. a) 
Na = No. of different alleles; Ne = Number of effective alleles; Ho = observed heterozygosity; 
He = expected heterozygosity. b) AP = No. of private alleles unique to a single population, 
FIS = mean inbreeding coefficient. 

 

In comparison to the laboratory strains, it occurs that the overall genetic and allelic 

diversity in the tested laboratory strains was lower than in the field collection from Germany 

with 42% fewer different alleles, 38% less effective alleles, 29% less observed 

heterozygosity, and 31% less expected heterozygosity (Figure 17) making the laboratory 

strains less diverse than the German field collections.
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Table 19: Genetic and allelic diversity measured for German populations over three years. Shown is the allelic diversity of German populations 
collected between 2017 and 2019 based on 14 microsatellite markers. Mean and SE over all populations and loci. N = sample size; Na = No. of 
different alleles; Ne = Number of effective alleles; Ho = observed heterozygosity; He = expected heterozygosity F = mean inbreeding coefficient. 

Population N Na Ne Ho He F 

DO17 20 5.79 (SE = 0.33) 3.70 (SE = 0.30) 0.62 (SE = 0.05) 0.70 (SE = 0.04) 0.10 (SE = 0.06) 

DO18 20 6.14 (SE = 0.40) 3.87 (SE = 0.29) 0.64 (SE = 0.04) 0.72 (SE = 0.02) 0.11 (SE = 0.05) 

DO19 20 6.36 (SE = 0.36) 3.81 (SE = 0.27) 0.61 (SE = 0.05) 0.72 (SE = 0.02) 0.14 (SE = 0.07) 

FF18 20 6.14 (SE = 0.31) 3.76 (SE = 0.31) 0.59 (SE = 0.06) 0.71 (SE = 0.02) 0.18 (SE = 0.07) 

FF19 20 6.21 (SE = 0.46) 3.65 (SE = 0.38) 0.70 (SE = 0.06) 0.68 (SE = 0.04) -0.04 (SE = 0.06) 

FR17 20 6.00 (SE = 0.33) 3.71 (SE = 0.28) 0.67 (SE = 0.06) 0.71 (SE = 0.02) 0.06 (SE = 0.08) 

FR18 20 6.14 (SE = 0.38) 3.74 (SE = 0.27) 0.66 (SE = 0.06) 0.71 (SE = 0.03) 0.08 (SE = 0.07) 

FR19 20 5.93 (SE = 0.37) 3.46 (SE = 0.27) 0.67 (SE = 0.07) 0.68 (SE = 0.03) 0.01 (SE = 0.08) 

HB17 10 5.71 (SE = 0.41) 3.83 (SE = 0.34) 0.66 (SE = 0.07) 0.71 (SE = 0.03) 0.07 (SE = 0.08) 

HG17 20 6.00 (SE = 0.38) 3.6 (SE = 0.28) 0.68 (SE = 0.04) 0.70 (SE = 0.02) 0.02 (SE = 0.06) 

HG18 20 5.71 (SE = 0.41) 3.87 (SE = 0.38) 0.66 (SE = 0.04) 0.70 (SE = 0.04) 0.05 (SE = 0.05) 

HG19 20 6.21 (SE = 0.33) 3.98 (SE = 0.31) 0.71 (SE = 0.06) 0.73 (SE = 0.02) 0.02 (SE = 0.07) 

HH19 20 6.21 (SE = 0.41) 3.85 (SE = 0.28) 0.65 (SE = 0.06) 0.72 (SE = 0.02) 0.10 (SE = 0.07) 

HOH17 20 5.93 (SE = 0.45) 3.61 (SE = 0.40) 0.69 (SE = 0.05) 0.68 (SE = 0.03) 0 (SE = 0.06) 

HOH18 20 5.86 (SE = 0.36) 3.73 (SE = 0.27) 0.68 (SE = 0.05) 0.71 (SE = 0.02) 0.05 (SE = 0.07) 

HOH19 20 6.14 (SE = 0.48) 3.67 (SE = 0.25) 0.64 (SE = 0.06) 0.71 (SE = 0.02) 0.10 (SE = 0.08) 

KS17 20 6.36 (SE = 0.41) 4.01 (SE = 0.33) 0.66 (SE = 0.04) 0.72 (SE = 0.03) 0.08 (SE = 0.05) 

KS18 20 5.86 (SE = 0.25) 3.65 (SE = 0.26) 0.66 (SE = 0.05) 0.71 (SE = 0.02) 0.06 (SE = 0.07) 

KS19 20 6.50 (SE = 0.36) 4.05 (SE = 0.26) 0.71 (SE = 0.05) 0.74 (SE = 0.02) 0.04 (SE = 0.06) 

LB17 20 5.71 (SE = 0.30) 3.55 (SE = 0.28) 0.65 (SE = 0.05) 0.69 (SE = 0.03) 0.05 (SE = 0.06) 

LB18 20 6.36 (SE = 0.44) 3.99 (SE = 0.31) 0.63 (SE = 0.06) 0.73 (SE = 0.02) 0.13 (SE = 0.07) 

LB19 20 6.36 (SE = 0.45) 3.70 (SE = 0.28) 0.58 (SE = 0.05) 0.70 (SE = 0.03) 0.18 (SE = 0.07) 

PM17 20 6.07 (SE = 0.44) 3.72 (SE = 0.34) 0.70 (SE = 0.06) 0.69 (SE = 0.03) 0 (SE = 0.07) 
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Table 19 (continued from page 59): Genetic and allelic diversity measured for German populations over three years. Shown is the allelic 
diversity of German populations collected between 2017 and 2019 based on 14 microsatellite markers. Mean and SE over all populations and loci. 
N = sample size; Na = No. of different alleles; Ne = Number of effective alleles; Ho = observed heterozygosity; He = expected heterozygosity F = 
mean inbreeding coefficient. 

       

Population N Na Ne Ho He F 

PM18 20 6.07 (SE = 0.46) 3.24 (SE = 0.35) 0.62 (SE = 0.05) 0.65 (SE = 0.03) 0.04 (SE = 0.06) 

PM19 20 6.43 (SE = 0.44) 3.69 (SE = 0.7) 0.64 (SE = 0.05) 0.71 (SE = 0.02) 0.10 (SE = 0.07) 

R17 20 5.79 (SE = 0.39) 3.19 (SE = 0.29) 0.70 (SE = 0.06) 0.65 (SE = 0.03) -0.07 (SE = 0.07) 

R18 20 5.79 (SE = 0.35) 3.24 (SE = 0.29) 0.66 (SE = 0.06) 0.66 (SE = 0.03) 0.01 (SE = 0.07) 

R19 20 5.86 (SE = 0.44) 3.23 (SE = 0.25) 0.68 (SE = 0.06) 0.66 (SE = 0.03) -0.03 (SE = 0.08) 
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4.5.2. Genetic Distance and Relationship among Populations and Years 

AMOVA – Genetic Variation within and among populations 

Analysis of Molecular Variance (AMOVA) and Principle Coordinated Analysis (PCoA) 

provide information on population distribution, mating behavior, and potential population 

borders. The analysis of molecular variance for laboratory strains was calculated separately 

(4.4.2) since they are expected to be highly inbred. AMOVA indicated that 98% of the 

variation in German populations occurred within populations, while only 2% appeared 

among populations in 2017 and 2019. In 2018, 3% of variation originated among 

populations and 97% from within populations (Table 20). This data suggests a substantial 

gene flow and low intrapopulation differentiation, indicating that populations are connected 

and not isolated. It is noteworthy that the among-population variation in the tested laboratory 

strains was significantly higher (28%) (Table 17) than the among-population variation in the 

German populations (2% and 3%) (Table 20), indicating that the laboratory strains are more 

structured than the German populations. 

 

Table 20: Summary of AMOVA result for German populations across three years . d.f. 
= degree of freedom; SS = sum of squares; VC = variance components; % PV = percentage 
of total variation. 

Year Source of variation d.f. SS VC % PV 

  Among populations 8 65.41 0.0869 1.74 

2017 Within populations 331 1623.60 4.9051 98.26 

  Total 339 1689.01 4.9920 100 

  Among populations 8 94.39 0.1711 3.34 

2018 Within populations 351 1738.67 4.9535 96.66 

  Total 359 1833.06 5.1246 100 

  Among populations 9 81.07 0.0989 1.92 

2019 Within populations 390 1970.07 5.0515 98.08 

  Total 399 2051.14 5.1504 100 
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Pairwise FST – patterns of differentiation among pairs of populations 

The pairwise FST revealed a minor differentiation (FST < 0.1) between all populations and 

years. In comparison, values in experiments, including laboratory strains as outgroups 

ranged from 0.06 to 0.31, with 54.64% of all FST values showing a moderate (0.1 – 0.25), 

43.17% a minor (FST < 0.1), and 2.19% a strong differentiation (FST > 0.25). The pairwise 

population FST ranged from 0.01 to 0.03 in 2017, from 0.01 to 0.04 in 2018, and again from 

0.01 to 0.04 in 2019. The pairwise FST for laboratory strains revealed more differentiation in 

the laboratory strains than in the German samples. A special case is LS_HG18, where the 

differentiation compared to the German populations was moderate. The moderate to strong 

differentiation in LS_HG19 indicates that the two years of inbreeding resulted in stronger 

differentiation compared to its origin (Figure 18). 

 

 

Figure 18: Pairwise FST among studied populations over three years. Eight laboratory 
strains (LS_France, LS_Valsugana, LS_Italy, LS_Frankfurt, LS_USA, LS_Canada, 
LS_HG18, and LS_HG19) and 28 populations from Germany, collected over three years, 
are shown in pairwise comparisons. Values are color coded (light grey = FST < 0,1: minor 
differentiation; grey = 0,1 < FST < 0,25: moderate differentiation; black = FST > 0,25: str ong 
differentiation).
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Nei’s Genetic Distance/Identity and Principle Coordinate Analysis (PCoA) – genetic 

relationship between populations 

A genetic identity measure was conducted to explain the genetic relationship between a 

pair of populations. Nei’s Identity ranges from 0 (no similarities detected) to 1 (identical) 

(Nei, 1972). A pairwise unbiased Nei’s genetic identity calculation showed that most 

German populations share their genetic material. All German field populations without 

exceptions shared more than 80% identity, and 37.57% of all populations shared even more 

than 90%. The laboratory strains were less similar, with most values close to or below 70% 

identity. Minimal identity was found between the two oldest laboratory strains LS_USA or 

LS_Canada, compared to the German populations with values around 50%. LS_HG18, on 

the other hand, still shared most of its identity (~80%) with the German populations and less 

with the other laboratory strains (60 – 70%). However, the level of identity to the German 

populations declined in LS_HG19 (~70%), proving that laboratory cultivation over time 

changes the genetic background of a strain (Figure 19). 

 

 

Figure 19: Pairwise population matrix of Nei’s Genetic Identity among German 
populations and laboratory strains. Genetic identity values for German populations over 
three years and eight laboratory strains are shown in pairwise comparisons below diagonal. 
Values are color coded (light grey = Identity < 0.3: low identity; grey = 0.3 < Identity < 0.7: 
moderate Identity; black = Identity > 0.7: high identity).  
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The PCoA confirmed what the other statistical tests already implied. A high 

dimensionality was observed for German populations, independent of the sampling year. 

The first two axes in 2017 represented only 24.07% and 17.97% of the differentiation, with 

similar values in 2018 and 2019 (Figure 20). For comparison, in the laboratory strains, two 

axes were sufficient to cover more than 50% of the differentiation (Figure 15). Overall, the 

separation between German populations was not distinct. The tested laboratory strains in 

comparison were noticeably separated from the German field collections. The relatively high 

dimensionality of the data suggests that neither location nor year can accurately 

differentiate populations, which agrees with the results obtained with AMOVA. Strain 

LS_HG19 did show more similarity to the laboratory strains than to the field collections, 

confirming the impact of laboratory cultivation over time. The laboratory strains showed that 

the used marker system in our experiment could discriminate between populations but that 

there were no apparent dissimilarities between German sample sites or years.  

 

 

Figure 20: PCoA at population level for 2017-2019 generated from 14 microsatellite 
markers. a) Samples of all populations in Germany from 2017 to 2019 (⚫) and laboratory 
outgroups ( 8- to 10-year-old laboratory strains, ◼ laboratory strains that were established 
between 2014 and 2016,  laboratory strain established from the wild population HG17,  
laboratory strains LS_France and LS_Valsugana which were established in the year 2018) 
b) PCoA for German populations sampled in 2017 c) The lower left shows the result for the 
year 2018 d) PCoA for German populations sampled in 2019. 

 



65 

Genetic population structure with STRUCTURE and population tree 

A Bayesian model can be used to infer (genetic) population structure, which detects clusters 

of genetically similar individuals within subpopulations. In a first attempt, we excluded all 

laboratory strains, but STRUCTURE could not identify populat ion structure in the German 

dataset. The exclusion of laboratory strains was done to detect any possible population 

structure solely in the German field populations. Adding laboratory strains LS_USA, 

LS_Canada, LS_Italy, LS_France, and LS_Valsugana for comparison resulted in two likely 

lineages (K=2) throughout all three years and populations (Figure 21). There were two 

values for K detected, which were K=2 and K=3, with the more likely one being K=2, 

according to the analysis of ∆K. For the analysis including LS_HG18 and LS_HG19, three 

lineages (K=3) were identified according to the analysis of ∆K. K=4 was also a possible K 

value but not the most likely one. In both cases, the two most likely K are displayed in Figure 

21 to overcome the problem of underestimating the ‘true’ value of K (Janes et al., 2017). 

Results indicate that German populations are not significantly different from each other, the 

genetic structure is not pronounced, gene flow is not restricted or a single genetic cluster 

explains the distribution of genetic variation in the sampled German populations. Only the 

additional usage of distinct laboratory strains resulted in the detection of population 

structure.  
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Figure 21: Structural analysis on D. suzukii populations in Germany. a) 34 populations with a total of 670 individuals were analyzed: six laboratory 
strains (LS_USA, LS_Canada, LS_Italy, LS_Frankfurt, LS_France, and LS_Valsugana), nine populations from 2017, nine populations from 2018, and 
ten populations from 2019; the possible number of clusters are shown for K = 2 and K = 3. b) 36 populations with a total of 710 individuals are shown. 
In addition to the 34 populations in a), laboratory strains LS_HG18 and LS_HG19 were added to the calculation. Shown are the two clusters K = 3 and 
K = 4. 
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A neighbor-joining tree based on Nei’s genetic distance corresponds to findings in 

STRUCTURE and FST. While German populations are not grouped or structured, the 

differences compared to laboratory strains are visible. While LS_HG18 is already separated 

from the German field collections after one year in culture, the separation gets even more 

prominent in LS_HG19 after two years in culture (Figure 22). 

 

 

 

 

Figure 22: Unrooted neighbor-joining tree based on Nei‘s genetic distance. Allelic 
frequencies were obtained with 14 microsatellite markers for the 36 D. suzukii populations. 
Circles represent population origin with 1  = long-established laboratory strains (2010-2016), 
2 = laboratory strains from France (LS_France, 2018) and Italy (LS_Valsugana, 2018), 
3 = laboratory strain from Bad Homburg (2017) and 4 = German populations collected over 
three years (2017-2019) in the field  
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Bottleneck – an estimate of recent demographic events  

A BOTTLENECK analysis was used to test the hypothesis of a recent expansion or 

reduction in each of the 28 populations from Germany (Table 21). The laboratory strains 

were not included, because they do not contain information about demographic events in 

the German field populations. Also, it has to be expected that the result would be heavily 

biased by laboratory rearing conditions. Probability values for the Stepwise Mutation Model 

(SMM) and the Two-Phase Model (TPM) were calculated. The SMM states that each 

mutation creates a new allele either by adding or deleting a single repeat unit of the 

microsatellite with an equal probability in both directions. Alleles of different sizes will be 

less related than alleles of similar size (Kimura & Otha 1978). The TPM is a spinoff of SMM 

and accounts for a proportion of more significant mutation events (Valdes et al. 1993 and 

di Renzo et al. 1994). The Infinite Allele Model (IAM) was not used, because microsatellite 

loci are generally thought to follow the SMM and thus the TPM.
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Table 21: Wilcoxon test for recent demographic events in BOTTLENECK. Reported 
are p values of Wilcoxon sign-ranked tests for each German population. Given is the 
probability for heterozygote deficiency and excess for the TPM and SMM. Boldface 
indicates significant p values < 0.05. TPM = two-phase mutational model, SMM = stepwise 
mutation model. 

 
TPM SMM 

 
Heterozygote 

deficiency 

Heterozygote 

excess 

Heterozygote 

deficiency 

Heterozygote 

excess 

DO17 0.879 0.134 0.596 0.428 

DO18 0.961 0.045 0.313 0.708 

DO19 0.665 0.357 0.163 0.852 

FF18 0.665 0.357 0.059 0.948 

FF19 0.428 0.596 0.021 0.982 

FR17 0.923 0.086 0.148 0.866 

FR18 0.821 0.195 0.097 0.913 

FR19 0.358 0.665 0.076 0.932 

HB17 0.548 0.476 0.195 0.821 

HG17 0.940 0.067 0.291 0.729 

HG18 0.961 0.045 0.852 0.163 

HG19 0.892 0.121 0.357 0.665 

HH19 0.821 0.195 0.163 0.852 

HOH17 0.619 0.404 0.134 0.879 

HOH18 0.975 0.029 0.313 0.708 

HOH19 0.642 0.380 0.163 0.852 

KS17 0.852 0.163 0.357 0.665 

KS18 0.821 0.195 0.357 0.665 

KS19 0.804 0.213 0.271 0.749 

LB17 0.955 0.052 0.271 0.743 

LB18 0.955 0.052 0.452 0.572 

LB19 0.335 0.687 0.108 0.903 

PM17 0.500 0.524 0.134 0.879 

PM18 0.148 0.866 0.010 0.992 

PM19 0.380 0.642 0.068 0.940 

R17 0.059 0.948 0.002 0.998 

R18 0.148 0.886 0.002 0.999 

R19 0.163 0.852 0.021 0.982 
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For the Wilcoxon test, and under the assumption of the SMM, no bottleneck event was 

detected. In contrast, significant heterozygote deficit was identified in FF19 ( p = 0.021), 

PM18 (p = 0.010), R17 (p = 0.002), R18 (p = 0.002) and R19 (p = 0.021), suggesting that a 

recent expansion took place. However, under the TPM model, none of the above-mentioned 

expansion signals could be confirmed, instead, a bottleneck event was more likely in DO18 

(p = 0.045), HOH18 (p = 0.029) and HG18 (p = 0.045) (Table 21).  

 

Migration rate – identification of gene flow between populations 

Migration rate values were calculated with GENECLASS 2.0 and showed that migration 

occurred in all populations over three years except for R18 and R19 (Table 22, Table 23, 

Table 24). Results indicate that less migration took place from Regensburg to the other 

population in both 2018 and 2019. In contrast, in 2017, migration was detected for seven 

out of eight populations with m > 0.1. Although migration from R to the other populations 

decreased over time, migrant flow occurred from all other populations to R. In 2017 , the 

migrant flow was identified from KS to all other populations while only a low migration rate 

was detected from the other populations to KS. Overall migration occurred at a lower rate 

in 2018 than in 2017 or 2019.
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Table 22: Mean assignment rates of individuals from 2017 estimated by using GENECLASS 2.0. Assignment rates of individuals into (rows) and 
from (columns) each population in 2017. Boldface indicates migration rate values (m) above 0.1. Grey indicates migration rate values (m) below 0.1.  

2017 DO FR HB HG HOH KS LB PM R 

DO 0.612 0.308 0.322 0.216 0.201 0.247 0.219 0.305 0.122 

FR 0.237 0.631 0.389 0.207 0.228 0.251 0.215 0.216 0.160 

HB 0.196 0.277 0.673 0.137 0.127 0.248 0.183 0.220 0.177 

HG 0.225 0.337 0.336 0.588 0.231 0.230 0.207 0.258 0.214 

HOH 0.337 0.476 0.411 0.275 0.640 0.346 0.259 0.385 0.177 

KS 0.060 0.127 0.170 0.077 0.100 0.634 0.069 0.162 0.032 

LB 0.194 0.427 0.357 0.212 0.171 0.217 0.599 0.245 0.127 

PM 0.321 0.328 0.383 0.200 0.278 0.344 0.183 0.592 0.154 

R 0.224 0.392 0.399 0.398 0.299 0.316 0.189 0.317 0.644 

 

 

Table 23: Mean assignment rates of individuals from 2018 estimated by using GENECLASS 2.0.  Assignment rates of individuals into (rows) and 
from (columns) each population in 2018. Boldface indicates migration rate values (m) above 0.1. Grey indicates migration rate values (m) below 0.1. 

2018 DO FF FR HG HOH KS LB PM R 

DO 0.587 0.237 0.297 0.162 0.174 0.177 0.178 0.105 0.034 

FF 0.298 0.556 0.290 0.196 0.192 0.172 0.188 0.107 0.091 

FR 0.340 0.307 0.588 0.172 0.207 0.231 0.180 0.086 0.053 

HG 0.326 0.295 0.270 0.603 0.271 0.108 0.275 0.183 0.148 

HOH 0.305 0.300 0.316 0.215 0.615 0.180 0.223 0.136 0.114 

KS 0.330 0.290 0.318 0.128 0.187 0.599 0.141 0.084 0.048 

LB 0.172 0.184 0.183 0.143 0.201 0.104 0.589 0.120 0.141 

PM 0.356 0.293 0.313 0.329 0.350 0.159 0.345 0.611 0.225 

R 0.163 0.310 0.210 0.219 0.272 0.127 0.466 0.289 0.597 
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Table 24: Mean assignment rates of individuals from 2019 estimated by using GENECLASS 2.0.  Assignment rates of individuals into (rows) and 
from (columns) each population in 2019. Boldface indicates migration rate values (m) above 0.1. Grey indicates migration rate values (m) below 0.1. 

2019 DO FF FR HG HH HOH KS LB PM R 

DO 0.580 0.077 0.103 0.222 0.159 0.133 0.202 0.145 0.206 0.038 

FF 0.188 0.655 0.239 0.289 0.288 0.246 0.387 0.285 0.160 0.079 

FR 0.258 0.376 0.606 0.356 0.384 0.342 0.387 0.362 0.193 0.071 

HG 0.238 0.170 0.115 0.617 0.236 0.222 0.351 0.226 0.185 0.100 

HH 0.146 0.167 0.174 0.291 0.598 0.308 0.359 0.227 0.162 0.074 

HOH 0.213 0.202 0.233 0.299 0.428 0.599 0.429 0.234 0.201 0.075 

KS 0.145 0.126 0.094 0.250 0.276 0.235 0.630 0.180 0.114 0.055 

LB 0.164 0.193 0.188 0.326 0.276 0.283 0.359 0.571 0.149 0.092 

PM 0.235 0.096 0.090 0.158 0.267 0.136 0.222 0.102 0.587 0.074 

R 0.269 0.168 0.108 0.438 0.394 0.207 0.316 0.223 0.293 0.654 
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5. Discussion 

5.1. Fly Sampling  

Sampling plays a crucial role in the analysis of genetic variation and population structure. 

Therefore, the sampling method and how it might affect the results will be discussed.  

In this study, a population is represented by 20 individuals from one sample site. 

Unbiased population properties can only be estimated, if the sampling is random, especially 

regarding kinship (Wang, 2018). In this context, closely related individuals are defined as 

full and half-siblings. If those close relatives appear at a higher proportion in a population 

than expected under random sampling, accurate results cannot be expected. Such related 

samples bias (population) genetic studies is of great concern, especially in human genetics 

and medicine (Ott, 1992). In animal population studies, it was shown that allele frequency 

estimates were biased when testing juvenile brown trout individuals sampled from a 

constrained region since they were represented by a small number of families (Hansen et 

al., 1997). Another example shows that an excessive number of closely related samples 

influences Bayesian clustering algorithms and results in a misinterpreted number of K 

populations (Rodríguez-Ramilo et al., 2014; Rodríguez‐Ramilo and Wang, 2012). To 

minimize the risk of sampling related individuals, SWD individuals were collected as 

described in 3.1. Samples were taken, if possible, from different plants, from different shrubs 

and trees in a 20 km radius or at different time points, and were separated in different cages 

upon arrival in the laboratory. Even with all these precautions, it cannot be excluded that 

some samples are related. If it is the case that sampled individuals were closely related, 

this should be visible in the results. A population of closely related individuals would show 

changes in the allele frequency and expected heterozygosity compared to other 

populations. Such a population might have exceptionally high numbers and frequencies of 

private alleles, and distinction and differentiation to other populations might be more 

prominent (Bonin et al., 2004; Waples and Anderson, 2017). The results do not show any 

of these signs. The positive F IS value in 15 out of 28 populations would be the only value 

that implies relatedness between individuals within populations. However, a positive FIS 

does not necessarily mean inbreeding. It can be related to null alleles as well (Waples, 

2018). In comparison, the laboratory strains are inbred, and sampled individuals are indeed 

related. Even here, the FIS value was positive in only four strains, three strains showed signs 

of random mating, and one showed an excess of heterozygotes. This indicates that FIS 

alone is not enough to exclude random mating and might be misleading as a standalone 

value. Overall, it could be hypothesized that a German field population composed of closely 

related individuals would be more similar to one of the laboratory strains. However, this is 

not the case. Another argument against closely related samples in at least one population 

is that all field samples are similar in genetic variation, diversity, and structure. Still, it is 

unlikely that only relatives were sampled across all sample sites and years.  
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Another critical factor in population genetic studies is the sample size estimate. It is 

generally assumed that large sample sizes are imperative to estimate genetic diversity and 

differentiation (Holsinger and Weir, 2009; Kalinowski, 2005; Nazareno et al., 2017). While 

smaller sample sizes are prone to bias genetic diversity estimates, large sample sizes per 

population are more expensive in labor (Nazareno and Jump, 2012). Reducing the sample 

size per population, on the other hand, would allow the analysis of more populations for the 

same costs. Also, the number of genetic markers (here microsatellite markers) used in 

population genetic studies is critical. To strengthen the discriminative power of SSR 

markers, more markers should be used, and an increased number of microsatellite markers 

might also reduce the number of required samples per population (Willing et al., 2012). The 

problem is that the number of used SSR markers is often limited due to costs and the 

required workload needed (Landguth et al., 2012; Li et al., 2020). Ultimately, obtaining an 

accurate estimate of allele frequencies and diversity is more important than detecting all 

allele variants, because extremely rare alleles are not very informative (Hale et al., 2012). 

These factors were considered when defining a feasible amount of microsatellite markers 

for this study. Further, it had to be determined how many and which populations should be 

analyzed. Most important for this consideration was the availability of samples over all three 

years and the geographic distance between sample sites. To reflect the status of SWD 

populations in Germany, samples from the north should be represented in equal proportions 

as south German samples. This is also the reasoning behind keeping HB17, even though 

only ten samples from one year were available. Other sample sites from the south or the 

middle of Germany did not make it into the final experiments because the sampling locations 

were either too close geographically speaking or the region was already represented by 

another population, which performed better during sampling. The sample size estimate was 

then carried out based on these initial decisions. Under the assumption that the population 

standard deviation of allele size is at most seven (based on preliminary exploratory data 

analyses) and under the requirement that a 90%-confidence interval (CI) for the population 

mean of allele size has a length of at most 10 with a probability of 80% ( ‘precision power’), 

a sample size of at least 19 was necessary. Based on this sample size estimation, I used 

20 individuals from each location and year except for HB17, where only ten individuals were 

available.  
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5.2. Polymorphisms and Genetic Variability at 14 Microsatellite Loci in SWD 

Overall, the microsatellite markers used in this study showed genetic diversity and a high 

PIC. Based on these results and compared to other studies (Fraimout et al., 2017; Tait et 

al., 2017), the markers are well suited for a population genetic study. Given the results from 

Tait et al. (2017) and Fraimout (2015, 2017), the values for polymorphism and genetic 

variability are similar. Comparisons to other population genetic studies in SWD are difficult 

since other SSR markers or other marker systems like mitochondrial markers were used 

(Bahder et al., 2015; Lavrinienko et al., 2017). Significant differences (p > 0.05) from HWE 

were observed in 18 of 42 year-locus combinations for the tested loci. In a population that 

fits HWE, no change in allele or genotype frequency will occur and remain constant over 

generations, given the absence of any evolutionary influences like gene flow, genetic drift, 

mate choice, bottleneck, or mutation (Mayo, 2008). HWE describes an idealized population 

that rarely applies in nature. Nevertheless, it does allow the measurement of genetic 

variation as deviations from the equilibrium. A possible explanation for the deviation from 

HWE is that the markers and populations are subject to evolutionary forces, and therefore, 

violate the rules for HWE (Chen, 2010). Another reason for the disequilibrium could be the 

presence of null alleles. Per definition, a microsatellite null allele is an allele at a 

microsatellite locus that does not amplify to detectable levels in a PCR (Chapuis and 

Estoup, 2007). Microsatellite markers are prone to variation in the nucleotide sequence of 

the flanking regions, which can prevent primer annealing to the template DNA (Chapuis and 

Estoup, 2007). A polymorphism in the primer binding region can result in null alleles (Callen 

et al., 1993). Other causes for null alleles are slippage during PCR or the better amplification 

of short alleles (Lai et al., 2003). Insects tend to have a high frequency of null alleles 

(Chapuis and Estoup, 2007). Null allele analysis with FreeNa pointed to only two loci with a 

null allele frequency > 10% (DS21 and DS17). This 10% value is often mentioned as a point 

at which null allele frequencies are problematic when testing for select ion (Fraimout et al., 

2015). Loci with higher frequency values than 10% show an excess of homozygotes, 

leading to an overestimation of inbreeding. However, some loci and populations showed 

null allele frequencies close to the 10% mark, including DS21, meaning some loci may bear 

undetected null alleles. The microsatellite marker DS21 was kept in the analysis because 

null allele frequencies higher than 1.0 were only detected in three (HB17, HOH19, LS_USA) 

out of 36 tested populations. Nevertheless, 14 populations had frequencies greater than 0.9 

and thus were close to the 1.0 mark. Microsatellite loci with null alleles can be included in 

population genetic analysis, but they have to be treated with caution, and analysis needs a 

correction for potential bias because they can falsely reduce the population differentiation 

(Slatkin, 1995). Thus, genetic distance measures may incorrectly increase, but it is not clear 

to which extend these values may be influenced through null alleles (Paetkau et al., 1995; 

Slatkin, 1995). Further, null alleles were suggested to be present in two populations, HB17 
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and LS_USA. The result for LS_USA as a long-established laboratory strain is not 

unexpected. Inbreeding and artificial selection over the years might be the reasons for the 

higher number of detected microsatellite null alleles (Chybicki and Burczyk, 2009; Van 

Oosterhout et al., 2006). These detected null alleles are most likely homozygous for the 

specific locus. It is more surprising that not more laboratory strains show similar potential 

null alleles, but this might be due to the discriminative power and high variability in the used 

markers (Fraimout et al., 2015). In the case of the German field population HB17, the 

sample size might influence the result. It was the only population with a sample size of 10 

individuals. The low sample size may negatively affect the null allele frequency, or samples 

were related and showed reduced heterozygosity because they share the homozygous 

allele variant (Chybicki and Burczyk, 2009).  

When microsatellite loci are characterized, a test for Linkage disequilibrium is often 

conducted. Two microsatellite loci are in LD when their different alleles do not occur 

randomly to each other (Schwab, 2008). LD is an indicator of the population genetic forces 

that structure a genome (Slatkin, 2008) and is influenced by many factors, including 

selection, recombination and mutation rates, genetic drift, and population structure (Slatkin, 

2008). LD can also reflect changes in populations. For example, it can help to track 

migration patterns (Slatkin, 2008). The number of ‘founding’ chromosomes carried over to 

new continents is often small, and variation induced by recombination is limited. Therefore, 

LD is often observed in populations that developed in recent times (Schwab, 2008). The 

high number of linked loci in German populations could arise from that effect. On the other 

hand, in the original publication of Fraimout et al. (2015), significant LD was found in all 

pairs of loci putatively located on the same chromosome arm. Since those microsatellite 

markers were used for this study, the physical linkage is presumably a likely cause for the 

detected LD. Another reason for the high number of linked loci when testing for LD might 

be that the test assumes that populations are in HWE (Schwab, 2008). However, as it was 

already noted, loci and populations show deviations from HWE. This might be the reason 

why even loci on different chromosomes were considered to be linked. Due to the close 

physical distance of the used microsatellite markers and the violation of HWE, the results 

for LD should be treated with caution. 
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5.3. Genetic Diversity and Relationship among Laboratory Strains 

The results for genetic diversity reflect well the time the strains were kept in the laboratory, 

with LS_HG18 being the newest and most diverse strain (one year in culture) and 

LS_Canada as one of the longest established and least diverse strains (approx. eight years 

in culture). The number of private alleles in the tested laboratory strains was relatively high 

compared to the German field populations, suggesting a restricted gene flow between 

strains. Private alleles are unique to a single population but can occur at any frequency. An 

estimate of private alleles can be helpful because it can contribute to the identification of 

gene flow between populations (Slatkin, 1985). Populations with several private alleles are 

less likely to share their genetic material with other populations, indicating restricted gene 

flow. 

These first impressions were strengthened when analyzing the genetic distance and 

relationship among the laboratory strains. AMOVA in laboratory strains indicates that most 

variation (72%) occurred within populations, while 28% of the variation was detected among 

populations. The results for pairwise FST, Nei’s Genetic Distance/Identity, PCoA, and NJ 

confirmed this finding. Worth mentioning is that laboratory strains that are longer in captivity, 

namely LS_USA and LS_Canada, are more distinct from the ‘younger’ strains and 

laboratory strains originating from Europe are more similar to each other than to their North 

American counterparts. This is an expected result for the laboratory strains, considering the 

artificial nature of those strains. Proper stock-keeping implies a clean separation of strains 

and mixture between strains is only possible by accident or when the experimenter intends 

a crossing. 

Furthermore, using the results from the laboratory strains, it was possible to demonstrate 

the possible consequences of using only laboratory strains in experiments. Experiments 

meant to produce data for field applications, like pest control in SWD, should be performed 

with freshly sampled flies or genetically refreshed strains since SWD laboratory strains differ 

from wild populations and can change reasonably within a short period. The newly 

established laboratory strain LS_HG illustrates the effects of laboratory inbreeding well, 

including the change of genetic markers and a decline in allelic diversity. The pairwise FST 

for laboratory strain LS_HG revealed more differentiation in the second year of inbreeding 

(2019) than in 2018. While the differentiation was moderate in 2018, it was moderate to 

strong in 2019, which means that the two years of inbreeding resulted in more substantial 

differentiation compared to its origin. The present data cannot conclude whether the 

observed decline is due to a random selection of individuals during stock keeping or due to 

laboratory ‘adaptation’. However, over two years, the strain got more similar to other, older 

laboratory strains. This effect is important to consider during scientific experiments that rely 

on laboratory strains in field applications (Hamby et al., 2016; Kinjo et al., 2014; Lee et al., 
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2011; Shearer et al., 2016). Laboratory strains enable transparent and easily reproducible 

experiments. Results from those studies are taken as the threshold for similar experiments 

and as a portrayal of natural processes. However, strains that arise from human cul tivation 

undergo artificial evolutionary genetic changes (Knudsen et al., 2020). Therefore, for 

evaluations of the efficiency of naturally occurring predators, parasitoids, bacteria, or 

viruses for biological pest control, invasion history, or behavior, fresh field collections or 

genetically refreshed strains should be the first choice over highly inbred laboratory strains. 

It should be noted that this finding is only relevant for field applications but does not 

influence genetic monitoring of laboratory strains to keep genetically pure animals as it is 

common for example for rodents (Cohan et al., 2019; Guénet and Benavides, 2010). 

 

5.4. Spatial and Temporal Genetic Variation of Drosophila suzukii in Germany 

Invasive species like SWD constitute a threat to agriculture, economy, and biodiversity 

(Mooney and Cleland, 2001). While the development and improvement of control methods 

are undoubtedly extremely important to tackle a pest species, understanding population 

movement, genetic structure, and diversity are also crucial for developing pest management 

strategies (Fraimout et al., 2017). This study focused on the spatial and temporal genetic 

variation of SWD populations in Germany for three years (2017-2019) to help understand 

the genetic population development of this invasive pest species. So far, population genetic 

studies in Europe did not analyze population genetics in several consecutive years. This 

type of data is only available for the SWD populations in the USA (Bahder et al., 2015). 

Our analysis of 14 microsatellite markers revealed that levels of genetic diversity in 

Germany are comparable with other European countries (Lavrinienko et al., 2017; Tait et 

al., 2017) and that genetic differentiation of sampled SWD is displayed among individuals 

within a single population but not among populations from different sample sites. None of 

the populations showed a gain or loss of genetic information over the years. The results 

suggest a substantial gene flow and a more homogeneous gene pool across different 

geographical populations. That gene flow between populations is present can also be 

confirmed by the lack of private or low-frequency alleles. Populations that share most of the 

alleles and show only a small number of private alleles with low frequencies are more likely 

to have experienced gene flow in recent generations. The FIS value was positive in most 

populations. This is usually interpreted as a sign of inbreeding, but precautions were taken 

to avoid sampling related individuals in this study. As discussed above, another factor that 

can influence the F IS value is the presence of null alleles. Since null alleles can cause a 

reduction in heterozygosity, the F IS value increases. This might be the most plausible reason 

for positive FIS values in the studied populations.  
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Results from this study suggest that SWD is a well-established, uniform population in 

Germany that might not be altered much by multiple invasions or reinvasions. Based on the 

low differentiation between populations and years, there are either no reinvasions, or they 

do not impact local populations. This is supported by the STRUCTURE, NJ, and PCoA 

results, which did not group German populations into distinct subpopulations. 

Methodological issues can be excluded because the marker system established by 

Fraimout et al. (2015) and used in this study detected genetic differences between our 

laboratory strains (LS_USA, LS_Canada, LS_Italy, LS_Frankfurt, LS_Valsugana, 

LS_France, and LS_HG18 or LS_HG19). To measure the genetic differentiation between 

populations, an analysis of the FST was done, comparing the proportion of the genetic 

variation contained within a population relative to the total genetic variance. Following the 

other genetic distance analyses, the pairwise FST reveals only a minor differentiation 

(FST < 0.1) between all German populations and years. In contrast, when including 

laboratory strains as outgroups, most pairwise comparisons indicate a moderate 

differentiation. It could be criticized that the alternative to Wright’s F-statistics, the so-called 

R-statistics (Slatkin, 1995), was not used. Slatkin’s RST can be calculated using allele size 

variances, while Wright’s FST is calculated from the variances of allele frequencies. 

Wright’s F and Slatkin’s R both have their advantages as well as drawbacks. RST assumes 

a stepwise mutation model and is thought to accurately reflect the mutation pattern of 

microsatellites (Balloux and Lugon‐Moulin, 2002), but it has a high variance. The main 

drawback of FST is its sensitivity to the mutation rate when migration is low (Balloux and 

Lugon‐Moulin, 2002). Nevertheless, to provide a less biased estimate of gene flow when 

sample sizes are moderate, FST should be performed instead of RST due to its high 

associated variance (Gaggiotti et al., 1999). Not only is the choice of FST or RST often highly 

discussed, but the interpretation can be difficult as well. In the case of FST, values can range 

from 0 to 1, where 0 means complete sharing of genetic material and 1 means no sharing 

at all. Populations with a value of 1 are completely isolated from one another and do not 

share any alleles. In reality, it is rarely larger than 0.5. Wright himself proposed that values 

of F = 0.25 are considered to show significant differentiation, values between 0.15 and 0.25 

show moderate differentiation, and values smaller than 0.05 indicate no or negligible 

differentiation between subpopulations (Hartl and Clark, 1997; Wright, 1978). However, 

such a strict interpretation might not be accurate, as Wright (1978) explained. He pointed 

out that differentiation cannot be disregarded just because F ST is smaller than 0.05. The 

effect of polymorphism can drastically lower FST outcomes, and even low values may 

indicate crucial genetic differentiation (Charlesworth, 1998; Nagylaki, 1998; Wright, 1978). 

Nevertheless, this does not seem to be true for the sampled and analyzed SWD 

populations.  
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Keeping these results in mind, the observed lack of admixture might be interpreted as 

evidence that colonization may have involved a single founder population rather than 

individuals from different origins. This is in contrast to findings from Ukraine, which found 

evidence for multiple sources of SWD invasions into Europe (Lavrinienko et al., 2017). On 

the other hand, our results are following results demonstrating that European SWD 

populations were genetically more homogenous with lower levels of genetic diversity 

compared to populations from North America (Adrion et al., 2014; Fraimout et al., 2017).  

Other factors leading to genetic differentiation of local populations are mutation, genetic 

drift, and natural selection due to local (environmental) adaptation (Slatkin, 1987). 

Geographic barriers like mountains, lakes, and rivers can lead to genetic differences in 

populations. Germany is only streaked by an orogenic belt of relatively low mountains and 

hills, the Central German Uplands, but not by high mountain ranges. More extreme 

geographic landforms are not found in Germany, except for the Alps in the southernmost 

reach of the country. Other potential barriers include the two important waterways Rhine 

and Danube, a range of tributaries, islands along with the northwest coast and northeastern 

Baltic coast, and numerous lakes within German borders. Even though the characteristics 

of geographic barriers seem negligible, especially for a flying insect, it was speculated that 

differences between SWD populations might be present in the data. It was shown that the 

Rhine River and Lake Constance can act as geographic barriers for other animals like the 

small bank vole Clethrionomys glareolus (Gerlach and Musolf, 2000). The same study 

showed that more recent artificial fragmentations of landscapes, for example, highways, 

also have an important impact on gene flow and genetic population structure (Gerlach and 

Musolf, 2000). Habitat fragmentation is a known problem as it can cause small population 

sizes, obliteration of metapopulation structure, inbreeding, and a decrease in fertility due to 

low gene flow (Gonzalez et al., 1998; Hartl et al., 1992). Based on the data obtained in this 

study, especially the low variation detected among populations, it seems that neither 

geographic properties nor artificial fragmentation act as barriers for SWD. At least, they do 

not isolate populations from each other. As an insect capable of flying, SWD has apparent 

advantages over smaller mammals like the bank vole, which are greatly influenced by 

geographic and artificial barriers. SWD can move from high to low elevation and travel long 

distances by flight (Tait et al., 2018). Nevertheless, distinct SWD populations from the island 

versus the mainland can be found in Italy (Tait et al., 2017). In this respect, it would be 

interesting to analyze samples from a German island in the North Sea or Baltic Sea in future 

experiments.  

Another factor influencing populations on a genetic level is climate and the short-termed 

localized variation in weather. The consequences and effects of long-termed climate 

changes on genetic diversity have been studied across many taxa and geographical 
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landscapes, including invasive alien species (Galatowitsch et al., 2009; Hellmann and 

Pineda-Krch, 2007; Mainka and Howard, 2010). If generation times are short and adaptive 

capacity is enhanced, genetic diversity can be affected rapidly (Avolio et al., 2013; Proft et 

al., 2021). A prediction of what type of evolutionary responses can be expected or whether 

it is likely to help or hinder species expansions remains a challenging question, foremost 

because it is difficult to perform experiments over a long enough period and secondly 

because climate and weather itself are difficult to predict (Moran and Alexander, 2014; 

Moran et al., 2017). In the case of SWD, a study in the US found a significantly lower genetic 

diversity and a bottleneck event in a SWD population from eastern Washington compared 

to a coastal California population. It concluded that it is plausible that the more extreme 

climate in Washington could be the issue for this result (Bahder et al., 2015). The climate in 

Germany is temperate throughout the country, even though temperature extremes, 

especially in the summer, are occurring more frequently (Carney and Kantz, 2020; Estrella 

and Menzel, 2013). Still, climate, temperature, and humidity differ to a certain extent 

between sampling locations and years, and it could have been expected to influence the 

German SWD population, but we could not detect these differences in our data. These 

findings again match the results from Tait et al. (2017), who did not detect differences 

between the populations from the much colder climate of Trentino compared to the rest of 

Italy.  

Another factor that can be interesting regarding population structure is the comparison 

of rural and urbanized areas. That urbanization can substantially affect biodiversity and 

population genetic variation and differentiation is well known (Johnson and Munshi-South, 

2017). Human-induced environmental changes have an unprecedented influence on the 

adaptation of invasive organisms (McDonnell and Hahs, 2015; McDonnell and Pickett, 

1990). Invasive species are most likely to thrive in these changing conditions since they can 

increase the availability of food resources and overwintering habitats (Millennium 

ecosystem assessment, 2005; Santana Marques et al., 2020; Weaver et al., 2011). This 

seems to be true for the tested SWD populations in Germany. No differences were found 

between sample sites close to cities like Dortmund (DO) and populations in more rural areas 

like Derwitz (PM), indicating that urbanization does not adversely affect SWD populations.  

Considering the invasion history and success of SWD in other parts of the world (Asplen 

et al., 2015), it is not surprising that the results obtained in this study indicate a well -

established SWD metapopulation in Germany. The term ‘established’ in the context of 

invasion biology refers to self-maintaining populations of non-native species (Hayes and 

Barry, 2008). Reproduction-related characteristics are often positively associated with 

invasion success (Allen et al., 2017). These traits are also referred to as life-history traits 

and are thought to underlay introduction success and determine a species’ growth rate 
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(Allen et al., 2017). They include the amount of offspring, the frequency of reproduction, the 

age at which sexual maturity is reached, and the reproductive duration (Sæther et al., 2013). 

SWD has a relatively high reproductive capacity, with a single female laying hundreds of 

eggs during its life with up to 10 generations a year (Dalton et al., 2011), which plays an 

important role in its invasion success (Allen et al., 2017). Invasion success is also facilitated 

by the similarity between the habitats of native and introduced ranges (Kolar and Lodge, 

2001), and SWD fits the European and German ecosystem, not only in means of climate 

but also due to a constrained number of natural predators and parasitoids present (Chabert 

et al., 2012; Stacconi et al., 2015). The ‘Enemy Release Hypothesis’ (ERH) suggests that 

the establishment and population growth of an invasive species is heavily dependent on the 

absence or reduced effectiveness of naturally occurring enemies (Keane and Crawley, 

2002; Liu and Stiling, 2006). In terms of parasitoids, only three larval endoparasitoids, 

namely Ganaspis xanthopoda (Hymenoptera: Figitidae), Asobara tabida (Hymenoptera: 

Braconidae), and Asobara japonica, have been successfully reared on SWD, all three from 

the native range of SWD in Japan (Mitsui et al., 2007). To date, only three generalist 

parasitoids, Pachycrepoideus vindemiae (Hymenoptera: Pteromalidae) and Leptopilina 

heterotoma (Hymenoptera: Figitidae) and Trichopria drosophilae (Hymenoptera: 

Diapriidae), were found to parasitize SWD with low effectiveness in Europe (Chabert et al., 

2012; Stacconi et al., 2015). Other potential European larval or pupal parasitoids are either 

unable to develop or rarely oviposit in SWD due to a strong immune response in the host 

(Chabert et al., 2012).  

One critical topic regarding invasive alien species is the movement of people and goods 

on a global scale that eases the worldwide introduction and passive spread of non -native 

invasive species (Hulme, 2009, 2014). The increasing number of invasive species in Europe 

shows a consistent pattern with the increases in trade and travel (Jeschke and Strayer, 

2005, 2006; Keller et al., 2011). All invasive species, independent from their origin, have in 

common that passive transport enables their successful spread (Banks et al., 2015). 

Anthropogenic transport of goods is an important aspect for the dissemination of flies since 

it facilitates the gene flow between locations, and international trade via air and sea 

transport provides new pathways for the spread of insect pests in general (Hulme, 2009). 

Even though it seems to be impossible to reconstruct the exact routes in detail due to the 

enormous amount of imported fresh produce, it is reasonable to assume that transportation 

of host fruits and plants lead to an extensive movement of SWD or other pests not only 

across Germany but all over Europe (Cini et al., 2014). Germany is importing large amounts 

of host plants and crops from all around the world. A look at the importation routes shows 

that most fresh fruits are imported from within Europe, namely Spain and Italy, and from the 

USA and South America (source: International Trade Center, www.trademap.org). In that 

respect, distinct populations that originated from different countries or even continents could 
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be possible, but we did not find proof for this. With the data obtained in this study, it is not 

possible to reconstruct invasion routes from outside Germany, but it would be an interesting 

aspect for further experiments. However, our collection did not include SWD samples from 

countries like Spain or the US, and, therefore, it is not clear where the German population 

might have originated from. However, Fraimout et al. (2017) did find evidence that the 

German sample site in their experiment most likely originated from an admixture of SWD 

populations from Asia and the eastern US. In general, a better comprehension of genetic 

structure, population dynamics, and the reconstruction of invasion routes could improve 

pest control at a regional scale.  

 

6. Conclusion and Outlook 

The results obtained using microsatellite markers suggest that the sampled SWD 

populations across Germany contain the same level of genetic diversity. The results 

suggest substantial gene flow and a more homogeneous gene pool across different 

geographical populations, but no changes were detected over a three-year sampling period.  

This study indicates that SWD is a well-established species in Germany. This would 

ultimately imply that it might be difficult to eradicate this invasive pest at all. Based on the 

data presented here, it is impossible to evaluate if SWD is already well adapted to its ‘new’ 

habitat in Germany or if there is no need for further adaptation due to a lack of natural 

enemies or competitors. One way or another, it is plausible to assume that Central and 

Western European habitats seem to provide a thriving environment for SWD. Furthermore, 

since genetic characteristics affect the success of an invasive species, SWD might even 

harbor a high potential for further spread (Allen et al., 2017; Sæther et al., 2013). 

Understanding the biology of an invasive species can help define management strategies, 

mitigate its spread and the damage it causes and predict further outbreaks (Fraimout et al., 

2015). For SWD, the development of pesticide resistance would be the worst-case scenario 

since there are no valid alternatives. The main problem remains that only a few approved 

pesticides affect SWD successfully (Haviland and Beers, 2012; Shawer et al., 2018). The 

pesticides currently used are under strict regulations from the EU or banned from the market 

entirely, while alternative methods are not promising yet (Chabert et al., 2012). However, 

since only a few alternatives are available, the risk of SWD developing resistance against 

those chemicals increases with time, particularly concerning the high genetic diversity we 

found in the analyzed German populations. There is an urgent need for the development of 

alternative pest control methods besides chemical pesticides.  

Improved trapping and monitoring have to be the first measures to prevent a further 

spread or frequent reintroductions. Then, integrated pest management, which incorporates 
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biological control methods, could be a valuable tool to fight SWD spread. This includes the 

usage of natural parasitoids and predators as it has been already investigated for SWD but 

with admittedly little success (Chabert et al., 2012; Stacconi et al., 2015). The incorporation 

of other methods like exclusion netting can be a valuable option as well. Augel et al. (2020) 

found that Exnet systems can successfully prevent SWD infestation but they are 

accompanied by several problems. The installation of Exnet systems involves an estimated 

annual investment of 410 to 1,620 €/ha (Augel et al., 2020). Other disadvantages are that 

Exnets require proper maintenance to be of use against SWD, Exnets do not necessarily 

prevent infestations with other pests like spider mites, and they also exclude beneficial 

insects, resulting in pollination problems that in turn have to be countered by placing 

bumblebees or honeybees within the Exnet (Augel et al., 2020; Boehnke et al., 2019; Kuesel 

et al., 2019; Leach et al., 2016). Another method that could be interesting for pest control in 

SWD is the Male Annihilation Technique (MAT) that is used in the suppression of tephritid 

pest species (Vargas et al., 2014). In MAT, traps are used which are baited with a male lure 

in combination with an insecticide (Vargas et al., 2003). The male proportion of a population 

is reduced, causing suppression or even eradication of the whole population (Steiner et al., 

1965; Steiner and Lee, 1955; Vargas et al., 2003). Similar lures are not available for SWD, 

fermented food baits such as vinegar or yeast solutions are used instead (Cini et al., 2012; 

Cloonan et al., 2019; Walsh et al., 2011). This type of trap has the undesired side effect of 

trapping also nontarget insects (Cha et al., 2013). A lure that is more specific to SWD, ideally 

not even for males but for female SWD, could be an important tool for pest control (Cha et 

al., 2013).  

Another option for integrated pest management and environmentally friendly alternatives 

to pesticides could be the Sterile Insect Technique (SIT) that has proven highly effective in 

agricultural insect species (Augustinos et al., 2017; Benedict and Robinson, 2003; Krafsur, 

1998; Wyss, 2000). For SIT programs, sterilized male individuals are released into the 

environment and lead to infertile mating that could reduce the population size of SWD in 

the future. The benefits of SIT application in SWD would be its species-specificity and a 

safe application at any time in the season without any risk on human or environmental health 

(Sassù et al., 2020). An important aspect for successful mass rearing is the development 

of protocols guaranteeing a cost-effective and stable production of insects (Gast, 1968). 

First efforts have already been made to develop efficient mass rearing methods for SWD. 

Sassù et al. (2019) evaluated the efficiency of two oviposition systems and found that cages 

equipped with a wax panel resulted in more eggs, higher viability, and emergence rate 

(Sassù et al., 2019). In contrast, cages with a netted oviposition system did not perform as 

well (Sassù et al., 2019). One of the most critical parts of mass rearing protocols is the larval 

diet since it has a great influence on operational costs and the quality of the insects (Parker 

et al., 2021). The diet for SWD is mainly based on expensive brewer’s yeast as a protein 
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source (Hardin et al., 2015; Lewis and Hamby, 2019; Spitaler et al., 2020). To circumvent 

this problem, Nikolouli et al. (2021) were experimenting with Enterobacter sp. AA26 as a 

cheaper replacement for brewer’s yeast in the SWD diet. In medfly, using Enterobacter sp. 

AA26 dry biomass as a yeast replacement in the diet was successful (Kyritsis et al., 2019), 

while Nikolouli et al. (2021) showed that a full replacement in the SWD diet resulted in 

decreased fitness and fertility. However, SWD fed with a diet that replaced the yeast only 

partially performed much better and without severe effects. Nikolouli et al. (2021) suggest 

that halving the yeast quantity is still sufficient to produce fit adults and could reduce the 

costs for a potential SWD mass production. Those findings bear great potential for mass 

production of SWD for SIT. In addition, efficient and successful SIT programs rely on 

additional aspects besides mass rearing protocols and larval diet. Several current SIT 

programs consider the genetic background refreshing as a vital tool for mating success and 

efficacy of the release programs (Estes et al., 2012; Parreño et al., 2014; Zygouridis et al., 

2014). Due to our findings of genetic uniformity in wild German SWD populations, we 

hypothesize that this could be beneficial for the mating success of a single suitable mass-

reared SWD strain to different wild-type populations during SIT programs. Therefore, while 

SWD control is still challenging, biological control methods, including the SIT, remain a 

beneficial option for sustainable pest control. 
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Index of Abbreviations 

°C   degree celsius 

%   percent 

bp   base pair 

cm   centimeter 

D. melanogaster Drosophila melanogaster 

D. suzukii  Drosophila suzukii 

ddH2O   double-distilled water 

DNA   deoxyribonucleic acid 

dNTP   desoxyribonucleosidtriphosphate 

E. coli   Escherichia coli 

EDTA   ethylenediaminetetraacetic acid 

et al.   et alii/ aliae/ alia 

EtOH   ethanol 

fwd   forward 

g   relative centrifugal force 

h   hour 

HWE   Hardy-Weinberg equilibrium 

l   liter 

LB-Medium  lysogeny broth medium 

LD   linkage disequilibrium 

M   Mol/l 

mg   milligram 

min   minute 

ul   microliter 

ml   milliliter 

mM   millimolar 

ng   nanogram 

p   p-value 

PCR   polymerase chain reaction 

pH   potentia hydrogenii 

pmol   picomole 

rev   reverse 

 



109 

RT  room temperature 

SSR  simple sequence repeats 

SWD  Spotted Wing Drosophila 

TAE  tris-acetate-EDTA 

TB  terrific broth 

TBE  tris-borate-EDTA 

Tris  tris(hydroxymethyl)aminomethane 

U  unit (enzyme) 

VE  deionized water 

 

Abbreviations and descriptions for population genetics and statistics 

• SMM – Stepwise Mutation Model 

• IAM – Infinite Allele Model 

• FST = HT – HS / HT; where Hs represents the expected level of heterozygosity in a 

subpopulation, and Ht is the expected level of heterozygosity if all subpopulations 

were pooled together (i.e. in the total population). 

• d-FST - The average number of different alleles between individuals within a population 

• RST = S – Sw / S; where Sw and S are the average sum of squares of the difference in 

allele size within a subpopulation and for the entire population, respectively 

• d-RST - the average squared difference in allele size (measured as microsatellite 

product length) between individuals within a population 

• M - the ratio of number of alleles (k) to range in allele size (r) for any given population 

• m – absolute number of migrants 

 

Moreover, standard SI units were used
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A Appendix 

A.1 Additional Data  

A.1.1 Publication ‘Spatial and temporal genetic variation of Drosophila suzukii in 

Germany’ 
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A.1.2 Sanger Sequencing Results for Tested Microsatellite Markers 

Shown are the Sanger sequencing results for each microsatellite marker tested in this study. 

Letters in boldface indicate the primer sequence and letters marked in red show the repeat 

motif as it is described in the publication of Fraimout (2015).  

 

DS21 

5’-GAGACGCGATGGTACCGTTACCTATTTATCCCTTTGTGAGCCCAATCTTCGA 

ATACGCTTTCACCTCTCTCCCGCTGTTAGATTACATATGTGTGTGTGTGTGTGTGCTTCGATGGCC

TTTTTGGTCAATTGTCCTTTTTGTTGTTGTTCTTTCCGTGGGTCAAACACACACACACACACACTT

AGGTGTTTTTTTGGTGCTCGGCCAAGGGAACAACAAATACATGCGACCCTCGGCAGCGCTGCGACT

GCGCTGCCCGCGTCCACCTGCAGGGGGTTGCATTTTTAGGCCACACCCACATGCGAATGCGACGCT

TGCACTCGATTGG-3’ 

 

DS27 

5’-CCAGCGACTGCAGAAGTGACGTCAATGAGCGCGAGGCCAAATTGCCACAGTGTGTG 

TGTGTGTGAGTTGTGTTGTGGAGGATTGC-3’ 

 

DS10 

5’-CGAGACTGTGCGAACGAGAGAGAAGGGACGAAGCCTGTGTGTGCTTCTTTT 

GTCCTGCTCCCTCTGTGTATAACGGTAAATGGCAAATGGTACATATGTACATATATACACTTCGAA

GGCAAAGTAGAGGAAAATGTATGCAACATTTTACAATGCAAAAGCCATTTACTTGGGCAACGAAGA

AAAGCCAAGGGAGATGGAAAGCGGAGAACCTAAGAGAGAAAGAGAAAGAGGACCTTTGCGGGTACG

TGTGTGTGTGTGTGTGTGTGTGTATGTGAGGCAGTCAGCATATG-3’ 

 

DS28 

5’-TTAAGCTGACCTCCTCCTCGAGCGGCTAGCGTCGACGGCGACGTCGGCAGA 

GGCGGCGGCAGCGGCAGCGGCGAATTGCGGTCGAAACCGTCCCTGGGCGAATCTATCTGAATCTGT

GTGTGTGTGTGTGTGCCTTGTATCTGTGCGAGTGC-3’ 

 

DS35 

5’-TCCGTATTCCGTATCCGTGTTCCCCTTTTCCGTATCCTGGTAACATCCCATTG 

GCCCACCTCTCACGCAGTTGCCCCGCGGGAGGTTGCGAAAACTTTGCGTAATACCAAAAAGTGCTG

GCAGCACATTTCGAGTGCAAACTTTATATTAGAGTTGAAGTGCCACACACACTCGCATCGCACACA

CACACACACACACTCTGCCACACTGCCATACTCC-3’ 
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DS34 

5’-AACAACGACGCAGAAGCTCAAGGCGAGCAGCAACAACAAAAGTCGGCGGC 

ATATAATACAACACGTGAAACGTGACAAATTCCAAAGCGAAACGGCGAAGTCAACTGGGCGGCGGC

TGCGAATGAGAGAGAGAGAGAGAGAGAGAAAAGCTGATAGCCGCCGCTTGGCAACAACAATCCCAT

CACGAAGCCAAACACACATGCACACACACACTCACCGCTCGGCCGACATTTTGTTTTTATTACAGA

GCGCAACAGTCG-3’ 

 

DS23 

5’-TGCCACTAAGCTCACACGGTGCTTTTCGCTTCTTATTTTATTTTTTACTTAGGA 

TGGGGATGGGGTTTTCCTCTTTTCCGAGCGATTTACGAGTCTGGCCTGGGTTCTACGTTTTCGCGT

CCCGGGGCAAAGGCATCCCCTGCATTTTACAACATTTGTATTTATTTGGCGTCATGAGTTTAAGAT

GTTGTTGATATATGTTTACCGTTGGGTGACACACACACACACACGAATACACAGCAAGTGGCAACT

G-3’ 

 

DS22 

5’-TACAGATACGCCGTCGGATTTCTTTATTATACGATTTTGATTCGAAAATAATTC 

AAACGAATTTCGGGGCTGCCTGGCTTTTGAGAGCGCGTGCGCAACAGCCAAGCAGACAAAGGAAAA

CCCGCTGCGGGTTTTCGCCCAGTGTAGGCCACATAAAGCGTAGCACGGTAGCCGAGCTACAGGTTC

GAGTGCGCCAGTGTGTGTGTGTGTGTGTATGGACGATGACGCTGGTAAAAAAATAATGAATAAAAG

AAAACCTGTACACAAAAAACCAGACAAATAAACCAAATACAAAAGCCTTCTCCTCGAGGTCCGTCG

TCTTGGTCTT-3’ 

 

DS20 

5’-CAGCCATATGCAATGCACTGGCCGGAAACGGAAATGCACGCTGCCATTTTA 

GCATGCCGCCCGCACACACACACACAAAAGAGAGAGAAAGAGAGGAAGCGGGGCATACAAATGAGG

CGTTGAATAATTGAAGACATAAATTCGCACTTGCACATACCAAAAAAAAAGTTTTTTTATTGTTGC

CGGCTTCTGGGCTCTCAGCTCTCGACTTCCGCTGGATAT-3’ 

 

DS14 

5’-AAGAACCGCAACGAGCAAAACTCAATTGCGGCAAAGTAACTAAAATTGCTTT 

GTCAGGGTAAAAGAGAATTTTCCATCAGGGGGAGGGCGGTAAATATTTAGCCCCCGCCCCCAAAAA

TACAAAAGAGGGGCGTGGCAGAAAGCCAAACTCCTGTGAACAGCACATGTGTGTGTGTGTGTGTGT

GCGTCGTGTCGCTGGATAATTC-3’ 

 

DS07 

5’-AAGGCTGGAGTGGCAACAAACATTAAGAGCAGAAACATTTGCATATTCCGTA 

TATTTGGCTTTTGCCTTAATTTGTTTGCACATATAAGCAAACTCCCACACACACACATACACACAC

AATCCCAACAAAGTGACTTTGCATGTTTAACAGCTCAGCAGATAAGAACCCAGCCGAACAGAACCT

TAGC-3’ 
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DS06 

5’-CGGTTCGAGTGCTTGTTAGAAAGAGCGCGAGTGCGGTGGTAAAGAGATGCC 

AAATGGATGTGAATGGACGTATAATGTGTGAGTGTGTGTGTGAGAGATCCTGAAACTCGTTTTGTC

GCTAATTGGATGCTGAAGGTGTCCTCCACGTGT-3’ 

 

DS11 

5’-CGGTGACTCGTGCAGTTGTATGGTTGTATTTTAAGAAGCTGACCACACACTTA 

CACCCAGCTCACCCACAAGTGCATATGCAACACCCCCAAGCACACACACACACTCACACACACACT

GGCAAACCGCATGCAGCTGCAACAGCTTCCGTTTACCACCACCCCACTTGGCCACCCAAAAAGTTT

TCGTTTTGCTTTCTTGGACTTTGCCTAATGCACATTTTTGCATTTTGCTCTAGACAGAGTCGGC-

3’ 

 

DS36 

5’-TTGGCAACGTGTGAAGCTGCGAAATCTCAGCTGTAATTGTTGAATAATTCAGT 

TAACAGGCGGGATAATGAGACGCCGAAAATGAAAGCTCTCCTTGAGTTTTAGAGTGTGTGTGTGTG

TGTGTGTTTTGGCCATCTAACGGCAATTTATTGATGAACAATGAGGCAGCATTGCAGTGTCTC-3’ 

 

DS26 (excluded) 

5’-CCTGTGTGCATCTCAGTGTTTGTGTTTTGGTGTGTGTTTGTTGTGCGGTGTGTGTTGT 

CATGTGCTGGAGTGCTGTA-3’ 

 

DS17 (excluded) 

5’-CATCTCAGGCCACGAATGCCAGTGTGTGTGTGTGTGTGTGTGGAAAGTATCTGGA 

ACTGGCTCTGGCGGGGCTTCATCTTTCTGCACTCGAGAATCTGGAG-3’ 

 

DS32 (excluded) 

5’-CGGCGTGTTGCAGTTATTCATAATCGTTTGTCAGCGCTGAGGGCTCTCTCTG 

TGTGTGTGTGGGGGGGGGGTCCTCTGGCGTGTGTGTATACACGTGCTTATCCACAGCAAACATGCG

GCCACCCATACTAGCGCACAGAGCGGCCGCAGTATGCGGCAAAGCAATTTCGGTAAACGCTTTTTG

GGCAGAACGGGGCGTATACGCAATACATTATATTATATTCCGCACTGACCAGAAACTGTTGTAAGC

CCACGCGGGAGCAATAAATAATTGAAATCTGGCATATTACCGAATGCTGTGAATTGTTGAATTCAA

CAATTGCCATGTCATGTCGACCAGTGCAT-3’ 
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A.1.3 Results for Linkage Disequilibrium for Each Population 

 
DO17 
 
Table of the number of linked loci per locus 
 
Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

 1 1 2 2 1 1 2 0 2 0 0 1 2 3 
 
Table of significant linkage disequilibrium (significance level=0.0500): 
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

14 * - - - - - - - - - - - + - 
34 - * + - - - - - - - - - - - 
21 - + * - - - - - - - - - - + 
20 - - - * + - + - - - - - - - 
35 - - - + * - - - - - - - - - 
23 - - - - - * + - - - - - - - 
22 - - - + - + * - - - - - - - 
06 - - - - - - - * - - - - - - 
36 - - - - - - - - * - - + - + 
11 - - - - - - - - - * - - - - 
27 - - - - - - - - - - * - - - 
07 - - - - - - - - + - - * - - 
10 + - - - - - - - - - - - * + 
28 - - - - - - - - + - - - + * 

 

 
DO18  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 0 0 4 3 4 1 4 4 0 1 0 3 2 2 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

14 * - - - - - - - - - - - - - 
34 - * - - - - - - - - - - - - 
21 - - * + - - + - - - - + + - 
20 - - + * + - - + - - - - - - 
35 - - - + * - + - - - - + + - 
23 - - - - - * + - - - - - - - 
22 - - + - + + * - - - - - - + 
06 - - - + - - - * - + - + - + 
36 - - - - - - - - * - - - - - 
11 - - - - - - - + - * - - - - 
27 - - - - - - - - - - * - - - 
07 - - + - + - - + - - - * - - 
10 - - + - + - -  - - - - * - 
28 - - - - - - + + - - - - - * 
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DO19  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 1 1 0 0 0 5 2 0 0 0 3 2 0 2 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

14 * - - - - + - - - - - - - - 
34 - * - - - + - - - - - - - - 
21 - - * - - - - - - - - - - - 
20 - - - * - - - - - - - - - - 
35 - - - - * - - - - - - - - - 
23 + + - - - * + - - - + + - - 
22 - - - - - + * - - - + - - - 
06 - - - - - - - * - - - - - - 
36 - - - - - - - - * - - - - - 
11 - - - - - - - - - * - - - - 
27 - - - - - + + - - - * - - + 
07 - - - - - + - - - - - * - + 
10 - - - - - - - - - - - - *  
28 - - - - - - - - - - + + - * 

 
 
FF18  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 0 2 1 1 2 1 2 3 3 0 1 1 1 2 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
14 * - - - - - - - - - - - - - 
34 - * - - - - - - + - - - + - 
21 - - * - - + - - - - - - - - 
20 - - - * - - - + - - - - - - 
35 - - - - * - + + - - - - - - 
23 - - + - - * - - - - - - - - 
22 - - - - + - * - - - + - - - 
06 - - - + + - - * - - - - - + 
36 - + - - - - - - * - - + - + 
11 - - - - - - - - - * - - - - 
27 - - - - - - + - - - * - - - 
07 - - - - - - - - + - - * - - 
10 - + - - - - - - - - - - * - 
28 - - - - - - - + + - - - - * 
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FF19  
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 0 0 0 2 2 2 1 1 1 0 1 2 1 3 

 
Table of significant linkage disequilibrium (significance level=0.0500): 
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
14 * - - - - - - - - - - - - - 
34 - * - - - - - - - - - - - - 
21 - - * - - - - - - - - - - - 
20 - - - * + + - - - - - - - - 
35 - - - + *  - - - - - - - + 
23 - - - + - * + - - - - - - - 
22 - - - - - + * - - - - - - - 
06 - - - - - - - * - - - - + - 
36 - - - - - - - - * - - + - - 
11 - - - - - - - - - * - - - - 
27 - - - - - - - - - - * - - + 
07 - - - - - - - - + - - * - + 
10 - - - - - - - + - - - - * - 
28 - - - - + - - - - - + + - * 

 
 
FR17 
 
Table of the number of linked loci per locus 
 
Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 3 2 1 3 2 3 0 0 2 1 1 1 0 3 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
14 * + - - + - - - - + - - - - 
34 + * - - - - - - + - - - - - 
21 - - * - - + - - - - - - - - 
20 - - - * - + - - - - - - - + 
35 - - - + * - - - - - - - - - 
23 - - + + - * - - - - - - - + 
22 - - - - - - * - - - - - - - 
06 - - - - - - - * - - - - - - 
36 - + - - - - - - * - - + - - 
11 - - - - - - - - - * - - - - 
27 - - - - - - - - - - * - - + 
07 - - - - - - - - + - - * - - 
10 - - - - - - - - - - - - * - 
28 - - - + - + - - - - + - - * 
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FR18  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 1 1 1 0 1 1 1 1 0 1 1 1 1 3 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

14 * - - - - - - - - + - - - - 
34 - * - - + - - - - - - - - - 
21 - - * - - - - - - - - - - + 
20 - - - * - - - - - - - - - - 
35 - + - - * - - - - - - - - - 
23 - - - - - * + - - - - - - - 
22 - - - - - + * - - - - - - - 
06 - - - - - - - * - - - - - + 
36 - - - - - - - - * - - - - - 
11 + - - - - - - - - * - - - - 
27 - - - - - - - - - - * + - - 
07 - - - - - - - - - - + * - - 
10 - - - - - - - - - - - - * + 
28 - - + - - - - + - - - - + * 

 
 
FR19  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 1 2 5 1 2 5 3 2 2 0 1 1 2 1 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
14 * - + - - - - - - - - - - - 
34 - * + - - + - - - - - - - - 
21 + + * - - + - + - - - - + - 
20 - - - * + - - - - - - - - - 
35 - - - + * + - - - - - - - - 
23 - + + - + * + + - - - - - - 
22 - -  - - + * - + - - - - + 
06 - - + - - + - * - - - - - - 
36 - - - - - - + - * - - + - - 
11 - - - - - - - - - * - - - - 
27 - - - - - - - - - - * - + - 
07 - - - - - - - - + - - * - - 
10 - - + - - - - - - - + - * - 
28 - - - - - - + - - - - - - * 
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HB17  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 3 2 0 0 1 3 2 2 1 2 2 2 1 1 

 
Table of significant linkage disequilibrium (significance level=0.0500): 
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

14 * - - - - - - + - + - - + - 
34 - * - - + - - - - - - + - - 
21 - - * - - - - - - - - - - - 
20 - - - * - - - - - - - - - - 
35 - + - - * - - - - - - - - - 
23 - - - - - * - - + + - + - - 
22 - - - - - - * + - - + - - - 
06 + - - - - - + * - - - - - - 
36 - - - - - + - - * - - - - - 
11 + - - - - + - - - * - - - - 
27 - - - - - - + - - - * - - + 
07 - + - - - + - - - - - * - - 
10 + - - - - - - - - - - - * - 
28 - - - - - - - - - - + - - * 

 
 
HG17  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 2 0 1 1 1 2 2 3 0 1 0 1 2 2 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
14 * - - - - - + - - - - - - + 
34 - * - - - - - - - - - - - - 
21 - - * - - - - + - - - - - - 
20 - - - * + - - - - - - - - - 
35 - - - + * - - - - - - - - - 
23 - - - - - * + - - - - - - + 
22 + - - - - + * - - - - - - - 
06 - - + - - - - * - + - - + - 
36 - - - - - - - - * - - - - - 
11 - - - - - - - + - * - - - - 
27 - - - - - - - - - - * - - - 
07 - - - - - - - - - - - * - - 
10 - - - - - - - + - - - + * - 
28 + - - - - + - - - - - - - * 
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HG18 
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 1 0 1 0 1 0 0 0 1 1 0 2 0 1 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

14 * - - - - - - - - - - - - + 
34 - * - - - - - - - - - - - - 
21 - - * - - - - - - + - - - - 
20 - - - * - - - - - - - - - - 
35 - - - - * - - - - - - + - - 
23 - - - - - * - - - - - - - - 
22 - - - - - - * - - - - - - - 
06 - - - - - - - * - - - - - - 
36 - - - - - - - - * - - + - - 
11 - - + - - - - - - * - - - - 
27 - - - - - - - - - - * - - - 
07 - - - - + - - - + - - * - - 
10 - - - - - - - - - - - - * - 
28 + - - - - - - - - - - - - * 

 
 
HG19  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 2 2 1 0 3 0 2 1 4 0 2 3 0 2 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
14 * - - - + - - - + - - - - - 
34 - * + - - - - + - - - - - - 
21 - + * - - - - - - - - - - - 
20 - - - * - - - - - - - - - - 
35 + - - - * - - - + - - - - + 
23 - - - - - * - - - - - - - - 
22 - - - - - - * - - - + + - - 
06 - + - - - - - * - - - - - - 
36 + - - - + - - - * - - + - + 
11 - - - - - - - - - * - - - - 
27 - - - - - - + - - - * + - - 
07 - - - - - - + - + - + * - - 
10 - - - - - - - - - - - - * - 
28 - - - - + - - - + - - - - * 
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HH19  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 1 1 1 1 0 0 1 0 1 0 1 2 2 1 

 
Table of significant linkage disequilibrium (significance level=0.0500): 
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

14 * - - - - - - - - - - - + - 
34 - * - - - - - - - - - - - + 
21 - - * - - - + - - - - - - - 
20 - - - * - - - - - - - - + - 
35 - - - - * - - - - - - - - - 
23 - - - - - * - - - - - - - - 
22 - - + - - - * - - - - - - - 
06 - - - - - - - * - - - - - - 
36 - - - - - - - - * - - + - - 
11 - - - - - - - - - * - - - - 
27 - - - - - - - - - - * + - - 
07 - - - - - - - - + - + * - - 
10 + - - + - - - - - - - - * - 
28 - + - - - - - - - - - - - * 

 
 
HOH17  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 1 2 0 3 0 3 2 0 2 2 0 2 1 0 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
14 * + - - - - - - - - - - - - 
34 + * - - - - - - + - - - - - 
21 - - * - - - - - - - - - - - 
20 - - - * - + - - - + - + - - 
35 - - - - * - - - - - - - - - 
23 - - - + - * + - - - - - + - 
22 - - - - - + * - - + - - - - 
06 - - - - - - - * - - - - - - 
36 - + - - - - - - * - - + - - 
11 - - - + - - + - - * - - - - 
27 - - - - - - - - - - * - - - 
07 - - - + - - - - + - - * - - 
10 - - - - - + - - - - - - * - 
28 - - - - - - - - - - - - - * 
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HOH18  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 1 1 2 3 2 3 3 3 2 2 2 3 1 2 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

14 * - - - - + - - - - - - - - 
34 - * + - - - - - - - - - - - 
21 - + * - - + - - - - - - - - 
20 - - - * + - - + - + - - - - 
35 - - - + * - - - + - - - - - 
23 + - + - - * - - - + - - - - 
22 - - - - - - * + - - - + - + 
06 - - - + - - + * - - - + - - 
36 - - - - + - - - * - - - + - 
11 - - - + - + - - - * - - - - 
27 - - - - - - - - - - * + - + 
07 - - - - - - + + - - + * - - 
10 - - - - - - - - + - - - * - 
28 - - - - - - + - - - + - - * 

 
 
HOH19  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 0 0 1 0 2 3 1 1 2 3 0 1 1 1 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
14 * - - - - - - - - - - - - - 
34 - * - - - - - - - - - - - - 
21 - - * - - - - - - + - - - - 
20 - - - * - - - - - - - - - - 
35 - - - - * + - - + - - - - - 
23 - - - - + * + + - - - - - - 
22 - - - - - + * - - - - - - - 
06 - - - - - + - * - - - - - - 
36 - - - - + - - - * - - + - - 
11 - - + - - - - - - * - - + + 
27 - - - - - - - - - - * - - - 
07 - - - - - - - - + - - * - - 
10 - - - - - - - - - + - - * - 
28 - - - - - - - - - + - - - * 
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KS17  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 1 0 2 0 1 0 1 1 0 2 1 2 2 1 

 
Table of significant linkage disequilibrium (significance level=0.0500): 
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

14 * - - - - - + - - - - - - - 
34 - * - - - - - - - - - - - - 
21 - - * - - - - - - + - + - - 
20 - - - * - - - - - - - - -  
35 - - - - * - - - - - - - - + 
23 - - - - - * - - - - - - - - 
22 + - - - - - * - - - - - - - 
06 - - - - - - - * - - - - + - 
36 - - - - - - - - * - - - - - 
11 - - + - - - - - - * + - - - 
27 - - - - - - - - - + * - - - 
07 - - + - - - - - - - - * + - 
10 - - - - - - - + - - - + * - 
28 - - - - + - - - - - - - - * 

 
 
KS18  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 2 1 0 0 1 1 3 2 1 2 2 3 1 3 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
14 * - - - - - - - - + - + - - 
34 - * - - - - - - + - - - - - 
21 - - * - - - - - - - - - - - 
20 - - - * - - - - - - - - - - 
35 - - - - * - - - - - - - + - 
23 - - - - - * + - - - - - - - 
22 - - - - - + * - - - + - - + 
06 - - - - - - - * - - - + - + 
36 - + - - - - - - * - - - - - 
11 + - - - - - - - - * + - - - 
27 - - - - - - + - - + * - - - 
07 + - - - - - - + - - - * - + 
10 - - - - + - - - - - - - * - 
28 - - - - - - + + - - - + - * 
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KS19  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 0 1 0 1 2 1 2 1 3 0 1 1 1 0 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

14 * - - - - - - - - - - - - - 
34 - * - - - - - - + - - - - - 
21 - - * - - - - - - - - - - - 
20 - - - * + - - - - - - - - - 
35 - - - + * - - - + - - - - - 
23 - - - - - * + - - - - - - - 
22 - - - - - + * - - - + - - - 
06 - - - - - - - * - - - - + - 
36 - + - - + - - - * - - + - - 
11 - - - - - - - - - * - - - - 
27 - - - - - - + - - - * - - - 
07 - - - - - - - - + - - * - - 
10 - - - - - - - + - - - - * - 
28 - - - - - - - - - - - - - * 

 
 
LB17  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 1 0 1 4 2 0 5 3 2 1 3 5 3 4 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
14 * - - - - - - - - - - - + - 
34 - * - - - - - - - - - - - - 
21 - - * - - - + - - - - - - - 
20 - - - * + - + - - - + - - + 
35 - - - + * - - - - - - + - - 
23 - - - - - * - - - - - - - - 
22 - - + + - - * + - - - + - + 
06 - - - - - - + * - - + + - - 
36 - - - - - - - - * - - + - + 
11 - - - - - - - - - * - - + - 
27 - - - + - - - + - - * - + - 
07 - - - - + - + + + - - * - + 
10 + - - - - - - -  + + - * - 
28 - - - + - - + - + - - + - * 
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LB18  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 0 2 1 1 2 1 2 2 1 2 0 2 1 1 

 
Table of significant linkage disequilibrium (significance level=0.0500): 
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

14 * - - - - - - - - - - - - - 
34 - * - - + - + - - - - - - - 
21 - - * - - - - + - - - - - - 
20 - - - * + - - - - - - - - - 
35 - +  + * - - - - - - - - - 
23 - - - - - * + - - - - - - - 
22 - + - - - + * - - - - - - - 
06 - - + - - - - * - + - - - - 
36 - - - - - - - - * - - + - - 
11 - - - - - - - + - * - - - + 
27 - - - - - - - - - - * - - - 
07 - - - - - - - - + - - * + - 
10 - - - - - - - - - - - + * - 
28 - - - - - - - - - + - - - * 

 
 
LB19 
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 1 2 1 1 1 1 2 0 2 3 1 4 1 2 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
14 * - - - - - - - - + - - - - 
34 - * - - - - - - + - - + - - 
21 - - * - - - - - - + - - - - 
20 - - - * - - - - - - - - - + 
35 - - - - * - - - - - - + - - 
23 - - - - - * + - - - - - - - 
22 - - - - - + * - - + - - - - 
06 - - - - - - - * - - - - - - 
36 - + - - - - - - * - - + - - 
11 + - + - - - + - - * - - - - 
27 - - - - - - - - - - * - - + 
07 - + - - + - - - + - - * + - 
10 - - - - - - - - - - - + * - 
28 - - - + - - - - - - + - - * 
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PM17  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 1 0 1 1 1 0 0 1 1 1 0 1 2 0 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

14 * - - - - - - + - - - - - - 
34 - * - - - - - - - - - - - - 
21 - - * - - - - - - - - - + - 
20 - - - * + - - - - - - - - - 
35 - - - + * - - - - - - - - - 
23 - - - - - * - - - - - - - - 
22 - - - - - - * - - - - - - - 
06 + - - - - - - * - - - - - - 
36 - - - - - - - - * - - + - - 
11 - - - - - - - - - * - - + - 
27 - - - - - - - - - - * - - - 
07 - - - - - - - - + - - * - - 
10 - - + - - - - - - + - - * - 
28 - - - - - - - - - - - - - * 

 
 
PM18  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 2 3 0 3 3 1 1 1 2 1 2 1 0 0 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
14 * - - + + - - - - - - - - - 
34 - * - - - - - - + - + + - - 
21 - - * - - - - - - - - - - - 
20 + - - * + - - - + - - - - - 
35 + - - + * - - - - - + - - - 
23 - - - - - * + - - - - - - - 
22 - - - - - + * - - - - - - - 
06 - - - - - - - * - + - - - - 
36 - + - + - - - - * - - - - - 
11 - - - - - - - + - * - - - - 
27 - + - - + - - - - - * - - - 
07 - + - - - - - - - - - * - - 
10 - - - - - - - - - - - - * - 
28 - - - - - - - - - - - - - * 
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PM19  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 1 2 0 1 2 1 1 1 2 0 1 0 3 1 

 
Table of significant linkage disequilibrium (significance level=0.0500): 
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

14 * - - - - - - - - - - - + - 
34 - * - - - - - - + - - - + - 
21 - - * - - - - - - - - - - - 
20 - - - * + - - - - - - - - - 
35 - - - + * - - - - - - - - + 
23 - - - - - * + - - - - - - - 
22 - - - - - + * - - - - - - - 
06 - - - - - - - * - - - - + - 
36 - + - - - - - - * - + - - - 
11 - - - - - - - - - * - - - - 
27 - - - - - - - - + - * - - - 
07 - - - - - - - - - - - * - - 
10 + + - - - - - + - - - - *  
28 - - - - + - - - - - - - - * 

 
 
R17  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 0 2 0 1 2 4 2 1 1 1 3 0 1 0 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
14 * - - - - - - - - - - - - - 
34 - * - - - + - - + - - - - - 
21 - - * - - - - - - - - - - - 
20 - - - * - - - - - - + - - - 
35 - - - - * + + - - - - - - - 
23 - + - - + * + - - - + - - - 
22 - - - - + + * - - - - - - - 
06 - - - - - - - * - - - - + - 
36 - + - - - - - - * - - - - - 
11 - - - - - - - - - * + - - - 
27 - - - + - + - - - + * - - - 
07 - - - - - - - - - - - * - - 
10 - - - - - - - + - - - - * - 
28 - - - - - - - - - - - - - * 
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R18  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 2 3 0 2 1 3 5 1 2 0 0 1 2 2 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

14 * + - - - + - - - - - - - - 
34 + * - - - - + - + - - - - - 
21 - - * - - - - - - - - - - - 
20 - - - * + - + - - - - - - - 
35 - - - + * - - - - - - - - - 
23 + - - - - * + - - - - - + - 
22 - + - + - + * - - - - - + + 
06 - - - - - - - * - - - + - - 
36 - + - - - - - - * - - - - + 
11 - - - - - - - - - * - - - - 
27 - - - - - - - - - - * - - - 
07 - - - - - - - + - - - * - - 
10 - - - - - + + - - - - - * - 
28 - - - - - - + - + - - - - * 

 
 
R19  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 0 3 0 4 2 1 4 0 2 1 2 1 0 0 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
14 * - - - - - - - - - - - - - 
34 - * - + - - + - - + - - - - 
21 - - * - - - - - - - - - - - 
20 - + - * + - + - - - + - - - 
35 - - - + * - - - - - + - - - 
23 - - - - - * + - - - - - - - 
22 - + - + - + * - + - - - - - 
06 - - - - - - - * - - - - - - 
36 - - - - - - + - * - - + - - 
11 - + - - - - - - - * - - - - 
27 - - - + + - - - - - * - - - 
07 - - - - - - - - + - - * - - 
10 - - - - - - - - - - - - * - 
28 - - - - - - - - - - - - - * 
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LS_France  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 0 1 2 4 5 2 2 4 6 5 5 6 0 6 

 
Table of significant linkage disequilibrium (significance level=0.0500): 
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

14 * - - - - - - - - - - - - - 
34 - * - - - - - - - - - - - + 
21 - - * - - - - + - + - - - - 
20 - - - * + + + - - - - - - + 
35 - - - + * - - - + - + + - + 
23 - - - + - * + - - - - - - - 
22 - - - + - + * - - - - - - - 
06 - - + - - - - * + + - + - - 
36 - - - - + - - + * + + + - + 
11 - - + - - - - + + * + + - - 
27 - - - - + - - - + + * + - + 
07 - - - - + - - + + + + * - + 
10 - - - - - - - - - - - - * - 
28 - + - + + - - - + - + + - * 

 
 
LS_Valsugana 
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 1 1 0 0 1 0 1 0 1 0 0 1 0 0 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
14 * + - - - - - - - - - - - - 
34 + * - - - - - - - - - - - - 
21 - - * - - - - - - - - - - - 
20 - - - * - - - - - - - - - - 
35 - - - - * - + - - - - - - - 
23 - - - - - * - - - - - - - - 
22 - - - - + - * - - - - - - - 
06 - - - - - - - * - - - - - - 
36 - - - - - - - - * - - + - - 
11 - - - - - - - - - * - - - - 
27 - - - - - - - - - - * - - - 
07 - - - - - - - - + - - * - - 
10 - - - - - - - - - - - - * - 
28 - - - - - - - - - - - - - * 
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LS_Italy  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 4 4 5 5 2 6 4 0 0 2 5 3 1 3 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

14 * - + + + - - - - - - + - - 

34 - * + - - + + - - - - + - - 

21 + + * - - + + - - - + - - - 

20 + - - * - + + - - - + - + - 

35 + - - - * + - - - - - - - - 

23 - + + + + * + - - - + - - - 

22 - + + + - + * - - - - - - - 

06 - - - - - - - * - - - - - - 

36 - - - - - - - - * - - - - - 

11 - - - - - - - - - * + - - + 

27 - - + + - + - - - + * - - + 

07 + + - - - - - - - - - * - + 

10 - - - + - - - - - - - - * - 

28 - - - - - - - - - + + + - * 

 
 
LS_Frankfurt 
 
Table of the number of linked loci per locus 
 
Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

 1 3 0 4 3 2 3 0 6 3 3 4 3 5 
 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

14 * - - - - - - - - - - - + - 
34 - * - - + + - - - - - + - - 
21 - - * - - - - - - - - - - - 
20 - - - * + + + - + - - - - - 
35 - + - + * - - - + - - - - - 
23 - + - + - * - - - - - - - - 
22 - - - + - - * - - - - + - + 
06 - - - - - - - * - - - - - - 
36 - - - + + - - - * + + + - + 
11 - - - - - - - - + * + - + - 
27 - - - - - - - - + + * - - + 
07 - + - - - - + - + - - * - + 
10 + - - - - - - - - + - - * + 
28 - - - - - - + - + - + + + * 
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LS_Canada  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 2 0 0 0 2 2 0 1 3 0 1 3 3 3 

 
Table of significant linkage disequilibrium (significance level=0.0500): 
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

14 * - - - - - - - + - - - + - 
34 - * - - - - - - - - - - - - 
21 - - * - - - - - - - - - - - 
20 - - - * - - - - - - - - - - 
35 - - - - * - - - + - - - - + 
23 - - - - - * - - - - - + + - 
22 - - - - - - * - - - - - - - 
06 - - - - - - - * - - - + - - 
36 + - - - + - - - * - - - - + 
11 - - - - - - - - - * - - - - 
27 - - - - - - - - - - * - - + 
07 - - - - - + - + - - - * + - 
10 + - - - - + - - - - - + * - 
28 - - - - + - - - + - + - - * 

 
 
LS_USA 
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 0 0 1 2 1 3 2 0 1 2 0 1 0 1 

 
Table of significant linkage disequilibrium (significance level=0.0500): 
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
14 * - - - - - - - - - - - - - 
34 - * - - - - - - - - - - - - 
21 - - * - - - + - - - - - - - 
20 - - - * + + - - - - - - - - 
35 - - - + * - - - - - - - - - 
23 - - - + - * + - - + - - - - 
22 - - + - - + * - - - - - - - 
06 - - - - - - - * - - - - - - 
36 - - - - - - - - * - - + - - 
11 - - - - - + - - - * - - - + 
27 - - - - - - - - - - * - - - 
07 - - - - - - - - + - - * - - 
10 - - - - - - - - - - - - * - 
28 - - - - - - - - - + - - - * 
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LS_HG18 
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 0 3 2 3 1 0 1 3 1 1 2 0 1 4 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 

14 * - - - - - - - - - - - - - 
34 - * - - - - - - + + - - - + 
21 - - * - - - - + - - - - + - 
20 - - - * + - - - - - + - - + 
35 - - - + *  - - - - - - - - 
23 - - - - - * - - - - - - - - 
22 - - - - - - * - - - - - - + 
06 - - + - - - - * - - + - - + 
36 - + - - - - - - * - - - - - 
11 - + - - - - - - - * - - - - 
27 - - - + - - - + - - * - - - 
07 - - - - - - - - - - - * - - 
10 - - + - - - - - - - - - * - 
28 - + - + - - + + - - - - - * 

 

 

LS_HG19  
 
Table of the number of linked loci per locus 
 

Locus 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
 0 2 1 3 5 1 3 4 1 0 5 1 2 2 

 
Table of significant linkage disequilibrium (significance level=0.0500):  
 

 14 34 21 20 35 23 22 06 36 11 27 07 10 28 
14 * - - - - - - - - - - - - - 
34 - * - - - - - - + - - - - + 
21 - - * - - - - - - - + - - - 
20 - - - * + - - + - - + - - - 
35 - - - + * - - + - - + + + - 
23 - - - - - * + - - - - - - - 
22 - - - - - + * + - - - - - + 
06 - - - + +  + * - - + - - - 
36 - + - - - - - - * - - - - - 
11 - - - - - - - - - * - - - - 
27 - - + + + - - + - - * - + - 
07 - - - - + - - - - - - * - - 
10 - - - - + - - - - - + - * - 
28 - + - - - - + - - - - - - * 
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A.2 Materials 

A.2.1. Chemicals 

 

Table A.2.1.1: Chemicals used in this study. 

Substance Supplier Catalog number 
Agar-Agar, bacteriological Roth 2267.5 

dNTP Mix (2 mM each) life technology R0242 
Quick-Load® Purple 100 bp DNA Ladder New England Biolabs N0550L 

SYBR® Safe DNA Gel Stain Invitrogen S33102 
Purple Gel Loading Dye (6X) New England Biolabs B7025 
Tris Roth AE15.3 

NaCl Roth 9265.2 
EDTA Sigma-Aldrich E5134 

Spermine tetra-HCl Sigma-Aldrich S1141 
Spermidine tri-HCl Sigma-Aldrich 85580 

Sucrose Roth 4621.1 
KoAc Roth P1190 
SDS Roth 0183.1 

Ethanol Roth 9065.2 
Water Molecular Biology Reagent Sigma W4502-1L 

Fadenagar  Brecht 00262-0500 
KCl Roth 6781.1 

Bierhefe Ramspeck 210099K 
Malzin CSM 4002715.72898.5 

Propionsäure Roth 6026.1 
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A.2.2. Consumables 

Table A.2.2.1: Consumables used in this study. 

Material Supplier Catalog 
number 

Lysing Matrix D ceramic beads Fisher Scientific 11442420 
Gloves TouchNTuff® Ansell 92-600 

Parafilm® M Roth H666.1 
KIMTECH® Science 
Präzisionstücher 

Roth AA64.1 

Sterilfilter PVDF 0,22µM Roth P666.1 

Pierceable Foil Heat Seal BioRad 1814040 
PCR SingleCap 8er-SoftStrips 0.2 
ml 

Biozym 710970 

96 well PCR plates Biozym  

2,0ml Mikroröhre PCR-PT Sarstedt 72693465 
Drosophila Zuchtbehälter 175 ml  Greiner Bio-one/Th. Geyer/ 

VWR/neolab 
960177 

Foam stopper for drosophila vials, 
big 

Greiner Bio-one/Th. Geyer/ 
VWR/neolab 

332070 

Drosophila vial PS, 50ml NerbePlus 11-881-0051 
Foam stopper for drosophila vial, 
small 

NerbePlus 11-881-1000 

Faltenfilter Papier Roth CA16.1 

Cell Spreader Heathrow Scientific HS8151 
Kultur-Röhrchen, PP-Röhrchen 
95x18mm  

Greiner bio-one (Kobe) 9401337 

SafeSeal SurPhob Filterspitzen > 
10 µl 

Biozym VT0200X 

SafeSeal SurPhob Filterspitzen > 
20 µl 

Biozym VT0220X 

SafeSeal SurPhob Filterspitzen > 
200 µl 

Biozym VT0240X 

SafeSeal SurPhob Filterspitzen > 
1250 µl 

Biozym VT0270X 

SafeSeal Reagiergef. 2 ml Sarstedt 72695500 
SafeSeal Reagiergef. 1.5 ml Sarstedt 72706 
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A.2.3. Devices 

Table A.2.3.1: Devices used in this study. 

Machine Model Company 

Autoclave 5075 ELV Tuttnauer 
Autoclave 3850 EL Tuttnauer 

Balance ABT 220-5DM Kern 
Balance Excellence XA 1502 S Mettler Toledo 

Biosafety cabinet ESCO Class II biosafety cabinet biomedis 
Centrifuge Mikro 220R Hettich 
Centrifuge Rotina 420R Hettich 

Dishwasher Compact Desinfektor G7783 CD 
Mielabor 

Miele 

Electrophoresis Power 
Supply 

EV 231 Consort 

Gel Documentation Station VersaDoc Imaging System 4000 MP BioRad 

Gel Electrophoresis 
Chamber 

 BioRad 

Homogenizer Fast Prep-24TM MP Biomedicals 

Hotplate Stirrer Hotplate Stirrer Model L-81 Labinco 
Hotplate Stirrer VMS-A VWR 
Ice Machine AF 80 Scotsman 

Incubator Heraeus Oven Thermo 
Microplate Reader Epoch BioTek 

instruments 

Microwave  Grill Hot Air Sharp 
Multichannel Pipette Rainin Pipet-Lite XLS 2-20 µl Mettler Toledo 
 Rainin Pipet-Lite XLS 20-200 µl Mettler Toledo 

PCR Cycler C1000 Thermal Cycler BioRad 
pH-Meter Seven Multi Mettler Toledo 

Pipette Eppendorf Research Plus 0.1-2.5 µl Eppendorf 
 Eppendorf Research Plus 2-20 µl Eppendorf 

 Eppendorf Research Plus 10-100 µl Eppendorf  
 Eppendorf Research Plus 20-200 µl Eppendorf  
 Eppendorf Research Plus 100-1000 

µl 
Eppendorf  

Plate sealer BioRad PX1 BioRad 
Purified Water System TKA-GenPure Thermo 

Refrigerator MPR 1411PE Panasonic 
Shake Incubator Multitron II Infors HAT 
Shaker Rocker 25 Labnet 

Vortex VV3 VWR 
Water bath Microprocessor control MPC Huber 

Microscope VHX 5000 Keyence 
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A.2.4. Oligonucleotide Primers 

Table A.2.4.1: Oligonucleotide primers used for PCR. Shown is the application the primer was used for in the experiment, the name and the sequence 
of the primer, the melting temperature in °C, the primer ID that is used in the laboratory primer list , and the manufacturer. 

Application Name Sequence Tm (°C) Number Manufacturer 

Positive control ARP1 fwd GATTCGCCATGCCTCACAG 57 – 61°C P544 IDT 

 ARP1 rev CTTGATGTTAGCTGACACAAGG 57 – 61°C P545 IDT 

Sequencing M13F TGTAAAACGACGGCCAGT 53.7 °C MFS13 IDT 

 M13R AGGAAACAGCTATGACCAT 52.4°C MFS14 IDT 
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Table A.2.4.2: Oligonucleotide primers used for Multiplex-PCR. Given are the primer name, the fluorescent dye used to label the 5’ end of the 
primer, the primer sequence, the corresponding unmodified reverse primer, and its sequence, as well as the size range and the repeated motif of the 
microsatellite given by Fraimout et al. (2015). All labeled primers were manufactured by Metabion International AG (Planegg, Germany). The unmodified 
reverse primer was manufactured by IDT (Leuven, Belgium). Columns marked grey were excluded from further experiments. 

Primer 5’Modification Primer sequence 5’--> 3’ 
Unmodified 
rev Primer 

Rev Primer sequence 
Size range 

in bp 
Repeat 
motif 

DS06 6-Fam CGGTTCGAGTGCTTGTTAGA P1079 ACACGTGGAGGACACCTTC 130-190 (TG)11 

DS26 Hex CCTGTGTGCATCTCAGTGTT P1101 TACAGCACTCCAGCACATGA 60-130 (CA)10 

DS36 Hex TTGGCAACGTGTGAAGCTG P1111 GAGACACTGCAATGCTGCCT 160-220 (GT)13 

DS11 Hex CGGTGACTCGTGCAGTTGTA P1083 GCCGACTCTGTCTAGAGCAA 230-290 (CA)11 

DS28 Rox TTAAGCTGACCTCCTCCTCG P973 GCACTCGCACAGATACAAGG 140-195 (TG)11 

DS07 Tamra AAGGCTGGAGTGGCAACAA P961 GCTAAGGTTCTGTTCGGCTG 160-210 (CA)13 

DS10 Tamra CGAGACTGTGCGAACGAGAG P1081 CATATGCTGACTGCCTCACA 270-330 (GT)11 

DS27 Tamra CCAGCGACTGCAGAAGTGAC P1103 GCAATCCTCCACAACACAAC 80-130 (GT)14 

DS14 6-Fam AAGAACCGCAACGAGCAA P967 GAATTATCCAGCGACACGAC 180-220 (TG)10 

DS20 Tamra CAGCCATATGCAATGCACTG P1091 ATATCCAGCGGAAGTCGAGA 210-270 (AG)12 

DS21 Hex GAGACGCGATGGTACCGTTA P1093 CCAATCGAGTGCAAGCGT 310-370 (AC)11 

DS22 Rox TACAGATACGCCGTCGGATT P1095 AAGACCAAGACGACGGACCT 290-360 (GT)11 

DS23 Rox TGCCACTAAGCTCACACGGT P1097 CAGTTGCCACTTGCTGTGTA 237-300 (AC)10 

DS32 6-Fam CGGCGTGTTGCAGTTATTC P975 ATGCACTGGTCGACATGACA 330-380 (TG)15 

DS34 6-Fam AACAACGACGCAGAAGCTCA P1107 CGACTGTTGCGCTCTGTAAT 240-300 (GA)12 

DS35 Rox TCCGTATTCCGTATCCGTGT P1109 GGAGTATGGCAGTGTGGCAG 198-240 (CA)11 

DS17 6-Fam CATCTCAGGCCACGAATG P1087 CTCCAGATTCTCGAGTGCAG 80-130 (GT)10 
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A.2.5. Restriction Enzymes 

Table A.2.5.1: Restriction enzymes. 

Enzyme Supplier Catalog number 

EcoR I-HF New England Biolabs R3101S 
 

A.2.6. Selection Media and Plates 

Table A.2.6.1: Components for E. coli selective media and agar plates. 

Medium Supplier Catalog Number 

LB-Medium Roth 6673.1 
LB-Agar 1,5% Roth 2266.2 
Ampicillin Roth HP62.1 

 

A.2.7. Buffers 

Table A.2.7.1: Composition of buffers used in this project. 

Homogenization buffer 
200 µl 1 M Tris-HCl (pH 7.5) 

240 µl 5 M NaCl 
400 µl 0.5 M EDTA (pH 8) 
83.3 µl 0.3 M Spermine tetra-HCl 

25 µl 1 M Spermidine tri-HCl 
1 g Sucrose 

Add 20 ml H2O 
Lysis buffer 

6 ml 1 M Tris-HCl (pH 9) 
4 ml 0.5 M EDTA (pH 8) 
1,25 ml 10% SDS 

1 g sucrose 
Add 20ml H2O 

TAE buffer 
242 g Tris base 

57.1 ml Pure acetic acid 
100 ml 0.5 M EDTA (pH 8) 

Add 1 L H2O 
TE buffer 
10 ml 1 M Tris-Cl (pH 7.5) 

2 ml 500 mM EDTA (pH 8) 



152 

A.2.8. Stocks 

Table A.2.8.1: Antibiotics and their applied and stock concentrations. 

Reagent Stock Concentration Solvent Applied Concentration 

Ampicillin 100 mg/ml De-ionized water 100 u/ml 
Kanamycin 100 mg/ml De-ionized water 100 u/ml 

 

A.2.9. Kits 

Table A.2.9.1: Kits used in this study. 

Kit Supplier 
Catalog 
Number 

Dream Taq DNA polymerase Thermo Scientific EP0701 

Mix & Go! E. coli Transformation Kit and 
Buffer Set 

Zymo Research T3001 

Multiplex PCR plus Kit Qiagen 206151 

NucleoSpin Plasmid Kit Macherey-Nagel 740588250 

Platinum Taq DNA Polymerase Invitrogen 10966-018 

Q5 High-Fidelity DNA polymerase 
New England 
Biolabs 

M0491S 

TOPO™ TA Cloning™ Kit  Invitrogen  450030 

Zero Blunt TOPO PCR Cloning Kit  Invitrogen  450031 

Zymo Clean & Concentrator-25 Zymo Research D4034 

Zymo Clean & Concentrator-5 Zymo Research D4014 

Zymo Clean Gel DNA Recovery  Zymo Research D4008 
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A.2.10. Plasmids and Vector Maps 

 

Figure A.2.10.1: pCR®-Blunt II-TOPO® vector map. Allows Zero Blunt TOPO for 
Sequencing and the direct insertion of blunt-ended PCR products amplified with 
proofreading thermostable polymerases into a plasmid vector 
(https://tools.thermofisher.com/content/sfs/vectors/pcrbluntiitopo_map.pdf). 
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Figure A.2.10.2: pCR®4-TOPO® vector map (Invitrogen). Allows TOPO TA Cloning for 
Sequencing and the direct ligation of Taq-amplified PCR products 
(https://tools.thermofisher.com/content/sfs/vectors/pcr4topo_map.pdf). 
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B Laboratory Protocols 

B.1 Workflow for Fragment Length Analysis (FLA) 

1. Extraction of total genomic DNA from single individuals using the Maryland protocol (see 
B.2 Extraction of Genomic DNA – Maryland Protocol. 

2. Multiplex PCR with the QIAGEN Multiplex Plus Kit (see B.4.4 QIAGEN® Multiplex PCR 
Plus Kit). From now on the samples should not be exposed to light whenever possible 
(fluorescent-labeled primers are light-sensitive!) and samples should not be stored at 
- 20°C, rather at +4°C.  

3. PCR purification with Zymo Clean and Concentrator-5 (see B.5 Protocol for PCR 
Purification). 

4. Make a 3% Agarose gel to determine the concentration of purified multiplex PCR 
products (see B.6 Protocol for Gel Electrophoresis). A determination using a 
spectrophotometer is not possible due to the fluorescent-labeled forward primers. 
Based on the band intensity, samples might have to be diluted with HPLC H2O. All 
samples sent to StarSeq should have the same concentration. 

5. Pipette a total volume of 10 µl into a 96 well plate. This can be a 10 µl purified multiplex 
PCR product or a diluted sample. No additional reagents are needed, everything else is 
added by StarSeq. 
Note : StarSeq is charging for 48 or 96 samples, everything below 48 will still be charged 
the same price as the 48 samples and everything between 48 and 96 samples will  be 
charged the same price as 96 samples. 

 
StarSeq requires the following additional information and files: 
A signed order confirmation (Figure B.1.1). This has to be printed out and added to the 
envelope with the samples. You can add it to the E-Mail as well.  
 
 

 

Figure B.1.1: Order confirmation for StarSeq. This form has to be signed and send to StarSeq 
together with the samples. It should also be sent via E-Mail together with the gel pictures and 
the table containing the sample names. 

 

An Excel sheet with pipetting scheme and sample names. You receive this Excel sheet from 
StarSeq (Figure B.1.2). Provide this file with the E-Mail, since it will be used to enter the 
sample names in the sequencer at StarSeq.  
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Figure B.1.2: Excel sheet provided from StarSeq. This table has to be sent via E-Mail to 
StarSeq. It has to contain the pipetting scheme on the 96 well plates and the sample names. 
It contains additional information like how the samples should be loaded if only 48 samples 
are on the plate and if the samples are ready to load or ready to mix and which dye set was 
used. For this project, the ‘ready to mix’ option had to be used and ‘Dye Set DS-33’. 

 

A file with the agarose gel pictures. The samples should be labeled. Information about the 
used ladder should be added (Figure B.1.3). 

 

 

Figure B.1.3: Picture of a 3% agarose gel for multiplex PCR. The gel picture has to be labeled 
with ladder and sample names. The exact description of the used ladder is necessary. The 
sample names and the position of each sample on the 96 well plates are not required but should 
be added for the StarSeq employer preparing the samples. This can be either sent by E-Mail 
or/and with the samples. 

 

6. Seal the well plate with a BioRad PX1 PCR Plate Sealer and BioRad Pierceable Foil 
Heat Seal (Catalog number 1814040) (BioRad, California; USA) and wrap it in tinfoil. 
The plate can be stored at +4°C for a short period, for example over the weekend. 

7. Use a patted envelop, add postage stamps, and send the samples by mail.  
8. You will receive FLA results in 1-2 weeks. Continue processing FLA results with 

bioinformatics tools (see C Bioinformatic Protocols for Microsatellite Analysis).
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B.2 Extraction of Genomic DNA – Maryland Protocol  

1. Put the insect in a tube filled with ceramic beads and add 200 µl DNA homogenization 
buffer. Recommended are tubes with a screw cap 

2. Homogenize the sample in the homogenizer Fast Prep-24TM. with the program 6,000 
rpm for 40 sec. If the sample look foamy, centrifuge for a few seconds until no foam 
remains 

3. Add 200 µl DNA lysis buffer and mix gently by inverting. Incubate at 70°C for 10 min 
4. Centrifuge the tubes to get rid of vapor and allow the tubes to cool to RT  
5. Add 60 µl 8 M KoAc and vortex briefly to mix. Place tubes on ice for 30 min (or longer)  
6. Transfer the whole suspension to a new tube 
7. Centrifuge at 12,000 rpm for 10 min at 4°C. Carefully transfer 300 µl of the suspension 

to a new tube and precipitate the DNA with two volumes of ice-cold 100% ethanol 
(- 20°C), mix the tube well by inverting 

8. Allow the DNA to precipitate at -20°C for at least 1 h. Precipitating longer (for example 
overnight) does not harm and can be beneficial. Centrifuge at 12,000 rpm (or max) at 
4°C for at least 40 min to pellet the DNA. Longer centrifugation does not harm the 
sample and can result in higher DNA concentrations 

9. Remove the supernatant and wash the DNA pellet with 300 µl 70% Ethanol (can be ice-
cold but not necessarily important) for 10 min while centrifuging at 12,000 rpm (or max) 
at 4°C 

10. Remove the supernatant and air-dry the pellet. Resuspend the pellet in 50 µl 1xTE (pH 
7.5) for longer storage (-20°C) and H2O for direct use (+4°C). For further use in FLA 
only use H2O! TE can falsify the result! 

11. Check DNA concentration and adjust to 50 ng / µl 

For the composition of buffers used in the protocol see A.2.7. Buffers.
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B.3 Spectrophotometric DNA Quantification 

When using the microplate reader, always be extremely careful with the equipment. Do not 
use Ethanol to clean the microplate! Only use ddH2O and soft tissues!  

1. Switch on the computer and log into the ‘Arbeitsgruppe Schetelig’ account. 
2. Switch on the plate reader (Figure B.3.1). 

 

 

Figure B.3.1: Picture of Tecan Spark Multimode Plate Reader. For spectrophotometric DNA 
and RNA quantification, the machine has to be switched on (1). When everything is ready and 
set up for analysis, the door (2) will open automatically and the guiding rail for the NanoQuant 
PlateTM will move into position. 

 

3. Open the ‘Tecan SparkControl Dashbord’ app (Figure B.3.2). 

 

 

Figure B.3.2: Starting the Tecan Spark app and saving results. To start the application, click 
on the Tecan Spark App shortcut on the desktop (1). The program will start (2). The Shortcut for 
Analysis results in which the results are automatically saved as Excel sheets can be found on 
the desktop as well (3). 

 

4. In the SparkControl app open ‘Nucleic Acid Quantification’ (Figure B.3.3). 
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Figure B.3.3: Tecan Spark program. For DNA and RNA quantification click on the button 
‘Nucleic Acid Quantification’ (red square).  

 

5. Tell the program which spots on the plate will contain a sample and should therefore be 
measured. In addition, you can name your samples (Figure B.3.4). 

6. Make sure that the right mode is activated. For genomic DNA the option ‘dsDNA’ has to 
be used. Other options are ‘RNA’ and ‘ssDNA’. 

7. Click on ‘Individual Blanking’ and then on ‘Start’. 

 

 

Figure B.3.4: User interface for DNA/RNA quantification. Mark or unmark all wells that are 
used (1). Blue means the plate reader will analyze this spot on the plate. Unmarked spots are 
grey and will not be analyzed. Tell the machine which type of sample to measure (2). You can 
choose between ‘dsDNA’, ‘RNA’, and ‘ssDNA’. You can name your samples before analysis (3). 
The Excel sheet with the results will then contain the names of your samples. It is advised to use 
the ‘Individual Blanking’ option (4) before analysis. Start blanking by clicking on ‘Start’ (5). 

 

8. The door of the microplate reader will open automatically. 
9. Prepare the plate. Open the plate carefully and clean the surface with ddH2O on very 

soft tissue. Do not scratch the surface (Figure B.3.5).  

 



160 

 

Figure B.3.5: NanoQuant PlateTM. The NanoQuantTM Plate for Tecan Spark Multimode Plate 
Reader allows the analysis of up to 16 samples in parallel. Samples have to be pipetted on one 
of the 16 spots. The plate is optimized for a 2 µl sample volume.  

 

10. For each sample that will be measured, blanking with a single 2 µl droplet has to be 
done upfront. Add 2 µl of buffer or water to the microplate for each sample. If 1xTE was 
used after DNA extraction, then 1xTE has to be used for blanking. If elution buffer from 
a kit was used to elute the DNA, then the same elution buffer should be used for 
blanking. 

11. Close the lid of the microplate carefully. Do not let the lid snap, place it gently on the 
microplate. 

12. Put the closed plate into the plate reader. 
13. Press ‘Start’ to start the blanking. 
14. After the machine is done, it will open the door and you can remove the plate from the 

slider. 
15. Clean the plate as described in step 9. 
16. Add 2 µl of each sample to the spots on the plates, close the lid and place it back in the 

machine.  
17. Click ‘Start’. 
18. The slider will slide into the machine automatically and the door closes.  
19. After the measurement is completed the door will open automatically and the plate can 

be removed again. 
20. Clean the plate again and place it back in the metal case. 
21. The Excel file that opened is saved automatically in the folder ‘Tecan Excel Daten’ 

(shortcut on the desktop). 

 

Interpretation of the result 

DNA and RNA absorb light at 260 nm, which is the measurement of total nucleic acid. 
Nucleic acid samples are also measured at 280 nm, which is the absorbance peak for 
proteins. The ratio of these two measurements allows an interpretation of the purity of the 
nucleic acid, with a value near 2 indicating a highly pure DNA or RNA sample.
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B.4 Protocols for Polymerase Chain Reaction (PCR) 

B.4.1 InvitrogenTM PlatinumTM Taq DNA Polymerase 

Catalog number: 10966-018 (120 rxns) 

This protocol shows the PCR procedure for a single 50 µl reaction. For multiple reactions 
prepare a master mix of components common to all reactions to minimize pipetting error. 
Prepare sufficient master mix for the number of reactions plus one extra. Dispense 
appropriate volumes into each 0.2 ml PCR tube before adding template DNA and primers.  

1. Thaw, mix and briefly centrifuge each component except for the enzyme. The enzyme 
remains in the -20°C freezer until it is needed. 

2. Add the following components to each PCR tube: 
 
 
Component   50 µl rxn 
Water, nuclease-free  to 50 µl 
10X PCR Buffer, -Mg  5 µl 
50 mM MgCl2   1.5 µl 
10 mM dNTP Mix  1 µl 
10 µM forward Primer  1 µl 
10 µM reverse Primer  1 µl 
Template DNA  <500ng / rxn 
 

3. Mix and briefly centrifuge. 
4. Add enzyme to each tube for a final reaction volume of 50 µl. 

 
Component   50 µl rxn 
Platinum Polymerase  0.2 µl 
 

5. Incubate the reactions in a thermal cycler. For a PCR machine with heated lid use 105°C 
(Figure B.4.1). 

 
Step   Temperature  Time  Number of Cycles 
Initial denaturation 95°C   2 min   1 
Denaturation  95°C   30 sec   35 
Annealing  Tm-5   30 sec  
Extension  72°C   1:30 min 
Final Extension 72°C   5 min   1 
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Figure B.4.1: Cycling parameter for PlatinumTM Taq DNA Polymerase. The picture was taken 
from the BioRad C1000 touch (BioRad, California; USA) thermal cycler used in this project. It 
shows the different steps in the protocol as well as temperature, time and number of cycles. Step 
7 in this image is the additional cooling at the end. It can also be set to 12°C, depending on the 
machine. This option should not be strained for too long, since it can harm the machine. 

 

6. Use the PCR product immediately or store it at -20°C. 

 

B.4.2 Thermo Scientific Dream Taq DNA Polymerase 

Catalog number: #EP0701 (200 U Polymerase and 1.25 ml 10x Dream Taq buffer)  

This protocol shows the PCR procedure for a single 50 µl reaction. For multiple reactions 
prepare a master mix of components common to all reactions to minimize pipetting error. 
Prepare sufficient master mix for the number of reactions plus one extra. Dispense 
appropriate volumes into each 0.2 ml PCR tube before adding template DNA and primers.  

1. Thaw, mix and briefly centrifuge each component except for the enzyme. The enzyme 
remains in the -20°C freezer until it is needed. 

2. Add the following components to each PCR tube: 
 
 
Component   50 µl rxn 
Water, nuclease-free  to 50 µl 
10X PCR Buffer, +Mg  5 µl 
2 mM dNTP Mix  5 µl 
10 µM forward Primer  0.5 µl 
10 µM reverse Primer  0.5 µl 
Template DNA  10 pg – 1 µg 
 

3. Mix and briefly centrifuge. 
4. Add enzyme to each tube for a final reaction volume of 50 µl. 

 
Component   50 µl rxn 
Dream Taq Polymerase 0.25 µl 
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5. Incubate the reactions in a thermal cycler. For a PCR machine with heated lid use 105°C 
(Figure B.4.2). 

Step   Temperature  Time  Number of Cycles 
Initial denaturation 95°C   3 min   1 
Denaturation  95°C   30 sec   35 
Annealing  Tm-5   30 sec  
Extension  72°C   1 min 
Final Extension 72°C   5 min   1 

 

 

Figure B.4.2: Cycling parameter for Dream Taq DNA polymerase . The picture was taken 
from the BioRad C1000 touch (BioRad, California; USA) thermal cycler used in this project. It 
shows the different steps in the protocol as well as temperature, time and number of cycles. Step 
7 in this image is the additional cooling at the end. It can also be set to 12°C, depending on the 
machine. This option should not be strained for too long, since it can harm the machine. 

 

6. Use the PCR product immediately or store it at -20°C. 

 

B.4.3 Q5TM High-Fidelity DNA Polymerase 

Catalog number: M0491S 

This protocol shows the PCR procedure for a single 50 µl reaction. For multiple reactions 
prepare a master mix of components common to all reactions to minimize pipetting error. 
Prepare sufficient master mix for the number of reactions plus one extra. Dispense 
appropriate volumes into each 0.2 ml PCR tube before adding template DNA and primers.  

1. Thaw, mix and briefly centrifuge each component except for the enzyme. The enzyme 
remains in the -20°C freezer until it is needed. 

2. Add the following components to each PCR tube: 
 
Component   50 µl rxn 
Water, nuclease-free  to 50 µl 
5X PCR Buffer  10 µl 
10 mM dNTP Mix  1 µl 
10 µM forward Primer  2.5 µl 
10 µM reverse Primer  2.5 µl 
Template DNA  <1,000 ng 
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3. Mix and briefly centrifuge  
4. Add enzyme to each tube for a final reaction volume of 50 µl. 

 
Component   50 µl rxn 
Dream Taq Polymerase 0.2 µl 
 

5. Incubate the reactions in a thermal cycler. For a PCR machine with heated lid use 105°C 
(Figure B.4.3). 

 
Step   Temperature  Time  Number of Cycles 
Initial denaturation 98°C   30 sec   1 
Denaturation  98°C   10 sec   35 
Annealing  Tm-5   20 sec  
Extension  72°C   2.30 min 
Final Extension 72°C   5 min   1 

 

 

Figure B.4.3: Cycling parameter for Q5TM High-Fidelity DNA polymerase . The picture was 
taken from the BioRad C1000 touch (BioRad, California; USA) thermal cycler used in this project. 
It shows the different steps in the protocol as well as temperature, time and number of cycles. 
Step 7 in this image is the additional cooling at the end. It can also be set to 12°C, depending on 
the machine. This option should not be strained for too long, since it can harm the machine. 

 

6. Use the PCR product immediately or store it at -20°C. 

 

B.4.4 QIAGEN® Multiplex PCR Plus Kit 

Catalog number: 206151 

This protocol shows the PCR procedure for a single 10 µl reaction. For multiple reactions 
prepare a master mix of components common to all reactions to minimize pipetting error. 
Prepare sufficient master mix for the number of reactions plus one extra. Dispense 
appropriate volumes into each 0.2 ml PCR tube before adding template DNA and primers.  
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1. Thaw, mix and briefly centrifuge each component. 
2. Add the following components to each PCR tube: 

 
Component    10 µl rxn 
Water, nuclease-free   to 10 µl 
2X PCR Multiplex Master Mix  5 µl 
5x Q-Solution    1 µl 
10x primer mix, 2 µM each  5 µl 
 

3. Mix and briefly centrifuge  
4. Add template DNA (100 ng) to the individual PCR tubes 
5. Incubate the reactions in a thermal cycler. For a PCR machine with heated lid use 105°C 

(Figure B.4.4). 
 
Step   Temperature  Time  Number of Cycles 
Initial denaturation 95°C   5 min   1 
Denaturation  95°C   30 sec   30 
Annealing  57°C   90 sec  
Extension  72°C   3 min 
Final Extension 72°C   30 min   1 

 

 

Figure B.4.4: Cycling parameter for QIAGEN® Multiplex PCR Plus Kit. The picture was taken 
from the BioRad C1000 touch (BioRad, California; USA) thermal cycler used in this project. It 
shows the different steps in the protocol as well as temperature, time and number of cycles. Step 
7 in this image is the additional cooling at the end. It can also be set to 12°C, depending on the 
machine. This option should not be strained for too long, since it can harm the machine. 

 

6. Use the PCR product immediately or store it at -20°C. Wrap samples in tin foil and/or 
keep them in the dark. 

 

 

 

 

 



166 

Preparing the 10x Primer mix for QIAGEN Multiplex PCR 

To achieve 100 µM stock concentration for primer stocks of 5’ fluorescent-labeled forward 
oligonucleotides and the complementary unlabeled reverse primer, 1x TE was added, 
following the instructions from the manufacturers. Labeled forward primers are light-
sensitive! After preparing the stock solution, tubes were wrapped in tin foil and stored in a 
cardboard box at - 20°C. The QIAGEN Multiplex Plus Kit requires a 10x primer mix (2 µM 
each) for successful amplification.  

Add the following components for a 100 µl aliquot of a 2 µM primer mix containing a total of 
16 primers (8 x 5’labeled forward primer and 8 x unlabeled reverse primer):  

 

Component    2 µM primer mix 
Each 100 µM primer stock  2 µl 
HPLC-H2O    68 µl 

 

Primer combinations for multiplex primer mix suggested by Fraimout for his microsatellite 
markers (personal communication): 

 

Kit1 

Multiplex PCR 1: DS05, DS09, DS12, DS15, DS16, DS33 

Multiplex PCR 2: DS08, DS17, DS19, DS25, DS38, DS39 

 

Kit2  

Multiplex PCR 3: DS14, DS34, DS32, DS35, DS22, DS20, DS21, DS23 

Multiplex PCR 4: DS06, DS28, DS26, DS36, DS11, DS27, DS07, DS10 

 

Fluorescent oligonucleotides were ordered for Kit2 Multiplex PCR 3 and Multiplex PCR 4 
and used in the final experiments.
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B.5 Protocol for PCR Purification 

Zymo Clean and ConcentratorTM -5 and Clean and ConcentratorTM -25 

Catalog number DCC-5 (D4014), DCC-25 (D4034) 

DCC-5 and DCC-25 have the same protocol. The only difference between the kits is the 
column. DCC-5 can purify up to 5 µg DNA, DCC-25 can purify up to 25 µg DNA. 

All centrifugation steps should be performed between 10,000 – 16,000 x g. 

Heat a thermal block to 60°C for the elution buffer or the water in step 8. Heat another 
thermal block to 40°C for the incubation in step 9. 

Do not touch the matrix of the column with the pipette tip!  

 

Use a 1.5 ml microcentrifuge tube and add 2 – 7 volumes of DNA Binding Buffer to each 
volume of DNA sample. For 50 µl PCR product (Platinum, Q5, Dream Taq) use 250 µl DNA 
Binding Buffer, for 10 µl PCR product from multiplexing use 50 µl DNA Binding Buffer. 

 
Application  DNA Binding Buffer : Sample  Example 
Plasmid    2 : 1    200 µl : 100 µl 
PCR product    5 : 1    500 µl : 100 µl 
ssDNA     7 : 1    700 µl : 100 µl 
 
 

1. Transfer the mixture to a provided Zymo-SpinTM column in a collection tube. 
2. Centrifuge for 30 sec and discard flow-through. 
3. Add 200 µl DNA Wash Buffer to the column, centrifuge for 30 sec, and discard flow-

through. 
4. Repeat the wash step. 
5. After discarding the flow-through from the last wash step, place the column back into 

the (same) tube and centrifuge one more time for 30 sec. The additional centrifugation 
step should get rid of any wash buffer (and Ethanol) residues on the column.  

6. Place the column in a fresh 1.5 ml microcentrifuge tube (not included)  
7. Add >25 µl DNA Elution buffer or water (60°C in the thermal block) directly on the column 

matrix but do not touch with the tip of the pipette. Use HPLC H2O for FLA! Elution buffer 
can falsify the result. 

8. Incubate the tube for 2 – 3 min at 40°C. 

9. Centrifuge for 30 sec to elute the DNA.
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B.6 Protocol for Gel Electrophoresis 

This protocol is written for a large 1% agarose gel. Other concentrations are achieved simply 
by adjusting the mass of the agarose in a given volume. 

Pouring the gel: 

1. Place a well comb in a large gel tray. The gel tray has to be tightly fixed in the gel caster 
to prevent the leaking of the liquid agarose. 

2. Measure 1 g of agarose. 
3. Mix the agarose with 100 ml of 1xTAE in a flask. A small gel in contrast would only fit 

50 ml 1xTAE.  
4. Microwave the flask until the agarose is completely dissolved. Be careful to not overboil 

the solution. It is better to microwave for 30 – 45 sec, carefully whirl the flask and 
continue microwaving for another 30 – 45 sec until the agarose is dissolved.  

5. Let the agarose cool down a little bit and add 10 µl SYBR® Safe DNA Gel Stain 
(Invitrogen). For a small gel, you would need 5 µl SYBR® Safe. Mix by carefully swirling 
the flask. 

6. Pour the gel in the gel tray with a well comb from step 1. Pour slowly to avoid spilling 
and bubbles. If you still have bubbles in your gel, use a pipette tip to burst them. 

7. Let the gel sit at RT until it has solidified.  

The gel can be left on the bench for a few hours without drying out. If it will not be used for 
a longer period, it can be stored in a plastic bag at 4°C. Remove the gel caster and place 
the gel together with the gel tray in a plastic bag. Add a few ml 1x TAE. Close the bag and 
make sure it is not leaking! That way it stays fresh for one or two more days. Nevertheless, 
it is advisable to always use a freshly made gel and to store it only if necessary.  

 

Loading samples and running the gel: 

1. Place the gel tray in a gel chamber filled with fresh 1xTAE. The gel has to be covered 
with buffer. 

2. Add loading buffer to each sample. Mix 5 µl of the DNA sample with 1 µl Purple Gel 
Loading Dye (6X) (NEB). If you need more sample on your gel, for example, if you want 
to cut the bands for purification then you first have to make sure that you used a comb 
with big enough wells. Secondly, you simply use the desired amount of DNA sample 
and adjust the amount of used gel loading dye. You can either prepare this mixture in a 
small reaction tube or use parafilm. To do so, simply pipette the loading dye on the 
parafilm and mix it with your DNA sample by pipetting up and down. It is important to 
not release all of the sample on the parafilm, only use the first pressure point of the 
pipette. Another important point is, to space the loading dye droplets far enough from 
each other to prevent contamination between samples. The parafilm method will only 
work well with small loading volumes. If you use this method, you will have to mix the 
sample and loading dye and immediately load it on the gel.  

3. Load a molecular weight ladder into the first lane of the gel. This ladder does not need 
to be mixed with the loading dye. Be careful to not stab the pipette tip into the gel. 
Release the ladder/sample slowly and steadily in the well. If all of the sample is loaded 
in the well, carefully raise the pipette out of the buffer  

4. Run the gel at 90 – 120 V. This depends on the gel concentration and on how well it 
should look. For a low concentrated agarose gel (e.g. 1%) 90 V is more than enough. A 
higher voltage will let it run faster but the result will look not as nice and you have to be 
careful to not lose smaller fragments. Higher concentrated gels (e.g. 3%) will need a 
higher voltage to start with. A typical runtime is about 45 – 60 min. The dye run line 
should be no more than 80% of the way down the gel. If uncertain, stop the run after 
30 min and check under UV. You can leave the gel in the gel tray since this is usually 
UV-transparent, and simply put the tray back into the gel chamber if additional runtime 
is needed.  
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5. When connecting the electrodes make sure to connect them the right way. Electrodes 
and cables are usually color-coded. Black is negative and red is positive. The DNA is 
negatively charged, so it will run to the positive electrode.  

6. Turn on the power supply. 
7. After runtime is finished turn the power device off and disconnect the electrodes. 

Remove the gel from the chamber. 

 

Visualizing the DNA on the gel: 

1. Start the computer and log into the ‘AG Schetelig’ account. Open the program 
‘INSTAS GelDoc’. 

2. Open the door of the UV chamber by sliding it to the side (Figure B.6.1). 

 

 

Figure B.6.1: Picture of the INTAS GelDoc. The GelDoc includes a Camera, the so-called 
‘Darkbox’ contains a UV-transilluminator on a drawer and a UV cover. The Dark box can be 
closed with a sash-door. 

 

3. Pull the UV table out and make sure that the protective cover is in an upright position. 
Otherwise, you will not be able to take a picture.  

4. If the gel tray is UV-transparent, you can place it on a UV table to visualize DNA 
fragments on the gel.  

5. Push the UV table back into the chamber. 
6. Turn on the switch on the UV table. The UV intensity can be switched to ‘Low’ or ‘High’. 

Push the switch to change the intensity.  
7. Close the door. 
8. Switch on the big red switch for UV on the top of the chamber. 
9. Adjust the camera focus (if needed) on the camera itself on top of the chamber. 
10. Adjust the settings in the program to optimize the gel picture (Figure B.6.2). 
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Figure B.6.2: INTAS GelDoc Capture Software. The GelDoc includes a Camera and a program 
for processing, saving, and exporting pictures on a Windows computer. The user can switch 
between a ‘Live’ view and ‘Freeze’ (2). The user can further change settings for ‘Exposure’ (1) 
and ‘Shutter’ (3) These settings have to be modified in the ‘Live’ mode. ‘Freeze’ has to be used, 
when taking the picture. After the picture is taken, the user can modify it with the options on the 
left side (4), including the ‘Inverting’ option. Clicking on the ‘Save’ button will save the image in 
the current format and last used folder on the computer. The button ‘Export’ (5) lets the user 
choose a file name, file format, and location.  

 

11. Save and export the image in the desired data format. 
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B.7 Protocol for TOPO Cloning 

The TOPO® TA Cloning® Kits for Sequencing are used to clone Taq polymerase-generated 
PCR products for sequencing. The pCR™Blunt II-TOPO® vector is designed to clone blunt-
ended PCR products generated by thermostable proofreading polymerases such as Q5TM 
High-Fidelity DNA polymerase. The same protocol can be used for both vectors. The used 
PCR product has to be purified upfront.  

1. Thaw the PCR product, if needed. 
2. Mix the following reagents in a 1.5 microcentrifuge tube: 

 
Reagent    Volume 
Purified PCR product   1 µl 
Salt Solution    0.25 µl 
TOPO vector    0.25 µl 
 

3. Mix the solution by swirling the pipette tip. Do not vortex! Do not mix by pipetting up and 
down! 

4. Incubate for 30 min at RT. 
5. Place the reaction on ice for 30 min. 
6. If SOC medium is stored at -20°C, take it out and thaw it at RT. 
7. Thaw One Shot Top 10 or XL1 Blue cells on ice (50 µl aliquots prepared for direct use 

and stored in the -80°C freezer, these cells are chemically competent cells). This will 
take only a few minutes. Do not thaw at RT. 

8. Now you will transform your TOPO construct into competent E. coli. Add 1.1 µl of the 
TOPO cloning reaction to a vial of bacterial cells. 

9. Place the tube on ice for 30 min. Longer incubation on ice does not seem to influence 
the transformation efficacy negatively. 

10. Warm a water bath to 42°C. Check the temperature!  
11. Heat-shock the cells at 42°C in the water bath for 40 – 45 sec. Set an alarm because 

more than 45 sec will harm the cells! Use a floater. 
12. Immediately transfer the tubes to ice for 2 min. 
13. Add 250 µl SOC medium (RT or heated to 37°C). 
14. Cap the tube tightly and shake the tube horizontally (use a floater) in a 37°C shaker for 

1 h. 
15. Prepare the selective agar plates in the meantime. Always check what antibiotics are 

required for the vector used and what antibiotics were used for the agar plates. The 
currently used TOPO vectors (2020/2021) can be plated on ampicillin and kanamycin 
agar plates. Incubate plates at 37°C. Label the side of the bottom part (not the lid) with: 
Date, Name, vector name, bacterial cells name, PCR product name/ID, amount of plated 
solution. 

16. Check the clean bench that you use for plating the cells. Turn on the fan and clean it 
with water and/or Ethanol. If you do not have a clean bench for GMOs use a Bunsen 
burner! Do not work in a clean bench that is not suited for GMOs!  

17. Plate only 200 µl of each transformation on a pre-warmed selective agar plate. This will 
leave 50 µl transformation reaction but those can be used, if the 200 µl plated 
transformation results in an overgrown plate. Store the 50 µl reaction at 4°C until the 
next day. If it is not needed, discard it. 

18. Incubate the plates overnight at 37°C and check the growth the next morning. If only a 
few colonies grew, leave the plate at 37°C for some additional hours. If the pla te is 
overgrown, you can use the remaining 50 µl solution from the day before and plate them 
on a fresh agar plate (repeat steps 15 to 18).  

19. Use directly or store plates at 4°C. To do so, wrap the plate with parafilm.  
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B.8 Protocol for Colony PCR and Overnight Culture 

Since the TOPO vectors are highly efficient, this step is not necessary but it is a convenient 
method for determining the presence or absence of insert DNA in plasmids. An alternative 
is to skip the colony PCR and do restriction digestion (see B.10 Restriction Digestion). For 
restriction digestion prepare overnight cultures directly and isolate plasmid DNA afterwards 
with a so-called ‘MiniPrep’ kit. After isolating the plasmid DNA, you can do restriction 
digestion. 

1. Prepare a selective agar plate by warming it to 37°C in an incubator. This plate is called 
‘Master plate’. Be careful to use a plate with the right antibiotic. Draw a checkboard 
pattern on the back of the plate (bottom part, not the lid) and label it with the name of 
the transformation reaction from the TOPO cloning. Each box in this pattern will later 
contain an individual bacterial colony from the transformation.  

2. Prepare a Dream Taq DNA master mix as described in A4.2 Thermo Scientific Dream 
Taq DNA polymerase. Primers designed to specifically target the insert DNA can be 
used to determine if the construct contains the DNA fragment. An alternative is to use a 
primer that targets the vector DNA flanking the insert.  

For the next step work under a clean bench or with a Bunsen burner. 

3. Use a sterile pipette tip to pick up individual colonies and dip them into each (empty) 
PCR reaction tube. This will serve as a DNA template for the PCR. 

4. Dip the same tip on the ‘Master plate’. Use one box of the checkboard pattern on the 
back for one colony. 

5. Add the Dream Taq master mix to the PCR tubes and perform the PCR in a thermal 
cycler. Use the primer Tm specific for the primers used in the colony PCR. 

6. Place the Master plate back into an incubator at 37°C until colonies are visible. It is 
advisable to perform the colony PCR in the early morning so that you can continue in 
the late afternoon.  

7. To check the fragment size of the PCR, use an agarose gel. See B.6 Protocol for Gel 
Electrophoresis for more information. You will proceed with those bacterial colonies that 
show the expected fragment size on the gel. 

8. Set up overnight cultures for the colonies selected by colony PCR. Use 5 ml selective 
culture media tubes from the 4°C fridge. These are also called ‘Minis’. The media tubes 
contain LB media and an antibiotic. Use the media that contains the same antibiotic as 
the plates used for cloning and the Master plate. The tubes are labeled with prepared 
stickers (on the fridge door in a plastic pocket). Those stickers are consecutively 
numbered. Stick to the numbering, since you have to fill out forms with details in the 
IBBP win file folder. You find an Excel sheet with the name ‘Primer-Mini-Sequencing-
Vectors_AGSchetelig’ in ‘Y:\AGSchetelig\Science’ (effective January 2021). Always use 
the latest version of this document. Open the file and look for a spreadsheet called ‘Minis 
1500-XXXX’. According to the Mini number, fill out the additional details like description, 
date created, created by, storage, further use, Disposal, or glycerol stock (Figure B.8.1). 
Add your name, date, and if possible some more detail to the insert, cells, or vector on 
the Mini as well. 
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Figure B.8.1: Excel list with details for Overnight cultures. This image shows a part of the 
‘Mini list’ in the file ‘Primer-Mini-Sequencing-Vectors_AGSchetelig’. Next to each Mini number, 
the details for the Mini have to be given. Shown here is the Description/Label that contains 
information on the vector and the bacterial cells used for transformation and information on the 
insert. Other important information is the creation and disposal date, who created the Mini, and 
if it is stored or further used.  

 

9. Get the Master plate from the incubator.  
10. Pick a verified colony with a sterile pipette tip. Do this either at a clean bench or use a 

Bunsen burner.  
11. Open a Mini tube with one hand and put the pipette tip in the media with the other hand. 

Close the tube. 
12. Let the Mini incubate overnight at 37°C in a shaking incubator.  
13. Check the Mini the next morning, if bacteria grew. If bacteria grew, the media should be 

cloudy. 
14. Proceed with the plasmid isolation and purification (‘Miniprep’).
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B.9 Protocol for Plasmid DNA Isolation and Purification (Mini Kit) 

NucleSpin® Plasmid (NoLid), Macherey Nagel (REF 740588.250 for 250 preps)  

This kit is used for the isolation and purification of plasmid DNA. It follows the overnight 
culture (see B.8 Protocol for Colony PCR and Overnight Culture). First, check if all buffers 
are prepared according to the manufacturer 's protocol. All centrifugation steps are 
performed at RT and 11,000 x g. 

Harvest bacterial cells 

1. Prepare 2 ml reaction tubes. 
2. Add 1.8 ml ON culture to the tube (2 ml can easily spill). 
3. Pellet the cells in a benchtop centrifuge for 30 sec.  
4. Discard the supernatant. 
5. Repeat these first steps to use all of the ON cultures. 

Cell lysis 

6. Add 250 µl Buffer A1. 
7. Resuspend the cell pellet completely by vortexing. No cell clumps should remain. 
8. Add 250 µl Buffer A2. Mix gently by inverting the tube slowly. Do not vortex to avoid 

shearing of the DNA. 
9. Incubate for 5 min at RT. 
10. Add 300 µl Buffer A3. Mix by inverting the tube slowly until blue samples turn colorless. 

Clarify lysate 

11. Centrifuge the tube for 5 min. Repeat this step if the supernatant is not clear.  

Bind DNA on Column 

12. Place a NucleoSpin® Column in a collection tube (2 ml) and pipette a maximum of 
750 µl of the supernatant onto the column.  

13. Centrifuge for 1 min. Discard flow-through and place the column back in the collection 
tube. Repeat this step if you need to load the remaining lysate. 

Wash silica membrane in column 

14. Add 500 µl Buffer AW and centrifuge for 1 min. 
15. Discard flow through. 
16. Add 600 µl Buffer A4 (check if it is supplemented with ethanol!). Centrifuge for 1 min 

and discard flow through. 

Dry the silica membrane 

17. Centrifuge for 2 min. Discard the collection tube. 

Elute DNA 

18. Place the column in a 1.5 ml microcentrifuge tube (which is not provided in the kit) and 
add 50 µl Buffer AE (TE buffer or water work too). 

19. Incubate for 1 min at RT. 
20. Centrifuge for 1 min. 
21. You can now discard the column. 
22. Measure the concentration of the plasmid DNA with a spectrophotometer (see B.3 

Spectrophotometric DNA Quantification). 
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B.10 Restriction Digestion 

The restriction digestion follows the overnight cultures and the ‘Miniprep’ with the 
NucleoSpin Plasmid Isolation Kit (Macherey-Nagel). If you decide to use restriction 
digestion to check for the correct insert in the plasmid, you skip the colony PCR and the 
Master plate. Follow the protocol for ON cultures above and pick the colonies directly from 
the original agarose plate. 

1. Thaw your plasmid DNA. 
2. Heat the thermal block to 37°C. 
3. Mix the following reagents in a 1.5 microcentrifuge tube: 

 
Reagent    Volume 
H2O     14 µl 
Cut Smart buffer   2 µl 
Plasmid DNA    3 µl 
EcoRI     1 µl 

 

4. Incubate for 1 h at 37°C in the thermal block. 
5. Use an agarose gel to check the result (see B.6 Protocol for Gel Electrophoresis).
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B.11 Sanger Sequencing with Macrogen 

For sequencing, 500 ng of purified plasmid DNA are recommended, mixed with 2.5 µl of the 
sequencing primer of the corresponding plasmid and filled to a total volume of 10 µl with 
HPLC-H2O. 

1. Get Macrogen sequencing labels. Labels are prepaid and consecutively numbered. 
Each label consists of two parts, a bigger label that needs to go on the sample and a 
smaller label. This smaller one should be clued into the laboratory notebook.  

2. Mix the following reagents in a 1.5 microcentrifuge tube: 
 
 
Reagent    Volume 
H2O     up to 10 µl 
Primer     2.5 µl 
Plasmid DNA    500 ng 
 
Or if you want to sequence purified PCR products: 
 
Reagent    Volume 
H2O     up to 10 µl 
Primer     2.5 µl 
PCR product     50-75 ng 
 
 

3. Close the lid tightly. Wrap the big Macrogen sequencing label around the tube. Make 
sure that the information on the label is still well visible. The best way is to make a little 
‘flag’ (Figure B.11.1). The smaller label belongs in the laboratory notebook.  

 

 

Figure B.11.1: Sequencing label. The best and easiest way to stick the label is to make a ‘flag’ 
(left picture). The QR-Code must be still visible. The picture was taken from Macrogen 
(https://dna.macrogen-europe.com/eng/support/ces/ezseq_intro.jsp).  

 

4. Put your samples in a UPS bag (prepaid), close the bag, and put it in the mailbox labeled 
‘Macrogen, UPS’ outside TIG. You can write down the tracking number in case the bag 
gets lost.  

5. Fill out the form in the Excel sheet with the name ‘Primer-Mini-Sequencing-
Vectors_AGSchetelig’ in ‘Y:\AGSchetelig\Science’ (effective January 2021). Always use 
the latest version of this document. Open the file and look for a spreadsheet called 
‘Sequencing 1E29ZAEXXX’. The long number-letter combination at the end is unique 
for each batch of labels, so check the number on your used label and fill out the correct 
spreadsheet. Look for the matching label numbers you used and fill out the additional 
details like description, date sent, primer name, and created by (Figure B.11.2).  
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Figure B.11.2: Sequencing documentation. Each batch of sequencing labels and each label 
in this batch have a unique ID. It is necessary to document each sequencing reaction by adding 
information like the sample name, the primer used for sequencing, or the date the sample was 
sent to Macrogen. 
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C Bioinformatic Protocols for Microsatellite Analysis  

C.1 Simplemappr 

Simplemappr (https://www.simplemappr.net) is a website that allows the creation of free 
point maps by using coordinates. If in doubt, you can check the coordinates with Google 
Maps (https://www.google.de/maps). 

1. Start by zooming into the needed part of the map. For example, if you only have 
locations from Germany, zoom into Germany, otherwise, you will only see really 
small dots on the world map (Figure C.1.1). 

 

 

Figure C.1.1: Image of the Simplemappr website. Shown is the Homepage of 
Simplemappr.net. In default settings, it shows the world map with country borders. You can 
zoom in and out, crop the map, fill regions with color, undo and redo in the bar on the top 
(1). You can download the finished map with a click on the button in the top right corner (2).  

 

2. Choose the settings for your map  
3. Add the coordinates under ‘Point data’. Type geographic coordinates on separate 

lines in decimal degrees (DD) or DD°MM'SS" as latitude, longitude separated by a 
space, comma, or semicolon. You can change. You can also change the shape, 
size, and color of the data points (Figure C.1.2). 
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Figure C.1.2: Point data and settings. Under ‘Point data’ the user can add coordinates (1). 
Each coordinate is entered as a ‘Layer’ (2). By default, the website provides three layers but 
the user can add or delete layers manually. In addition, the user can choose between 
different options on how the points in the map should be depicted. The size of the marker 
can be changed (3), the color (4), and the shape (5). 

 

4. Save your map or make a screenshot. Be aware that saving sometimes changes 
the ratio of your map, so better check your saved map directly because closing the 
site will delete your data and you have to start from the beginning. This seems to be 
a bug. 
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C.2 Geneious for Microsatellite Analysis 

The Microsatellites Plugin for Geneious Prime is a tool that imports ABI fragment analysis 
files and allows the user to visualize traces, fit ladders, call peaks, predict bins, display 
alleles in tabular format, and export data.  

 

Calling the ladder 

1. You need to know which ladder was used for sizing. In this project, the ‘GeneScan 500 
LIZ size standard’ was used (Figure C.2.1). Check on the manufacturer's website how 
the ladder should look like. Only if the right ladder gets recognized, Geneious can 
calculate the size of the microsatellite fragments correctly.  

 

 

Figure C.2.1: Pattern of peaks in GeneScan 500 LIZ size standard. This image is taken from 
Flores-Rentería and Krohn (2013). It shows the ‘GeneScan 500 LIZ size standard’ available from 
Thermo Fisher Scientific (Catalog number: 4322682). The height of each peak corresponds to 
its relative fluorescence intensity (RFU). It has 16 single-strand-labeled fragments. 

 

2. Open an ABI fragment analysis file. If you do not see the orange LIZ trace, make sure 
that the LIZ channel on the right is marked and uncheck all other dyes. The program 
tells you that it cannot fit the ladder (Figure C.2.2). 

 

 

Figure C.2.2: Screenshot from Geneious. A new and unmodified ABI fragment analysis file 
opened in Geneious Prime. It shows the original peak call from the program (1). The program is 
usually unable to call the correct peaks and will let you know by showing a message in the top 
right corner (2). When calling the peaks for the ladder, make sure to only check the LIZ channel 
in the menu on the right (3). 

 

 

 



181 

3. Peak calls are shown by the vertical line below the trace. The program does that 
automatically but the calls look random (Figure C.2.3). The problem is that the algorithm 
thinks a peak is present every time there is a slight decrease followed by an increase in 
the peak height in relative fluorescence units (RFUs). 

 

 

Figure C.2.3: Calling the ladder. Geneious will automatically call peaks for the ladder (1). Those 
are usually not correct and the peaks have to be called manually by deleting or adding peaks 
(2).  

 

4. You have to delete all of those wrong peaks manually and make sure that only the 
correct ones remain. You remove wrong peaks by marking them with the mouse and 
pressing ‘Del’/’Entf’ on the keyboard. You add a call by simply right-clicking on the 
correct position and choosing ‘Add peak’ and the dye used (Figure C.2.4). A manually 
made peak might not be as precise as an automated peak call but the program is using 
algorithms that correct for such mistakes. 

 

 

Figure C.2.4: Adding a peak to the ladder manually. Geneious allows the user to add peaks 
manually to a trace. This can be made by right-clicking on the correct position and clicking on 
‘Add peak’. In this case, LIZ is checked as the only dye but it works the same way for the other 
dyes as well. 

 

5. The program will recognize the ladder at some point and tell you which ladder it thinks 
was used (Figure C.2.5). If it is not correct, check the peaks one more time and compare 
them to the manufacturer´s specification.  
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Figure C.2.5: Calling the correct ladder. After the peaks were called, Geneious 
will recognize the right size standard. The name of the ladder appears under the 
dye channel selection. In this example, Geneious recognized ‘GeneScan 500’ 
(red square). 

 

 

 

 

 

6. Save the file.  

 

Setting locus information 

Once the ladder is correctly called, set the locus information. 

1. Click on ‘Locus Info’ in the bar on the top and a window will pop up (Figure C.2.6). 

 

 

Figure C.2.6: Menu for locus settings. To set the locus information for the microsatellite 
markers used in the experiment, click on ‘Locus Info’ in the toolbar (1), marked here with a 
red square. A window opens that allows adding information on the microsatellite markers 
(2). You have to add the name of the marker, the expected number of peaks, repeat unit, 
and range for each available dye (FAM, VIC, NED, PET). 

 

2. Add information for each marker used. You should find the information for the markers 
in the original publication. In this case, all the needed information was included in the 
publication of Fraimout (2015). 

3. The name can be chosen freely but it helps to stick to the original publication.  
4. In a diploid organism, two peaks are expected. This information is important for the 

analysis. If only one peak is predicted in a locus, the program will assume a homozygote 
and if two peaks are detected, the program assumes a heterozygote. If more peaks are 
detected, the program will give an alert and the user has to check the locus manually.  
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5.  In this project only dinucleotide repeats were used, so the repeat unit would be two.  
6. The range sets the limit for the locus. If a locus is known to have shown variations 

between 320 bp and 400 bp in length, then these values have to be filled in.  

 

Calling peaks for the microsatellite loci 

Now that the ladder is called correctly and the locus information is set, the actual fragment 
length of each microsatellite can be called. This step is similar to the procedure with the 
ladder.  

1. Chose a sizing method. In this project ‘3rd Order Least Squares’ was chosen (Figure 
C.2.7). This sizing algorithm was chosen over the alternative algorithms because it uses 
regression analysis to build a best-fit-size-calling curve, it compensates for any fragment 
that may run anomalously and results in the least amount of deviation for all the 
fragments, including size standard and samples. 3 rd order was chosen over 2nd order 
because it uses a higher polynomial degree and captures more of the peak structure. It 
also provides more flexibility when generating best-fit curves for sizing samples with 
anomalously migrating fragments. For all samples, the same algorithm has to be used. 

 

 

Figure C.2.7: Sizing methods in Geneious. The user can choose between six different sizing 
algorithms.  

 

2. Mark one dye that you want to analyze, for example, ‘FAM’. Only the FAM trace is now 
visible (Figure C.2.8). 

 

 

Figure C.2.8: Calling peaks for a FAM locus. For analysis, only one dye after another should 
be edited. Check or uncheck dyes in the dye selection (1). The marked dye (here FAM) is visible 
(2). All other dyes are not visible for now but they are unaffected by the changes you may or may 
not make in the FAM channel. 
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3. As it was for the ladder, the program will try to call peaks. This works better than for the 
ladder. As you see in the example in Figure C.2.8, the program correctly called two 
peaks. 

4. You will have to check every single locus in every sample manually. There is no 
guaranty that the program calls peaks correctly all of the time. 

5. Try to analyze as many samples at one locus as possible at once. You can select more 
than one sample in the file selection. This will help to compare the results and you might 
find it easier to detect artifacts in a single sample or to find null alleles. In that case, the 
different samples are listed one above the other (Figure C.2.9).  

 

 

Figure C.2.9: Calling peaks for a FAM locus in more than one sample. In this example, five 
different samples are selected. The sample names are all given on the left side, next to the RUFs. 
Each sample can be modified independently by clicking on the corresponding track. 

 

6. Repeat for every locus and dye channel in every sample. 
7. Now that all loci are set and the incorrect peak calls were corrected you can move on 

and perform the binning. 
8. Save as often as possible, at least after every locus. 

 

Binning  

1. Select all samples you modified and one dye channel, for example, ‘FAM’.  
2. Click the ‘Predict Bins’ button and just click OK. Do the same for the other dyes but not 

for LIZ, since this is the ladder. 
3. Based on the observed peaks and their size using a specific sizing algorithm, the 

program creates bins.  
4. Save now. 
5. Open the Alleles Table, turn on all or just one of the dyes and see if there are any un-

binned peaks (Figure C.2.10).  
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Figure C.2.10: The Allele Table. The Allele Table contains information on allele size for every 
locus in every sample. In this example, the two selected samples appear to have no peak in the 
VIC-locus DS26. This has to be checked manually. This table also shows that both samples are 
homozygous for FAM-locus DS06 and heterozygous for VIC-locus DS36.  

 

6. Go to the affected sample and turn on the dye that has the un-binned peak.  
7. Select the bin the peak should be in and choose ‘Edit Bin’. 
8. Extend the range of the bin by dragging it with the mouse to include the peak. If this is 

appropriate depends on how far away bin and peak are. If it is just a little bit outside the 
bin, then it is okay to move the bin. Otherwise, consider discarding this sample for now 
and repeating the whole FLA one more time (Figure C.2.11). 

 

 

Figure C.2.11: Automated binning in a FAM locus. The binning in this example was done 
automatically by the program. The peak marked with a red circle is slightly outside the calculated 
bin. Extending the bin to the left so that the peak is included would be fine in this case.  

 

9. Check the Alleles table again for un-binned peaks. 
10. In the case of the warning ‘no peaks’, no alleles were amplified in those samples. Check 

those as well. It is possible that peaks are present but were not called. If no peaks are 
detected, even if you repeat the analysis, then you might be dealing with a nu ll allele. 

11. Export the Alleles table to a CSV file. This can be opened in Excel. You can export with 
or without warnings. If you export without warnings, it will leave those fields blank, 
otherwise, they’ll contain text such as ‘No peaks’.



186 

Artifacts in FLA 

Artifacts can be caused by air bubbles, crystallized polymer, or a voltage surge to the 
electrophoresis instrument. They can look just like a correct peak but are not reproducible. 
Knowing how common artifacts can look like will help to identify them and to tell them apart 
from real peaks (Figure C.2.12).  

 

Figure C.2.12: Common artifacts in FLA. Shown is a schematic illustration of how the most 
common artifacts look like compared to correct peaks (STR alleles). Identifying them in a real sample 
takes some practice since the intensity of a true peak is not always as high as it is depicted here. 
Shown are a dye blob and a stutter in the blue channel, a Pull-up or bleed-through in the green 
channel, and a spike in all four channels. 
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C.3 GenAlex 

Installing GenAlex on Windows  

GenAlex is available as an Excel add-in on the website http://biology.anu.edu.au/GenAlEx/.  

1. Download and save the zipped file to a dedicated folder.  
2. Use the extract option to unzip the file.  
3. To install it launch Excel, open the options menu via the ‘File’ menu.  
4. Click on ‘Add-ins’ in the options menu and then on ‘Manage’ (Figure C.3.1). A window 

will pop up in which you can browse the folder that contains the GenAlex add-in. Confirm 
that the add-in can be used after restarting Excel.  

 

 

Figure C.3.1: Installing the GenAlex add-in in Excel. In the Option menu click on ‘Add-ins’. If 
GenAlex is not installed yet, the window ‘Active Application Add-ins’ will be empty. Click on 
‘Manage’ and a window called ‘Add-ins’ will pop up. Click on ‘Browse’ to select the folder 
containing the GenAlex download file.  

 

5. If GenAlex was successfully installed, a loading screen will pop up when starting Excel. 
6. The Excel toolbar should contain a tab called GenAlex (Figure C.3.2). 

 

 

Figure C.3.2: Excel toolbar. To use GenAlex click on the tab in the Excel toolbar. It contains all 
tools provided by GenAlex. 
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Getting started 

1. Use the Allele table CSV file from Geneious (see B2. Geneious for microsatellite 
analysis). Click on ‘Import’ in the Excel toolbar. 

2. You can also copy and paste the allele table directly from Geneious into Excel.  
3. In either case, you need to set the data parameter correctly. An example together with 

an explanation is given in Figure C.3.3. It is important to notice that missing data points 
have to be assigned to a value. A blank will not be accepted by GenAlex. Instead use a 
negative value, like ‘-9’ and GenAlex will automatically recognize that all data points with 
the value ‘-9’ have to be treated as missing data.  

 

 

Figure C.3.3: Data format of codominant microsatellite data for GenAlex. This is an example 
of how the table has to be formatted for GenAlex to be able to run the analysis of codominant 
microsatellite data correctly. This is a cropped image, so the total number of samples (B1) does 
not add up with the size of each population (D1 – J1). GenAlex does not analyze data with 
discrepancies between the total number of samples (B1), the number of populations (C1), and 
the size of each population (D1 – J1). All information given in the table is necessary, except for 
the title of the worksheet in A2 and the locus names starting in C3.  

 

4. Tell GenAlex to test the raw data by clicking on Data and then on Check Raw Data 
(Figure C.3.4). 
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Figure C.3.4: Automatic raw data check by GenAlex. To let GenAlex check the raw data is 
especially interesting when there are many data points. Click on ‘Data’ (1) and then on ‘Check 
Raw Data’ (2). GenAlex will check if the data format is correct or if missing data points are present 
in the file. 

 

Frequency-based analysis - HWE 

Start with the calculations for HWE (Figure C.3.5) but be aware that the official manual 
advises using other programs like Arlequin for the calculations of HWE. You can still use it 
but better check the result with Arlequin or similar programs.  

1. Click on the ‘Frequency Based Analysis Option’ in the toolbar. 
2. Click on ‘Disequil’. 
3. Click on ‘HWE’ (Figure C.3.5). 

 

 

Figure C.3.5: Frequency Based Analysis Options in GenAlex. To calculate the deviations 
from HWE open the ‘Frequency Based Analysis Options’ in the toolbar and click on ‘Disequil’, 
then on ‘HWE…’.  

 

4. Set the HWE parameters (Figure C.3.6). The number of loci, samples. populations and 
the population sizes should already be filled out. The program takes the information 
from the data you put in, that’s why it is so important to stick to the file format in Figure 
C.3.4. 
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Figure C.3.6 HWE Data Parameter in GenAlex. The information in the boxes is filled out 
correctly if the advised data/file format was applied. Click ‘OK’ to proceed. 

 

5. Click ‘OK’. 
6. A window pops up, in which you can choose how the data should be presented. This is 

up to your likings. You can get a summary with only the most important data or you 
choose the ‘Step by Step’ option with more additional information. You can also decide 
if you only want to have a graphical output or the values or both (Figure C.3.7). 

 

 

Figure C.3.7: Hardy-Weinberg Options in GenAlex. You can choose between different options 
on how the data should be presented. You can mark or unmark the options that suit you most. 
Click ‘OK’ to proceed.  

 

7. GenAlex will now calculate HWE and possible deviations. A new sheet with the results 
will open automatically. 

 

Frequency-based analysis - Frequency 

The ‘Frequency…’ option does contain most of the analysis tools you will need in GenAlex. 
The procedure is similar to the HWE calculations.  

1. Click on the ‘Frequency Based Analysis Option’ in the toolbar. 
2. Click on ‘Frequency…’ (Figure C.3.8) 
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Figure C.3.8: Frequency Options in GenAlex. Like for HWE you first click on ‘Frequency 
Based Analysis Option’ in the toolbar. Then click on ‘Frequency…’, the first option in the l ist.  

 

3. A window pops up, called ‘Allele Frequency Data Parameters’ (Figure C.3.9). As for 
HWE, the boxes should be filled with values, if the data/file format was correctly applied.  

 

 

Figure C.3.9: Allele Frequency Data Parameters. The information in the boxes is filled out 
correctly if the advised data/file format was applied. Click ‘OK’ to proceed. 

 

4. Click ‘OK’. 
5. The ‘Codominant Frequency Options’ open (Figure C.3.10). 
6. Mark or unmark the options you would like to be calculated. To get a better overview of 

your data you might want to test all of it and see what the program calculates. Also , 
when using the ‘Step by Step’ option, it can provide some valuable information, 
especially if it is the first time you analyze such data.  
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Figure C.3.10: Codominant Frequency Options. You can choose between different options 
on how the data should be analyzed. You can mark or unmark the options that suit you most. 
The first options all analyze the allele frequency and heterozygosity of the data. You can choose 
between calculations by population or locus and between graphic output or plain values. The 
next options are analyzing allelic patterns, again you can have values and/or graphs, a list with 
all alleles, and a list with private alleles. The ‘Multiple Pop Options’ contain the calculations for 
Nei Distance, which is needed for PCoA and the Pairwise FST. Both are important for the 
interpretation of population dynamics and genetics. Click OK to proceed. 

 

7. Click ‘OK’. 
8. GenAlex will now analyze the data based on the options you choose. New sheets with 

different results will open automatically. 

 

Distance-based analysis – AMOVA 

1. Click on the ‘Distance Based Analysis Option’ in the toolbar. 
2. Click on ‘AMOVA’ (Figure C.3.11). 

 

 

Figure C.3.11: Calculating AMOVA in Distance Based Options. First, click on ‘Distance 
Based Analysis Option’ in the toolbar. Then click on ‘AMOVA’, the second option in the list.  
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3. First, the ‘AMOVA Data Parameters’ have to be set (Figure C.3.12). The program fills 
the boxes automatically.  

 

 

Figure C.3.12: AMOVA Data Parameters. The information in the boxes is filled out correctly if 
the advised data/file format was applied. Click ‘OK’ to proceed. 

 

4. Select the ‘AMOVA Genetic Distance Options’ (Figure C.3.13). 

 

 

Figure C.3.13: AMOVA Genetic Distance Options. The ‘AMOVA Genetic Distance Options’ 
gives you the option to choose between different distance calculations but if you use 
microsatellite markers the only useful option is ‘Codom-Allelic’ (the only option that is marked 
under ‘Distance Calculations’). Choose if you want AMOVA for total only or each locus  
separately. Click ‘OK’ to proceed. 
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5. Set more details in ‘AMOVA Options’ (Figure C.3.14). 
 

 

Figure C.3.14: AMOVA Options. The ‘AMOVA Options’ will first let you decide the number of 
permutations. A pie graph can be made as an output together with the AMOVA table. You also 
have an option to suppress within the individual analysis in AMOVA. Click ‘OK’ to proceed. 

 

6. Click ‘OK’. 
7. GenAlex will now analyze the data based on the options you choose. New sheets with 

different results will open automatically. 

 

Distance-based analysis – PCoA 

For this, you need Nei Distance calculated with the ‘Frequency…’ option in the ‘Frequency 
Based Analysis Options’. Be on the actual Excel sheet that has Nei Distance, otherwise, it 
will not work.  

1. Open the Excel sheet containing Nei Genetic Distance. 
2. Click on the ‘Distance Based Analysis Options’ in the toolbar. 
3. Click on ‘PCoA’ and then on ‘Analysis…’ (Figure C.3.15). 
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Figure C.3.15: PCoA for microsatellite data. Open the ‘Distance Based Analysis Options’, click 
on ‘PCoA’ and ‘Analysis’. This will open the ‘PCoA Parameters’. 

 

4. The ‘PCoA Parameters’ open (Figure C.3.16). 
5. Click on one of the PCoA methods.  

 

 

Figure C.3.16: PCoA Parameters. Make sure that ‘Tri Distance Matrix’ is marked and select 
one of the different PCoA methods. Click ‘OK’ to proceed. 

 

6. Click ‘OK’ 
7. GenAlex will now analyze the data based on the options you choose. New sheets with 

different results will open automatically. 
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Export data 

All graphs and tables generated during analysis can be adjusted, modified , and copy and 
pasted as every other table in Excel. The ‘Export’ function in GenAlex can convert the raw 
data into other file formats for a variety of programs (Figure C.3.17). Just click on the format 
you need and save the file.  

 

  

Figure C.3.17: Exporting/Converting raw data with GenAlex. Convert the microsatellite 
raw data in GenAlex in other file formats by clicking on ‘Import/Export’ in the toolbar. The 
user can choose between 29 different formats. The formats are named after the programs 
they are used for. 
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C.4 FreeNA 

FreeNA estimates microsatellite marker null allele frequency for each locus and population. 
It can also estimate the unbiased FST and calculate the Cavalli-Sforza and Edwards (1967) 
genetic distance. This only runs on Windows computers.  

As an Input file, simply use GenAlex ‘Export’ function to get a data file in the Genepop 
format. A genotype ‘0000’ (for 2 digits allele coding) or ‘000000’ (for 3 digits allele coding) 
represents missing data. A null homozygote should have the genotype ‘9999’ (for 2 digits 
allele coding) or ‘999999’ (for 3 digits allele coding). 

1. To run FreeNA put the executable file in the same directory as the data file.  
2. Open FreeNA by double-clicking on FreeNA.exe.  
3. Following the menu, enter the names of your input and output files.  
4. Fix the number of replicates for the computation of the bootstrap 95% confidence 

intervals automatically performed for the FST statistics. 
5. The output of the program is provided as five different files: 

 
a. ‘your_output_file_name.r’ gives the estimate of null allele frequency for each 

population and locus. 
b. ‘your_output_file_name.fr’ contains allele frequencies and genotype numbers. 
c. ‘your_output_file_name.gFst’ contains the FST values. 
d. ‘your_output_file_name.pFst’ contains all pairwise FST. 
e. ‘your_output_file_name.dc’ contains the value of the Cavalli-Sforza and 

Edwards’ (1967) genetic distance for each pair of analyzed populations. 
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C.5 Arlequin 

Arlequin 3.5 may only run on Windows. To install Arlequin download the Arlequin zip file to 
a directory. Extract all files in the directory of your choice. Double click on the executable 
file to start the program. A detailed manual for the program Arlequin 3.5 is available at 
http://cmpg.unibe.ch/software/arlequin35/man/Arlequin35.pdf.  

1. Open Arlequin. 
2. Start with the ‘Arlequin configurations’ (Figure C.5.1). Check or uncheck the 

configurations as you like. You have to specify a text editor that will be used by Arlequin. 
The normal preinstalled ‘Windows Notepad’ is sufficient. The Arlequin manual 
recommends TextPad (http://www.textpad.com). Rcmd requires R but is optional.  

 

 

Figure C.5.1: Arlequin Configuration. Use the ‘Arlequin configuration’ window to set Arlequin 
options as you wish. Specify the text editor Arlequin should use in the ‘Helper program’ section 
of the window. Rcmd is optional. 

 

3. Prepare an input data file. You can use the ‘Export’ function from GenAlex and create a 
new project with the ‘Project wizard’ implemented in Arlequin (Figure C.5.2). The 
‘Browse’ button lets you specify the name and directory of the project. The file should 
have the extension ‘.arp’. Specify which type of data you are using, if the data is 
genotypic or haplotypic if the gametic phase is known or unknown and if the data 
contains recessive alleles under the ‘Data type’ options. Specify the number of samples 
and the character for missing data as well as the locus separator under ‘Control’ options. 
‘Optional sections’ give the user the possibility to include a list of haplotypes, a distance 
matrix, and genetic structure.  
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Figure C.5.2: Arlequin Project wizard. Use the Arlequin project wizard to quickly create the 
outline of a project.  

 

4. Click on ‘Create project’ once all other options are specified. ‘Edit project’ allows the 
user to edit a saved project at any time. 

5. Import the data by clicking on ‘Import’ next to the ‘Project wizard’ tab (Figure C.5.3).  

 

 

Figure C.5.3: Import a file into Arlequin. Browse for the file generated with the Export function 
in GenAlex. The Translate button is only used if you do not already have the right file format.  

 

6. Click on ‘Browse’ and open the file generated with GenAlex.  
7. The project will be loaded and the ‘Project’ tab becomes active (Figure C.5.4). 
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Figure C.5.4: Project information dialog. Once a project is loaded, the project tab dialog tab 
is available. It shows information about the project, like the data type and sample names.  

 

8. Use the Settings tab to choose the tasks Arlequin should perform (Figure C.5.5). You 
can check and uncheck tasks by clicking on them. A task that Arlequin will perform is 
marked with a purple circle, tasks that will not be performed have a grey circle.  

 

 

Figure C.5.5: Calculation settings in Arlequin. The left panel allows the user to choose which 
tasks to perform, the specific options for each task can be seen in the right panel.  

 

9. Click on ‘START’ in the upper toolbar once all tasks are set.  
10. Output files have the same name as the project but have an extension ( ‘.res’).
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C.6 STRUCTURE 

STRUCTURE 2.3.4 can be run on different platforms. (Windows, Mac OS X, Linux, and 
Sun). The executable installation file for Windows can be downloaded from the web page 
https://web.stanford.edu/group/pritchardlab/structure.html. Download the file to a directory 
and unzip the file. Double click on the executable file to start the installation. After the 
installation is finished, double-click on the STRUCTURE icon to start the program. The data 
input file can be generated using the Export function in GenAlex. 

 

Starting a new project 

1. If you are starting a new project, click on ‘File’ and on ‘New Project’ (Figure C.6.1). 

 

 

Figure C.6.1: Starting a new project with STRUCTURE. Click on File and then on New Project. 
You can also view data files but this will not allow you to analyze them. If you already made a 
project, then click on Open Project and you can browse your directories for files.  

 

2. A project wizard opens that guides you through four steps to enter your data information. 
3. In ‘Step 1 of 4’ specify the name, project directory, and data file (Figure C.6.2). 

 

 

Figure C.6.2: Step 1 of 4 in the Project Wizard. Specify the name, directory of the project, and 
the data file for the new project. The input file can be generated using GenAlex.  

 

4. Click ‘Next’. 
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5. In ‘Step 2 of 4’ specify the data file in more detail. Give the number of individuals, the 
ploidy of the data (2 for diploid), number of loci, and the missing data value (you can 
use the value ‘-9’) (Figure C.6.3).  

 

 

Figure C.6.3: Step 2 of 4 in the Project Wizard. Specify additional information on your data. 
The number of individuals, the ploidy, the number of loci, and the missing data value.  

 

6. In ‘Step 3 of 4’ you have to specify if there are any additional extra rows in your data. 
This can be a row with marker names (Figure C.6.4). Also, if you used GenAlex to format 
your data then check the box ‘Data file stores data for individuals in a single row’.  

 

 

Figure C.6.4: Step 3 of 4 in the Project Wizard. Check or uncheck boxes, if your data file 
contains optional rows. When using GenAlex check the box ‘Data file stores data for individuals 
in a single row’ on the bottom. You can see a summary of the length and number of lines in your 
file by clicking on ‘Show data file format’. 

 

7. ‘Step 4 of 4’: Specify any additional columns in your data (Figure C.6.5). If the input file 
was formatted using GenAlex, check the boxes ‘ID for each individual’, ‘Putative 
population origin for each individual’, and ‘Sampling location information’.  
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Figure C.6.5: Step 4 of 4 in the Project Wizard. Check or uncheck boxes, if your data file 
contains optional columns. When using GenAlex check the first, second, and fourth boxes. If the 
data contains any additional columns not listed in the options, type the number of additional 
columns into the box called ‘Number of Extra Columns’. You can see a summary of the data 
format by clicking on ‘Show data file format’.  

 

8. Click on ‘Finish’. 

 

Configuring a parameter set 

1. Go to the pull-down menu ‘Parameter set’ (Figure C.6.6). 

 

 

Figure C.6.6: Configuring a new parameter set. You can load, modify, delete or create a new 
parameter set by going to the pull-down menu under ‘Parameter Set’. Existing parameter sets 
will be listed under ‘Parameter Set List. 

 

2. Click on ‘New’. 
3. Start by setting the run length (Figure C.6.7).  
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Figure C.6.7: Specifying the run length. The user can choose the number of Markov Chain 
Monte Carlo (MCMC) repetitions and the length of a burn-in period. The number of MCMC 
repetitions after burn-in defines how long a simulation is run after burn-in to get accurate 
parameter estimates. 

 

4. Select if the admixture model should be applied or not (Figure C.6.8). It is used if the 
origin and degree of isolation in the sampled populations are unknown. It assumes that 
allele frequencies are correlated and each sample contains a portion of the genome of 
each original population. 

 

 

Figure C.6.8: Specifying the ancestry model. The user can select if the admixture model 
should be applied or not. A test for migrants in the population can be applied by checking the 
corresponding box. 

 

5. Set the parameters in the ‘Allele Frequency Model’ tab (Figure C.6.9). The correlated 
frequencies model is better suited to detect subtle population structure.  
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Figure C.6.9: Specifying the allele frequency model. The user can select between correlated 
allele frequencies, independent allele frequencies, and inferring lambda.  

 

6. With the ‘Advanced’ options, the function to calculate posterior probabilities can be 
turned off, which will speed up the calculation time (Figure C.6.10). 

 

 

Figure C.6.10: Advanced options. Turning of the calculation of posterior probabilities will speed 
up the program. This can be used, when testing a data set the first time. But it should be used 
later on to get reliable results. 

 

7. Once a parameter set is ready, click on ‘Run’ in the pull-down menu under ‘Parameter 
set’.  

8. The program asks you to set the number of populations (K). 
9. You can see text data in the console at the bottom and a summary of simulation 

configuration in the window on the right (Figure C.6.11). 
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Figure C.6.11: Running a simulation. The console at the bottom prints real-time summary 
statistics in text form. Simulation configurations are visible in the right window. 

 

Note: Running a simulation will take a long time depending on the settings and the data. 
STRUCTURE can crash easily. It is a so-called ‘silent crash’, so you might not even notice 
it. For me, it worked best to start the run and to not touch the computer until the run was 
over. Running overnight worked well, since a single run can easily take six or more hours. 
Just make sure that the computer does not shut down after a certain time, also disable 
energy-saving options. 

 

10. Once a run is finished you are presented with the results. All results are present in the 
directory you chose at the beginning. You can have a look at the results in the right 
window (Figure C.6.12). To look at a bar plot, click on the ‘Bar plot’ button in the results 
window.  
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Figure C.6.12: Simulation results. Results for each run contain a summary of parameter sets. 
To see a bar plot, click on the Bar plot button at the top of the window.  

 

The vast amount of information generated by STRUCTURE makes it difficult to analyze the 
results. That is why it is helpful to use programs like StructureHarvester and Pophelper 
afterward. StructureHarvester can summarize the results and help to make decisions on 
how to proceed with the data. Pophelper will help to make one comprehensive bar plot from 
the many bar plots generated in STRUCTURE.  
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C.7 StructureHarvester 

StructureHarvester is an online web tool freely accessible at 
http://taylor0.biology.ucla.edu/structureHarvester/. Use Firefox, Safari, or Chrome. 

1. Run STRUCTURE and open the results folder in your STRUCTURE directory.  
2. Zip all results in one zip archive. 
3. Click on the ‘Browse’ button on the StructureHarvester website and select your archive. 
4. Click on the button ‘Harvest! ’. 

You will get the results online. You can download everything at once or as separate files. 
Based on the result, decide with which data you want to proceed in Pophelper.  
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C.8 Pophelper 

Pophelper is a web app (http://pophelper.com/) that allows the user to analyze and visualize 
Structure runs. 

1. Upload one or more STRUCTURE files (Figure C.8.1). 

 

 

Figure C.8.1: Structure analysis with Pophelper. To upload STRUCTURE files, press the 
‘Browse’ button (red square). The upload is limited to 25 files, so it does make sense to make a 
preselection with StructureHarvester. Uploaded files are presented on the right side. 

 

2. A summary table should now be displayed. 
3. The ‘Tabulated data’ lists all uploaded STRUCTURE runs sorted by loci, individuals, 

and K (Figure C.8.2). 
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Figure C.8.2: Tabulated data list and summary table. Clicking on ‘Data’ (1) will open a table 
with data information. You can download the table either tab-delimited, comma-separated, or 
semicolon-separated (2). The data can either be displayed in a tabulated format (3) or a 
summarized version (4). The table contains information on the number of populations (K), 
number of individuals, and loci, as well as on the statistics.  

 

4. To download, click on the ‘Download’ button on the left side.  
5. The Evanno method is run in the Evanno tab. It estimates the number of K. If you used 

StructureHarvester, you do not need to do this because it was already calculated but 
you can compare the result.  

6. Use the ‘Standard plot’ option in the ‘Plot’ tab to plot the files in a bar graph. 
7. Select one or more of the uploaded files by clicking on it. The selected file(s) are plotted 

on the right site. If more than one file is selected, the bar plots are plotted one below the 
other (Figure C.8.3). 

 

 

Figure C.8.3: Plotting data as bar plots. Clicking on ‘Plot’ (1) will open the ‘Plot options’. Select 
the files you want to plot by clicking on them (2). Make sure the ‘Standard Plot’ option is selected 
(3). Each selected data file is displayed as a barplot on the right (4).  
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8. If you selected more than one file, a drop-down menu is available that allows you to 
align clusters or to merge runs. This does only work when all selected files have the 
same format, the same number of individuals, the same number of loci, and the same 
K. ‘Align clusters’ will plot the selected files with aligned clusters. ‘Merge runs’ will 
collapse all selected files to one bar plot. You can also choose between different color 
schemes that are either pre-defined or custom generated (Figure C.8.4). 

 

 

Figure C.8.4: Plot options include aligning, merging, and different color schemes. ‘Align 
cluster’ will plot the selected files with aligned clusters (1). ‘Merge runs’ will collapse all selected 
files to one bar plot (2). In addition, there are several different color schemes available to color 
the barplot (3). 

 

9. Population labels can be uploaded as a tab-delimited text file, copy-pasted, or manually 
typed in. One label is needed for each individual, e.g. if you have 20 individuals from 
population A you have to type A in the first 20 rows (Figure C.8.5). 
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Figure C.8.5: Adding population labels to the bar plot. To add population labels, check the 
box ‘Plot pop labels’ and either upload a text file or copy-paste the population names.  

 

10. Change standard options like the file name and K value. Those are visible in the side 
panel and can be turned off or adjusted. Population label options include height, label 
spacer, label text, and label markers (points or lines) as well as label points (Figure 
C.8.6). 
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Figure C.8.6: Customization options for bar plots. Shown are the customizable parts of a bar 
plot (1). Label points can be changed by choosing the corresponding number (2), for example, 
the number ‘1’ will generate a circle as a label point and number ‘2’ will generate a triangle. The 
line type for the divider line can be changed as well by using a number code (3). The graphics in 
this image are from the manual from the Pophelper website (http://pophelper.com/). 

 

11. Download the bar plot. 
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C.9 PoptreeW 

PoptreeW is the web version of Poptree2. It is used for the construction of population 
genetic trees based on allele frequency data. 

1. Open http://www.med.kagawa-u.ac.jp/~genomelb/takezaki/poptreew/. This site 
provides access to PoptreeW as well as to additional guides and references and to 
Poptree2, which is the program for Windows and Linux (Figure C.9.1). 

 

 

Figure C.9.1: PoptreeW website for phylogenetic trees from allele frequency data.  Shown 
is a screenshot of the PoptreeW website. The site includes a guide and several links for 
references and additional information on the web app and the original program Poptree2. Click 
on ‘Go to POPTREEW’ (red square) to start. 

 

2. Click on ‘Go to POPTREEW’. 
3. Click on ‘POPTREE’ to generate a new tree. Click on ‘Tree display’ to draw a tree from 

a Newick format tree (Figure C.9.2). Click ‘Next’ to proceed.  

 

 

Figure C.9.2: PoptreeW and Tree display option. Start by choosing if you would like to 
generate a phylogenetic tree or to draw a tree from a Newick format tree. 

 

4. Upload the input file. Allele frequency data in Genepop format can be used as input. To 
get the Genepop format use the ‘Export’ function in GenAlex (see C.3 GenAlex). 

5. Select the computational methods. You can either construct a phylogenetic tree or let 
the program compute the heterozygosity and GST but you cannot do both at once. When 
using the phylogenetic tree option, then you need to choose a distance measure from 
the drop-down menu. Choose between an NJ or UPGMA tree. Check the box ‘Bootstrap’ 
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test, if you would like to perform a bootstrap test for the tree. Specify the number of 
replications (Figure C.9.3). 

 

 

Figure C.9.3: Population tree options. Choose between NJ and UPGMA tree (1), the used 
distance measure (2), and if you would like to perform a bootstrap test and the repetitions (3). 
Click the ‘Execute’ button to proceed (4).  

 

6. Click ‘Execute’. 
7. The ‘Tree View’ window opens and you can edit the tree after your likings by clicking on 

‘Edit’ (Figure C.9.4). 

 

 

Figure C.9.4: Modification options for population trees. You can edit the tree with different 
options, for example setting a new root, swapping branches, or changing the font and line width 
(1). The current details of the tree are given in the top right corner (2). The tree is displayed in 
the big window below the toolbar (3). 

 

8. Download the tree as an image or in Newick format. Latter allows you to load it in other 
programs if you would like to edit the tree further. 
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C.10 Geneclass2 

The executable installation file for Windows can be downloaded from the web page 
http://www1.montpellier.inra.fr/URLB/GeneClass2. Download the file to a directory and 
unzip the file. Double click on the executable file to start the program. The data input file 
should be in ‘Genpop’ format and can be generated using the ‘Export’ function in GenAlex 
(see C.3 GenAlex).  

 

Detection of first-generation migrants 

To detect migrants in a data set, you need one file that contains both the populations you 
want to check for migrants and the potential source populations.  

1. Open a data file (Figure C.10.1). 

 

 

Figure C.10.1: Detection of first-generation migrants. Load a data file in the program (1). Set 
the first options in the ‘Computation goal’ tab (2) by clicking on the ‘Detection of first -generation 
migrants’ option (3). If you choose this option, you have to select a likelihood computation method 
as well.  

 

2. Check the ‘Detection of first-generation migrants’ option (Figure C.10.1). 
3. Choose a type of likelihood computation used for migrant detection (Figure C.10.1). 
4. Open the ‘Criteria for Computation’ tab (Figure C.10.2). 
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Figure C.10.2: Setting the criteria for computation. Open the ‘Criteria for Computation’ tab 
(1). Choose between the three method options, Bayesian, Frequency-based, or Frequency-
based (2). When selecting the ‘Frequency-based method’, you have to set the default frequency 
for missing data as well (3). 

 

5. Select criteria for likelihood computation. You can choose between Bayesian, Distance-
based, and Frequency-based methods (Figure C.10.2). 

6. Open the ‘Probability computation’ tab (Figure C.10.3). 
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Figure C.10.3: Setting the probability computation options.  Open the ‘Probability 
computation’ tab (1). Click on ‘Enable probability computation’ to compute the probability that an 
individual is a resident and not a first-generation migrant (2). Use the sliders to select the number 
of simulated individuals (3) and the alpha value (4). 

 

7. You can click on ‘Enable probability computation’ to compute the probability that an 
individual is a resident and not a first-generation migrant (Figure C.10.3).  

8. Select a resampling algorithm (Figure C.10.3). 
9. You can deselect loci in the ‘Locus selection’ tab. 
10. Click the ‘Start’ button.  
11. The running parameters are displayed, together with a progress bar at the bottom.  
12. Results are displayed in a table and potential migrants are labeled red, depending on 

the threshold you set. The most likely population is labeled green. 
13. Export the results in CSV format.  

 

Assignment of individuals 

You need two files for this computation, one reference file and one file containing the 
individuals that have to be assigned. 

1. Load the reference file as ‘Reference population’ and the other data file as ‘Samples to 
be assigned’ (Figure C.10.4). 

2. Select ‘Assign in the Application’ options and decide if you like to assign individuals or 
groups. 
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Figure C.10.4: Assignment of individuals. Load a reference file (1) and a second file with 
samples to be assigned (2). Select the Assign option in the Application window (3).  

 

3. Open the ‘Criteria for Computation’ tab and select a criterion. Choose between 
Bayesian, Distance-based, and Frequency-based methods (Figure C.10.2). 

4. To calculate the probability that an individual belongs to each reference, click on ‘Enable 
probability computation’ (Figure C.10.3).  

5. Select a resampling algorithm (Figure C.10.3). 
6. You can deselect loci in the ‘Locus selection’ tab. 
7. Click the ‘Start’ button.  
8. The running parameters are displayed, together with a progress bar at the bottom.  
9. Results are displayed in a table. If a given individual's probability in a reference 

population is lower than the threshold, the value is greyed out. 
10. Export the results in CSV format.  
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C.11 Bottleneck 

Download the executable Windows file for the program Bottleneck from the website 
http://www1.montpellier.inra.fr/CBGP/software/Bottleneck/bottleneck.html. Download the 
file to a directory and unzip the file. Double click on the executable file to start the program. 
The data input file should be in Genpop format and can be generated using the ‘Export’ 
function in GenAlex (see B3 GenAlex). 

1. Load the data file (Figure C.11.1). 
2. Select a mutation model. 
3. Set the number of iterations. 
4. Select the statistical test you would like to perform. 
5. Click on ‘GO!’ To start the calculation. 

 

 

Figure C.11.1: Detection of bottleneck events with Bottleneck. Load a data file (1). Select 
the mutation model, you can run more than one at the same time (2). Select the number of 
Iterations (3) and choose statistical tests (4). Start the calculations by clicking on ‘GO!’.  
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C.12 Cervus 

Download the executable Windows file for the program Cervus from the website 
http://www.fieldgenetics.com/pages/home.jsp. Download the file to a directory and unzip 
the file. Double click on the executable file to start the program. The data input file should 
be in crv format and can be generated using the Export function in GenAlex (see B3 
GenAlex). 

1. Load a data file. 
2. Click on ‘Analysis’ and choose the option ‘Allele Frequency Analysis’ (Figure C.12.1). 

This will provide you with allele frequency results like the number of alleles, expected 
heterozygosity, and other general frequency-based results. More important is, that 
Cervus calculates a reliable PIC value for the used microsatellite markers.  

 

 

Figure C.12.1 Calculation of the PIC value with Cervus. Load a data file (1). Click on ‘Analysis’ 
and click on ‘Allele Frequency Analysis’ (2)
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Comment on Data Usage in This Thesis 

Results shown and discussed in this thesis have been published previously in the Journal 

of Pest Science (https://doi.org/10.1007/s10340-021-01356-5). Thus, style and wording of 

some aspects can have some similarities to the publication. The publication is also attached 

in the Appendix in chapter A.1.1 Publication ‘Spatial and temporal genetic variation of 

Drosophila suzukii in Germany’.  

The raw data used in this thesis as well as in the publication can be viewed at the 

research data repository of the Justus-Liebig-University named JLUdata 

(http://dx.doi.org/10.22029/jlupub-179). The folder contains three Excel files. The first one 

is named ‘001_Fragment_Length_Analysis_raw_data’ and it was generated by using the 

microsatellite external plugin of Geneious Prime 2019.2. The second file is named 

‘002_Null_allele_detection’ and contains the data generated with FreeNA (Chapuis and 

Estoup, 2007). The third file is named ‘003_Bottleneck_result’ and contains the results 

obtained with Bottleneck v.1.2.2 (Piry et al., 1999). 
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sind, und alle Angaben, die auf mündlichen Auskünften beruhen, sind als solche kenntlich 
gemacht.  
 
Bei den von mir durchgeführten und in der Dissertation erwähnten Untersuchungen habe 
ich die Grundsätze guter wissenschaftlicher Praxis, wie sie in der „Satzung der Justus-
Liebig-Universität Gießen zur Sicherung guter wissenschaftlicher Praxis“ niedergelegt sind, 
eingehalten.“ 
 

 

Gießen, den 08.12.2021 

 

 

 

      

Sarah Petermann 


