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Abstract

Numerical, aerodynamic analysis of spacecraft requires the modeling of rarefied
hypersonic flows. Such flow regimes are usually dominated by broad shock waves
and strong expansion flows. In such areas of the flow the gas is far from its equi-
librium state and therefore conventional modeling approaches such as the Euler or
Navier-Stokes equations cannot be used. Instead, non-equilibrium modeling ap-
proaches must be applied. While most non-equilibrium flow solvers are computa-
tionally expensive, a recently introduced kinetic Fokker-Planck (FP) method shows
the potential of describing non-equilibrium flows with satisfactory accuracy and, at
the same time, significantly reducing computational costs. However, the application
of kinetic FP solvers was so far still limited to simple, single species gases.

The aim of this study is to extend the capabilities of the kinetic FP approach for
describing complex gas flows. Particular attention is paid to the modeling of non-
equilibrium aerodynamics, as it is relevant for describing spacecraft related gas flows.

Methods for describing polyatomic species as well as gas mixtures within the kinetic
FP framework are constructed. All models are intensively validated by comparison
to already established numerical methods, as well as in comparison to experimental
studies.

Excited energy states are modeled by a stochastic jump process described by a mas-
ter equation. This approach allows the description of both continuous and discrete
energy levels. Gas mixtures are modeled based on the hard-sphere and variable
hard-sphere collision potentials. For both cases, FP models are constructed for an
arbitrary number of species. The efficiency of the described models is investigated
and different strategies are proposed to use kinetic FP methods efficiently.

The expansion of synthetic air from an axially symmetric orifice is numerically re-
produced using the developed models and results are compared with experimental
measurements. Although the numerical simulations capture several magnitudes of
Knudsen numbers, from the continuum flow in the reservoir up to the free-molecular
far field, good agreement between simulation and experiment is seen.
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Kurzfassung

Die numerische, aerodynamische Analyse von Raumfahrzeugen erfordert die Mo-
dellierung verdünnter Hyperschallströmungen. Solche Strömungen werden im All-
gemeinen von breiten Stößen und starken Expansionen dominiert. In solchen Bere-
ichen der Strömung ist das Gas weit von seinem Gleichgewichtszustand entfernt,
weshalb konventionelle Modellierungsansätze, wie die Euler- oder Navier-Stokes-
Gleichungen, nicht verwendet werden können. Stattdessen müssen Nichtgleichge-
wichtsmodelle zur Strömungsmodellierung herangezogen werden. Während der
Rechenaufwand konventioneller Nichtgleichgewichts-Strömungslöser für viele An-
wendungsbereiche unhaltbar hoch ist, zeigt ein kürzlich vorgeschlagenes kinetisch-
es Fokker-Planck (FP) Verfahren das Potential, Nichtgleichgewichtsströmungen mit
großer Genauigkeit, aber akzeptabler Rechenzeit, modellieren zu können. Trotz
großem Interesse an dem Verfahren, ist dieses momentan lediglich zur Modelierung
einfacher Gase mit nur einer Spezies einsetzbar.

Diese Arbeit verfolgt das Ziel, das kinetische FP Verfahren zu erweitern, um damit
komplexe Gasströmungen simulieren zu können. Besonderes Augenmerk wird auf
die Modellierung von Nichtgleichgewichtsströmungen gelegt, wie sie bei der aero-
dynamischen Beschreibung von Raumfahrzeugen auftreten.

Es werden Modelle entwickelt um mehratomige Gase und Gasgemische mit dem FP
Verfahren modellieren zu können. Alle Modelle werden durch Vergleich zu bereits
etablierten numerischen Verfahren, sowie im Vergleich zu experimentellen Studien,
intensiv validiert.

Angeregte Energiezustände werden durch einen stochastischen Sprungprozess, be-
schrieben durch eine Mastergleichung, modelliert. Dieser Ansatz erlaubt die Beschrei-
bung von sowohl kontinuierlicher als auch diskreter Energielevel. Gasgemische
werden basierend auf dem Hartkugel und dem variablen Hartkugel Kollisionspo-
tentials modelliert. Für beide Fälle werden FP Verfahren für eine beliebige Anzahl
von Spezies konstruiert. Die Effizienz der beschriebenen Modelle wird untersucht
und es werden verschiedene Strategien vorgeschlagen, um kinetische FP Methoden
effizient einzusetzen.

Die Expansion von synthetischer Luft aus einer axial symmetrischen Öffnung wird
mit den entwickelten Modelle numerisch nachvollzogen und Ergebnisse werden
mit experimentellen Messungen verglichen. Obwohl die numerischen Simulatio-
nen mehrere Größenordnungen des Verdünnungsgrades, von der Kontinuumsströ-
mung im Reservoir bis hin zum frei-molekularen Fernfeld, abbilden, ist eine gute
Übereinstimmung zwischen Simulation und Experiment zu erkennen.
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Chapter 1

Introduction

The impact of satellite utilization on our society has increased dramatically in re-
cent decades. While the first artificial object in space, the Russian Sputnik 1 vehi-
cle, was only able to transmit a simple signal, fien satellites have become essential
for a variety of recent technologies and research projects. Many aspects of our mo-
dern life, including the daily weather forecast, telecommunication or navigation via
smart phones, are directly related to satellites. Furthermore, technologies such as
the surveillance of global maritime transport [20] or even monitoring of variations
in vegetation activity [148], were enabled through satellites.

In order to operate a satellite, it must be equipped with an altitude control system
that is used to control its orientation in space. Such a control system must work pre-
cisely and reliably, but it should also be simple and small. Therefore, many satellites
rely on conventional cold gas systems [77, 99], since they are technically very easy
to handle and can be designed to precisely control a large number of different thrust
levels. Cold gas thrusters, however, generate exhaust plumes. Since propellant is
exhausted in a vacuum environment, the plume can become significant large and
might effect the satellite. For example, propellant might deposit on vehicles sur-
faces, which can lead to pollution of essential parts of the spacecraft, such as solar
panels or scientific experiments. In order to estimate and avoid such phenomena, it
is of great importance to correctly model and simulate the aerodynamics of exhaust
plumes, generated by cold gas thrusters.

As another example, note that some tasks require a satellite to move in a very low
orbit. Examples are the GOCE satellite, which was used to measure the earth’s gra-
vitational field, or also the International Space Station. Due to the residual atmo-
sphere in such low orbits, low-flying satellites experience a frictional force, which in
the long-term leads to unwanted re-entry into the earth’s atmosphere. To counteract
this effect, low flying satellites are equipped with engines that can compensate for
this frictional force. In order to design the engine system, however, it is necessary
to know the exact influence of the residual atmosphere on the spacecraft. For this
it is of great importance to correctly model and simulate the aerodynamics of such
satellites in a dilute atmosphere.

These two examples illustrates the great importance of aerodynamics in the field
of space engineering. Aerodynamic properties of a spacecrafts are typically inves-
tigated numerically or experimentally. While the latter is essential to perform final
validation studies, extreme environmental conditions in space make it very difficult
and expansive to experimentally model many relevant scenarios. This is one of the
reasons why numerical investigations have become increasingly popular in recent
decades. In the spirit of this development, this work contributes to the numerical
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modeling of space engineering related gas flows. This entails the development of
numerical methods suitable to describe the physics within this specific environment.

The structure of this introduction is as follows. Subchapter 1.1 gives a brief introduc-
tion to physical phenomena that are important in the analysis of gas flows related
to space engineering. Subchapter 1.2 reviews mathematical models and numerical
methods that are applicable to describe such gas flows. Subchapter 1.3 provides a
brief historical overview over the Fokker-Planck (FP) equation and introduces the ki-
netic FP simulation method, which is used throughout this thesis. Finally, Subch. 1.4
and Subch. 1.5 describe the objectives and structure of this thesis.

1.1 Non-equilibrium aerodynamics in space engineering

Aerodynamics in the context of space engineering is strongly affected by non-equi-
librium phenomena that are inherent to hypersonic flow velocities as well as strong
expansion effects.1 For the aerodynamic analysis of space systems, it is therefore
crucial to properly model such non-equilibrium gas flows. Depending on the phys-
ical effects which are involved, different kinds of non-equilibrium can occur.

Thermal non-equilibrium refers to the velocity distribution of the underlying atoms
and molecules. In thermal equilibrium, particle velocities are distributed as de-
scribed by a Maxwell distribution. Accordingly, a non-equilibrium state is chara-
cterized by deviations from a Maxwell distribution. Since the velocity distribution
is driven to equilibrium by particle collisions, thermal non-equilibrium mainly ap-
pears when only few collisions occur on flow-relevant time and length scales. This
is the case, when the mean free path of particles is large compared to a characteristic
length scale of the flow. Hence, in order to characterize thermal non-equilibrium,
the Knudsen number is introduced:

Kn =
λ

lref
. (1.1)

Here λ is the particle mean free path, which characterizes the average distance tra-
veled by a particle between two collisions. The length lref is case dependent and
characterizes relevant dimensions of the flow. Traditional definitions of the Knudsen
number employ a constant reference length for the entire flow field, for example the
diameter of a reentry capsule or the nozzle throat diameter. More recent approaches

Knlocal = λ/lref

0.001 0.01 0.1 1 10 100

molecular flowKnudsen flow

continuum flow / free molecular flow

Kn→ 0 Kn→ ∞

viscous flow

inviscid flow

FIGURE 1.1: Different flow regimes, depending on the Knudsen number.

1 Historically a hypersonic flow is defined by a flow velocity that is at least five times higher than
the speed of sound. [5]
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FIGURE 1.2: Various non-equilibrium effects in a slit expansion and a hypersonic re-entry
flow. Contours show levels of constant Knudsen numbers. Reference length scales are the
diameter of the slit and the diameter of the vehicle. The black lines indicates a Knudsen
number of Kn = 0.01, that might be used as limit value to indicate the appearance of the

Knudsen regime.

define local length scales, for example the magnitude of local gradients [18]. In ge-
neral, a high Knudsen number indicates a strong tendency of the flow to develop
thermal non-equilibrium. The Knudsen number is also employed for characterizing
different flow regimes, which are reviewed in Fig. 1.1.
A continuum flow is defined by vanishing Knudsen numbers. Many particle colli-
sions occur in this regime, which causes the particle velocity distribution to become
a local Maxwell distribution. As a result, viscous effects and heat transport are ab-
sent in a continuum flow. In addition, interaction between the gas and surfaces can
be described as frictionless.
In a viscous flow, the velocity distribution deviates slightly from the equilibrium
case. Viscous effects, such as heat conduction or diffusion and friction on surfaces
and shear layers must be taken into account.
In a Knudsen flow, the average time and the distance between collisions are no
longer negligibly small compared to the time and length scales of the flow. As a
result the number of particle collisions in the flow field decreases and the velocity
distribution begins to deviate greatly from the equilibrium case. As a typical result,
slip effects can be observed, which means, that the flow velocity and temperature
are no longer balanced with surfaces.
In the molecular flow regime, free molecular transport arises. The frequency of
particle-particle collisions drops considerably and particles are traveling on free-
flight trajectories, along distances that are in the same size than the characteristic
scale lref. As a result, flow structures are more and more dominated by particle-wall
interactions.
A free molecular flow is defined by an infinite Knudsen number. No particle-particle
collision occur anymore and the flow is fully dominated by particle-wall interac-
tions.

Internal non-equilibrium refers to the distribution of internal particle energies, such
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as rotational or vibrational energy states. In an equilibrium state, internal energies
are described by a Boltzmann distribution and the temperature of the internal modes
coincides with the thermal particle temperature. A non-equilibrium state is charac-
terized by deviations of the energy distribution from a Boltzmann distribution as
well as resulting deviations of the internal temperatures from the thermal tempera-
ture. Similar to particle velocities, internal energies are driven to equilibrium mainly
by inelastic collisions. Hence, internal non-equilibrium occurs, when the character-
istic time between inelastic particle collisions becomes large, compared to a charac-
teristic time scale of the flow. To characterize this effect, the Damköhler number is
introduced:

Dint =
τflow

τint
. (1.2)

Here τint is the relaxation time of an internal energy mode and τflow denotes a cha-
racteristic time-scale of the flow. A small Damköhler number indicates a tendency
of the flow to develop internal non-equilibrium. Since inelastic collisions are less
likely than elastic collisions, internal non-equilibrium occurs more frequently than
thermal non-equilibrium.

For practical problems, mostly a combination of thermal and internal non-equilibri-
um effects occur. Figure 1.2 gives some examples in order to highlight the complex-
ity of non-equilibrium flow fields, as they occur in spacecraft related aerothermody-
namics.
Gas expansion through a slit into a vacuum environment is a common model prob-
lem to investigate strong expansion phenomena, that occur when using chemical
thrusters in a space environment. The gas is completely in equilibrium inside the
reservoir. However, the strong expansion process leads to a rapidly decreasing den-
sity distribution with progressive expansion. As a result, the number of particle
collisions decreases and the flow is characterized by the Knudsen and molecular
regime. As described above, flow velocity and temperature do not equilibrate with
surfaces any more, which leads to slip effects. In addition, a separation of different
thermal temperature modes can be observed (see App. E) and internal energy modes
become frozen, which means they do not equilibrate with translational modes any
more. As the expansion proceeds, the gas is fully dominated by free molecular trans-
port, leading to a strong self similarity of flow structures.

A re-entry flight leads to strong mechanical and thermal loads, in particular on the
vehicle windward face. An accurate prediction of such loads can efficiently drive
the design of the thermal protection system without leading to unnecessary mass
addition to the overall vehicle weight. A common task of aerothermodynamics is
therefore to predict these loads. Since re-entry vehicles are traveling at hypersonic
speed, a shock wave is generated in front of the spacecraft. A shock wave features an
area of thermal non-equilibrium which is generated by strong compression effects.
The wave has a width of several mean free paths. Hence, in low Knudsen number
flows it is negligibly small. In contrast, in high Knudsen number flows the size of the
shock wave increases. As a result the inner area of the shock wave starts dominating
the flow, making it necessary to properly model the thermal non-equilibrium region
inside the shock wave.
The shock wave causes a rapid increase in the gas temperature, which can lead to
excitation of internal energy modes. In particular vibrational energy modes feature
a small relaxation time τvib. Consequently the Damköhler number Dvib of this pro-
cess is small, resulting in internal non-equilibrium behind the shock wave. Such
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processes can, for example, have a major impact on the thermal loads acting on the
vehicle surface.
Due to the high flow velocity, only a few particles penetrate the wake region in the
leeward part of the vehicle. As a consequence, the particle density decreases rapidly
in this area, leading to a high local Knudsen number. This results in thermal non-
equilibrium effects behind the vehicle, as described above.

1.2 Modeling of non-equilibrium gas flows

The following chapter provides an overview of the most common numerical tech-
niques for modeling non-equilibrium gas flows.

The Boltzmann equation features the most detailed model for describing non-equi-
librium gas flows. Originally suggested by Ludwig Boltzmann in 1872 for describing
dilute gas flows [104], extensions have been proposed for modeling internal energy
modes [29], chemical reactions [23] and dense gases [33, 30]. The Boltzmann equa-
tion describes the evolution of a particle distribution function (PDF) in phase space.
Once the equation is solved, the PDF can be employed to calculated arbitrary macro-
scopic quantities. However, the high dimension of the phase space, as well as the
complexity of the Boltzmann equation, renders its direct solution to a complex task.
For this reason, several numerical methods have been derived that approximate the
solution of the Boltzman equation. Figure 1.3 gives an overview about the most es-
tablished numerical techniques for solving and approximating the Boltzmann equa-
tion, while Fig. 1.4 shows the validity range of these methods, depending on the
Knudsen number.

Discrete velocity (DV) methods discretize the velocity space [126, 21, 144]. Although
particle velocities are not restricted and the velocity space is therefore infinitely large,
this approach is applicable. This is, because the velocity distribution function tends
to vanish for high velocities.2 Hence, the distribution function can be bounded and
a finite number of discrete points is sufficient to represent it in velocity space. In
order to calculate the temporal evolution of the PDF, operator splitting techniques

Boltzmann equation

Moment methods
Euler
Navier-Stokes
Burnett
G13
R13
...

Direct methods
spectral methods
discrete velocity
...

x1

x2

x3

x

v

Particle methods
DSMC
kinetic FP
kinetic BGK
low diffusion
...

v1
v2

v3

v4

v5

v6

x1

x2

x3

FIGURE 1.3: Various computational methods for describing non-equilibrium gas flows, de-
duced from the Boltzmann equation.

2 This phenomenon can be made clear by the following argumentation: A gas can only stores
a finite amount of energy. Correspondingly, only finite particle velocities can occur. Therefore, the
velocity distribution function must be negligibly small for large particle velocities.
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Knlocal = λ/lref

0.001 0.01 0.1 1 10 100

direct solution of the Boltzmann-equation

particle-
methods

continuum-
methods

continuum flow free molecular flow
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G13

direct
methods

direct solution of the BGK-equation
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low diffusion

kinetic Fokker-Planck
kinetic BGK

G26

Navier-
Stokes

Euler

FIGURE 1.4: Applicability of different methods to describe non-equilibrium gas flows.
Please note that the specific Knudsen number range only serves as a rough guide. The actual
applicability depends heavily on the specific flow problem as well as on the flow quantities
that are being investigated. Also, the graphic only shows whether the methods can in princi-
ple be used for the corresponding Knudsen number and not whether the applicability makes

sense from a computational point of view.

are mostly applied. This leads to a separation of the collision and transport term of
the Boltzmann equation, but results in very strict requirements for the temporal and
spatial discretization, which must resolve the mean collision time and the mean free
path. DV methods require a large amount of memory, because the entire velocity
space must be discretized for each spatial grid point. In particular the treatment of
hypersonic flows becomes problematic, since high particle velocities can occur, re-
quiring many points to discretize the velocity space.
Spectral methods overcome that problem by using a Fourier transformation of the
distribution function in velocity space [115, 37, 36, 146]. This technique leads to an
efficient calculation of the collision term, but strict requirements concerning tempo-
ral and spatial resolution are still present.
In order to reduce the computational effort of such methods, it is common practice
not to solve the Boltzmann equation directly, but to consider one of its approxima-
tions [144]. Important examples feature the Bhatnagar-Gross-Krook (BGK) model
[7] as well as its extensions, the ellipsoidal statistical BGK (ES-BGK) model [79]



1.2. Modeling of non-equilibrium gas flows 7

and the Shakov model [132]. However, these models are only valid to describe low
Knudsen number gases.

In the framework of kinetic gas theory and the Boltzmann equation, macroscopic
flow quantities such as density or temperature, are referred to as moments. Moment
methods describe a gas flow through such macroscopic quantities [136]. Based on
the Boltzmann equation, a mathematically non-closed system of evolution equations
for moments can be derived. In order to close the system, an approximation of the
PDF is assumed, which is applied to calculate non-closed higher order moments.
As a famous example, Chapman and Enskog expanded the velocity distribution
function in terms of the Knudsen number [30]. When first and second order terms
are included in the expansion, Euler and Navier-Stokes equations are obtained, while
higher order terms result in the Burnett and the super-Burnett equation [30, 133].
An alternative approach is offered by Grad [61, 62] who expanded the velocity dis-
tribution function based on Hermite polynomials, resulting in Grad’s G13 and G26
equations [61, 62] and their extensions, the R13 equations [137, 138].
While moment methods are in general the most efficient approach to model non-
equilibrium gas flows, it is worth noting, that they suffer from several shortcomings.
In their derivation, the velocity distribution function is expanded around an equi-
librium distribution. Lower order methods that are based on the the Euler, Navier-
Stokes and G13 equations, are therefore only valid for low Knudsen number flows.
Higher order methods can extend the range of applicability, but result in very com-
plex boundary conditions for higher order moments.

Particle methods approximate the PDF by a set of computational particles, which
can be interpreted, from a physical point of view, as atoms and molecules. Particle
trajectories are simulated by a stochastic approach, while macroscopic quantities are
calculated by averaging over microscopic particle attributes.
One of the most famous particle method features the direct simulation Monte-Carlo
(DSMC) algorithm [10]. The DSMC method directly describes the microscopic mo-
lecular particle motion. Molecular transport and collision processes are assumed to
be decoupled. As a result, particle collisions and particle transport are modeled in-
dependently. Collisions are described in a stochastic approach, so that fundamental
conservation laws of mass, momentum and energy are fulfilled, while the particle
transport is assumed to be free molecular.
DSMC was first proposed in the sixties [8] and has since then become a standard tool
for modeling non-equilibrium gas flows. The method has been shown to be consis-
tent with the solution of the Boltzmann equation for the monatomic case [143] and
has been intensively validated for the diatomic case [15, 16]. Hence, DSMC can be
applied to describe gases at arbitrary non-equilibrium.
However, it is worth noting that the DSMC method suffers from several disadvan-
tages. Since particle trajectories are modeled in a stochastic approach, macroscopic
quantities exhibit statistical fluctuations. Therefore, the application of DSMC to
flows with a low ratio of flow to thermal velocity, featuring a low signal to noise
ratio, can become computational expensive. Since particle collisions and transport
processes are treated separately, strict requirements concerning the spatial and tem-
poral resolution must be fulfilled. To obtain meaningful DSMC results, the temporal
resolution must be limited by the mean collision time and the spatial resolution by
the mean free path [19]. As a result, the computational effort for DSMC increases
strongly as the Knudsen number decreases.
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Continuum particle methods try to overcome the requirement of resolving molecu-
lar scales. Therefore, molecular collision and transport processes are approximated
on a macroscopic level. Such methods are typically only valid for small Knudsen
number flows. However, the algorithmic similarity with the DSMC method results
in a simple coupling of these methods with DSMC. Hence, hybrid continuum-DSMC
particle methods can be constructed in order to efficiently and accurately simulate
the entire range of Knudsen numbers [26, 57, 121].
A famous example features the kinetic BGK method [25, 41, 119, 123, 121], which ap-
plies a stochastic relaxation approach based on the BGK operator, for updating par-
ticle velocities. This approach leads to an efficient approximation of inter-molecular
collisions for low Knudsen number gases and overcomes the requirement to resolve
the mean free path. However, similar to the DSMC method, the BGK method de-
couples particle collisions and particle transport processes. Since particle transport
is assumed as free molecular, the BGK method is subject to the same limitations in
terms of temporal resolution as DSMC.
A special approach offers the low diffusion (LD) particle method [24]. In the LD
method, particles do not feature a thermal velocity component. Instead, tempera-
ture is treated as quantity and assigned to each particle. Hence, the particles do not
represent a distribution function, but the particle motion is constructed to reproduce
the same flow behavior, as predicted by the Navier-Stokes equations. Simply spo-
ken, the particles move along streamlines without the direct influence of a thermal
velocity component. This approach prevents the need for resolving molecular length
scales, but tends to numerical instabilities in hypersonic flows [90].
Another promising cadidate is the kinetic FP method. Since this method is used
throughout this thesis, it will be discussed in detail in the next chapter.

1.3 The Fokker-Planck equation and kinetic Fokker-Planck
methods

Here the kinetic FP method is introduced. Since this method is based on the FP
equation, first a brief historical overview of this equation is given.

Based on the work of Einstein [32] and Fokker [38] concerning Brownian motion
and radiative absorption, Max Planck derived in 1917 an evolution equation for a
distribution function for the case that the underlying microscopic particle states un-
dergo only slight temporal and spatial changes [124]. Independently, Kolmogorov
derived in 1934 a similar equation, describing the distribution of stochastic processes
which are characterized by only small changes in time. The result is today known as
FP equation and has since then been applied in a variety of different fields in physics
and science. As an example, a search in Elsevier‘s scopus database [131] results in
over 11.000 publications where the keyword Fokker-Planck equation is directly men-
tioned in title or abstract. For instance, the equation has been applied to describe
charged particle collisions in plasmas [118], the behavior of non-equilibrium liquids
[103] as well as galactic cluster systems [48].

The FP equation has also been used to model rarefied gas flows. Please note that
the following models all use the same type of FP equation, but with different model
coefficients. Pawula [117] was one of the first authors who applied the FP equa-
tion for describing rarefied gas flows. For this purpose he used the FP equation as
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an approximation of the linear Boltzmann equation 3. However, his model resulted
in a wrong prediction of heat fluxes in the Navier-Stokes limit4, which restricts the
applicability of the model considerably. Several decades later, Bogomolov [13] de-
rived a FP equation as an approximation of the Boltzmann equation for the limit
of small Knudsen numbers. This work provided the first mathematical justification
for applying the FP equation as approximation for the Boltzmann equation. Heinz
[70] was the first author who proposed a stochastic method to model rarefied gases,
based on the FP equation. Therefore, he adapted a model which was originally de-
veloped by Kirkwood [93] to describe liquids and proposed a stochastic method to
describe the change of molecular velocities due to collisions. He proofed that his
stochastic method is equivalent to a description of the PDF by a FP equation.

Based on the work of Heinz [70], many kinetic FP methods were introduced in the
last decade. These methods describe a gas by a FP equation, but instead of solving
the FP equation directly, the methods simulate the underlying particle motion by
solving an associated stochastic process. The great advantage of this approach com-
pared to the previously discussed particle methods lies in the strict mathematical
relationship between the FP equation on the one hand and the stochastic processes
that describe the particle movement on the other. In particular, the equations of mo-
tion for particle velocity and position are not a priori decoupled. As a result, if the
equations of motion can be solved with sufficient accuracy, the time step does not
necessarily have to resolve the mean collision time, as it is for example the case with
the BGK method.
Pioneering work concerning kinetic FP was conducted by Jenny et al. [84] who in-
troduced their linear model, for describing single species, monatomic gases. Based on
that model they derived a simulation method that was successfully applied to seve-
ral test cases, but predicts wrong heat fluxes in the Navier-Stokes limit. To correct
this issue, various authors developed extensions for the linear model. For exam-
ple, the model of Singh et al. [135] modifies the flow term of the FP equation, while
the ellipsoidal (ES) model of Mathiaud et al. [110] modifies the diffusion coefficient
in the FP operator. A very promising and successfull extension is represented by
Gorji’s cubic model [55] that modifies the drift coefficient compared to the original
linear model. Gorji’s cubic model and Mathiaud’s ES model have been taken up by
various other authors for modeling hypersonic flows [76, 87] and expansion flows
[60, 122].

In the last decade, two approaches for using the kinetic FP method were developed.
In one approach the kinetic FP method is coupled with the DSMC method [57, 91,
88, 101, 76, 122, 60]. DSMC is used, when kinetic FP becomes invalid due to strong
thermal non-equilibrium effects, for instance in shock waves or areas of strong di-
lution. However, some authors also use the kinetic FP method as a stand alone
method, which means they do not couple it with any other non-equilibrium solver.
This approach is based on the observation that the FP method seems to be suitable
for describing also non-equilbrium flow phaenomea, like for example shock waves,

3 It is important to differentiate between the linear and the linearized Boltzmann equation: The
linearized Boltzmann equation can be derived from the normal Boltzmann equation if the collision
operator is linearized. The linear Boltzmann equation, on the other hand, is an evolution equation for
the PDF that does not directly describe the interactions between the particles, but only with a given
background medium.

4 In this work, the Navier-Stokes limit describes flows with small Knudsen numbers, that can still
be described by the Navier-Stokes equations.
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with sufficient accuracy [120, 87, 52], even if the FP equation only assumes small spa-
tial and temporal changes of the particles, which suggests that the equation should
actually only be applicable for the modeling of small Knudsen number flows. No
matter which approach is employed, for the treatment of engineering applications it
is required to model complex gas flows. In particular, the description of polyatomic
species as well as gas mixtures is of great importance.

Only a few publications address the modeling of polyatomic species in conjunction
with the kinetic FP method. Similar to the modeling of translational modes, Gorji
et al. [53] assumed the internal molecular energy structure to be a continuous scalar.
Hence, the relaxation process of internal energies can in principle be described by
a FP equation with associated random processes. A similar approach is used by
Mathiaud et al. [111] to extend the ES FP model [110] for the treatment of polyatomic
species. In both cases, no discrete internal energy structure is modeled and only lit-
tle attention is paid to the relaxation of the internal energy distribution function.
To the authors’ knowledge, so far only one study addresses the modeling of gas mix-
tures within the kinetic FP method. In analogy to the cubic model, Gorji et al. [51]
derived a mixture FP model based on the Maxwell molecule model. Derivations are
performed only for a binary mixture and the model is only tested for a very simple
Couette flow. Therefore it is not clear, if this model can be applied to more complex
gas flows.

1.4 Objectives of this thesis

In order to classify the objectives of this thesis, it is necessary to have a clear un-
derstanding about the various development phases that are passed through in the
course of the development of a numerical simulation method. Based on work that
has been published in recent years, four different development phases can be iden-
tified:

In the studies of the first development phase, the theoretical basics for the later si-
mulation method are described. In the case of the kinetic FP method, the work of
Einstein[32] and Fokker[38] as well as the work of Kolmogorov[94] should be men-
tioned, who were the first who described the Fokker-Planck equation. But also other
publications, in which the Fokker-Planck equation was further developed as a model
for dilute gases, belong to this first development phase [93, 117, 70, 13].
The second development phase is about demonstrating the feasibility of the nume-
rical simulation method. In particular, the aim of phase two studies is to show that,
based on the theoretical considerations previously made, a numerical method can
be developed. As part of this phase, mainly conceptual questions are answered, e.g.
whether the simulation method is stable or whether it delivers the correct solution
for small Knudsen number flows. These questions are usually checked using sim-
ple numerical test cases. In the case of the kinetic Fokker-Planck method, the work
of Gorji should be mentioned [55, 51, 53], who for the first time demonstrated the
functionality of the FP method for more complex flows. But also some other publica-
tions, in which different FP methods are presented, fall into this development phase
[110, 135]
In the third development phase, the numerical development of the method is further
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refined. The aim is to use the findings of the second phase to construct a numerical
algorithm with which real use cases can be calculated. This includes the precise ex-
amination of the validity range of the simulation method, as well as the derivation
of efficient numerical solution procedures. For the kinetic FP method studies of the
third development phase are for example the work of Küchlin [100], who developed
a parallel implementation of the cubic FP method and the work of Jun et al. [89],
who examined the applicability range of different FP methods.
Finally, the aim of fourth phase studies is to apply the simulation method to investi-
gate new problems in fluid mechanics. To the best of the author’s knowledge, such
studies had not yet been carried out for the FP method at the time this thesis was
written.
Even if most authors were probably not aware of this classification when preparing
their work, most publications can be divided into one of these four phases.

This thesis takes up the latest work in the second development phase for the kinetic
FP method and continues this work with the aim of demonstrating the applicabil-
ity of the FP method for simulating hypersonic rarefied flows. For this purpose the
kinetic FP method is expanded to simulate internal energy relaxation and gas mix-
tures. The reader should note, that both are essential prerequisites for the simulation
of many applications in aerothermodynamics.

It is important to note that the work of this thesis falls mainly into the second of
the development phases described above. This means that this thesis is primarily
about developing the numerical methods and showing the conceptual feasibility of
these. Some detailed questions, on the other hand, are left open for later studies.
In order to show that the proposed methods can also be used for realistic scenarios,
a complex expansion test case is calculated at the end of this thesis. This part of the
thesis can be classified in phase four described above. However, the reader should
be aware that this part of the thesis is primarily about demonstrating the applica-
bility of the developed method and not about assessing the test case from a flow
physics point of view.

1.5 Structure of this thesis

This work is divided into nine chapters, which describe the extension of existing FP
methods for the description of internal energies and gas mixtures:

Chapter 2 introduces numerical methods and theoretical concepts that are applied
throughout the thesis. In particular, the kinetic theory of gases as well as recent ki-
netic FP methods are discussed. The DSMC method is introduced, since it is applied
to perform reference simulations for many test cases discussed in this thesis.

Chapter 3 presents an approach for extending arbitrary monatomic kinetic FP me-
thods to describe polyatomic species. Gorji’s cubic model [55, 53] is used for imple-
menting the proposed scheme. Several test cases are examined to demonstrate the
accuracy of the method, paying special attention to the relaxation of internal energy
distribution functions.

Chapter 4 extends the ideas of Gorji et al. [51] to construct a FP method for de-
scribing hard sphere gas mixtures. The method is designed to reproduce Grad’s 13
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moment equations on a Navier-Stokes level of accuracy 5 for gas mixtures with an
arbitrary number of constituents. Several test cases, for example a one-dimensional
Couette flow, are examined to show the performance of the proposed method in pre-
dicting correct shear stress, heat flux and diffusion velocity distributions for a He-Ar
mixture.

Chapter 5 extends the FP method described in the previous chapter for modeling
variable hard sphere gas mixtures. Test cases of different complexity, for example
a one-dimensional Couette flow or a two-dimensional hypersonic flow over a flat
plate, are examined in order to demonstrate the capability of the proposed method.

Chapter 6 combines the FP methods described in Ch. 3 and Ch. 5 to construct a FP
method describing polyatomic, variable hard sphere gas mixtures.

Chapter 7 discusses the efficiency of the proposed FP methods. In addition, an effi-
cient integration algorithm for the proposed mixture FP method is derived.

Chapter 8 applies the proposed FP methods to a complex test case. The expansion
of air from a small slit into a vacuum environment is studied. Numerical results
are compared with experimental measurements that were taken in the DLR high-
vacuum plume test facility for chemical thrusters (Simulationsanlage für Treibstrahlen
Göttingen - chemische Triebwerke / STG-CT) at the German Aerospace Center
(DLR), Göttingen [59].

Chapter 9 summarizes the results of this work and gives a conclusion about the
applicability of the FP method.

5 Navier-Stokes level of accuracy means that the same transport laws are yield as used in the Navier-
Stokes equations.
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Chapter 2

Methods

This chapter presents the theoretical concepts and numerical methods that are used
throughout this thesis. Subchapter 2.1 gives a brief introduction to the kinetic theory
of gases. The DSMC approach, which is used to perform reference simulations for
various test cases in this work, is discussed in Subch. 2.2. Finally, Subch. 2.3 gives an
overview of recent kinetic Fokker-Planck models.

2.1 Kinetic theory of gases

The kinetic theory of gases provides methods for describing a gas from a molecular
point of view. The following subchapters give only a brief overview about concepts,
that are necessary for the further understanding of this thesis. For more details, the
reader is referred to the literature [78, 141, 136, 97].
For the sake of simplicity, Subch. 2.1.1 and Subch. 2.1.2 discuss theory only for a sin-
gle, monatomic particle species. The generalization to gases with excited internal
energy modes and multiple species is straight forward and described in Subch. 2.1.3.

2.1.1 Statistical description

In kinetic theory, a gas is described from a microscopic point of view, as a composi-
tion of atoms and molecules. Since even in a small volume of a gas many particles
occur, it is usually not possible to describe each particle directly. Instead, the parti-
cles are modeled by a statistical approach. A particle distribution function f (x, v, t)
is introduced, which describes the number of particles that can be found in a small
volume dx around a position x , with velocities in a small range dv around a veloc-
ity v at time t. The PDF 1 is normalized with the total number of particles Np in the
system:

Np =
∫∫∫

V

∫∫∫ ∞

−∞
f (x, v, t)dvdx =

∫ ∫
f (x, v, t)dvdx. (2.1)

Here V denotes the volume of the system. For simplicity, the three integrals on the
left side of Eq. 2.1 are expressed by a single integral and limit values of the integrals
are suppressed. Macroscopic quantities can be calculated by taking moments of the
PDF. In general, a velocity moment with respect to the PDF f is defined as:

〈g| f 〉 =
∫

f (x, v, t) g (v)dv. (2.2)

Here g (v) denotes an arbitrary function of microscopic particle velocities v. The
reader should note, that moments (2.2) feature a spatial and temporal dependency,

1 The particle distribution function should not be confused with the probability density function,
which is sometimes also abbreviated as PDF.
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that is suppressed for the sake of simplicity. As an example, the number density is
given by:

n (x, t) = 〈1| f 〉 , (2.3)

and the mean velocity of the gas can be calculated as:

u (x, t) =
1

n (x, t)
〈v| f 〉 . (2.4)

It is conventional to decompose the microscopic particle velocity into the mean ve-
locity and a thermal velocity component c:

v = u + c. (2.5)

The reader should note, that dc = dv. Thermal particle velocities are employed to
calculate several macroscopic quantities. Important examples feature the thermal
temperature:

T (x, t) =
m

3kBn (x, t)
〈
c2| f

〉
, (2.6)

the pressure tensor:
pij (x, t) = m

〈
cicj| f

〉
, (2.7)

and the heat flux density:

qi (x, t) =
1
2

m
〈
cic2| f

〉
. (2.8)

Here m denotes the particle mass and the indices i, j ∈ {1, 2, 3} refer to components
of the thermal velocity vector c.
The particle mean free path denotes the average distance particles are traveling be-
tween two collisions. When assuming a simple hard sphere collision model (see
Subch. 2.2.4) and thermal equilibrium conditions, one can find the following expres-
sion for the mean free path:

λ =
1√

2πnd2
ref

. (2.9)

In the equation above, dref describes the diameter of particles within the hard sphere
collision model.
The main goal of the kinetic theory of gases is to determine the PDF for a given
problem in order to calculate macroscopic quantities as described above. As shown
in the next subchapter, this is in general a difficult task. However, for continuum
flows, i.e. for a vanishing Knudsen number, the PDF is driven to local equilibrium.
In this case, the gas can be described by a local Maxwell distribution:

feq (x, v, t) =
n (x, t)

(2πkBT (x, t) /m)3/2 exp
(
− m

2kBT (x, t)
(v− u (x, t))2

)
. (2.10)

2.1.2 Kinetic models

The evolution of a PDF is driven by molecular collisions and transport processes
of particles. The Boltzmann equation [104] features the most general approach to



2.1. Kinetic theory of gases 15

describe such processes for a rarefied gas:

∂ f
∂t

+ vk
∂ f
∂xk

+
Fk

m
∂ f
∂vk︸ ︷︷ ︸

D f
Dt

=
∫

dv1

∫ 2π

0
dψ

∫ π/2

0
dα sinα g I (cr, α, ψ)

(
f
′
f
′
1 − f f1

)
.︸ ︷︷ ︸

SBoltz

(2.11)

Here f1 (x, v1, t) and f (x, v, t) denote pre-collision PDF‘s, f ′ and f ′1 denote post-
collision PDF‘s, α and ψ describe the orientation of the post-collision relative particle
velocity compared to the pre-collision relative particle velocity, cr is the relative par-
ticle velocity, I denotes the differential cross section for elastic collisions and F refers
to an external force. The left side of Eq. (2.11) describes free molecular transport of
particles, while the collision operator SBoltz models the change of the distribution
function due to molecular collisions.
To derive the Boltzmann equation, the following four assumptions are made [97]:

• It is assumed that binary collisions are much more likely than collisions with
three or more partners, so that the latter can be ignored.

• It is assumed that during a time interval of the size of the mean collision time, i.
e. the average time between collisions, the effect of external forces on particles
is negligible compared to the effect of particle-particle collisions.

• It is assumed that the pre- and post-collisional velocities are not correlated.
This means, that the pre-colision velocity of one particle does not depend on
the pre-colision velocity of the other particle. Similar, the post-colision veloc-
ity of one particle does not depend on the post-colision velocity of the other
particle. These hypotheses are also known as the Molecular chaos hypothesis.

• It is assumed that the PDF does not change significantly over a time interval
that is less than the mean collision time or a distance less than the mean free
path.

Note, that these assumptions are aquivalent to the definition of a rarefied gas.
For modeling high-density flows, the collision operator can be expanded to describe
also collisions involving more than two particles [33, 30].
The collision operator fulfills several fundamental properties:

SBoltz ( f ) = 0 ⇐⇒ f = feq, (2.12)∫
XSBoltz ( f )dv = 0 for any f when X ∈ {1, v, v2}. (2.13)

Equation (2.12) ensures, that a local equilibrium condition is not changed by colli-
sions any more, while Eq. (2.13) is directly related to the conservation of mass, mo-
mentum and energy in elastic particle collisions.
Theoretically, Eq. (2.11) can be used to accurately model gases at arbitrary Knudsen
numbers, but as described in Subch. 1.2, the direct solution of the Boltzmann equa-
tion is a computational expensive task.

Kinetic models approximate the Boltzmann collision operator by less complex op-
erators, while preserving as many of its properties as possible. For example, the
Fokker-Planck operator, discussed in more detail in Subch. 2.3, approximates the
effect of particle collisions by a diffusive process in velocity space. A different ap-
proach features the BGK-Operator, which postulates a simple relaxation behavior [7]
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for the particle distribution function.

Often gas flows are only slightly diluted, which means they feature mainly small
Knudsen numbers. In such cases it is not necessary to solve the entire Boltzmann
equation. Instead, only the behaviour of the Boltzmann-equation in small Knudsen
number flows is of interest. This can be analyzed, for example, by a Chapman-
Enskog expansion [30] or Grad‘s expansion in Hermite polynomials [61, 62], as dis-
cussed in Subch. 1.2. Please note, that such expansions can be performed for the
Boltzmann-equation as well as for any other kinetic model. Of particular impor-
tance for these derivations are production terms:

PΨ (X) = m
∫

SΨXdc, (2.14)

where Ψ ∈ (Boltz, FP, BGK) refers to the underlying collision operator. In particu-
lar, kinetic models that feature the same lower order production terms PΨ

(
cicj
)

and
PΨ
(
cic2) lead to the same transport coefficients, like viscosity and thermal conduc-

tivity, in the Navier-Stokes limit. Hence, production terms are a powerful indicator
for analyzing the behavior of kinetic models in the limit of small Knudsen numbers.

2.1.3 Polyatomic species and multi species gases

The following subchapter generalizes the concepts described above to polyatomic
gases and gases with multiple species.

Polyatomic species

In order to describe polyatomic gases, internal energy modes, caused by rotational
and vibrational excitation, must be taken into account. Therefore, the dependency
of the PDF is extended by an additional parameter i, describing the internal energy
state of particles:

f (x, c, t)→ fi (x, c, t) . (2.15)

For the sake of simplicity only a single, discrete internal energy mode is assumed.
The normalization condition (2.1) changes to:

Np = ∑
i

∫ ∫
fi (x, v, t)dvdx. (2.16)

Moments of a PDF can be calculated similar as in the monatomic case, only addi-
tional summation with respect to the internal energy states has to be carried out:

〈g| f 〉 = ∑
i

∫
fi (x, c, t) g (c)dc. (2.17)

Please keep in mind, that g (c) represents an arbitrary functional relationship of
the thermal particle velocities c. For instance, the average internal energy Eint per
molecule can be calculated as a moment of microscopic internal energies ei:

Eint =
1
n
〈ei| f 〉 . (2.18)
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Note, that internal energy and internal temperature Tint are related via:

Eint =
dint

2
kBTint. (2.19)

Here dint denotes the number of internal degrees of freedom. Another important
quantity is the internal heat flux density:

(qint)k (x, t) = m 〈ckei| f 〉 . (2.20)

which describes the heat flux due to the internal particle excitation.
The generalization of the Boltzmann equation is straightforward [29]:

D fi

Dt
= ∑

jkl

∫
dv
∫ 2π

0
dψ

∫ π

0
dα sinα g Ikl

ij (cr, α, ψ)
(

f 1′
k f

′
l − f 1

i f j

)
, (2.21)

where Ikl
ij denotes the differential cross section for an inelastic collision between par-

ticles with internal pre-collision states i and j and resulting post-collision states k
and l. Note, that elastic collisions are naturally included in Eq. (2.21) when assum-
ing k, l = i, j.
For the case of internal equilibrium, internal energies are distributed as described by
a Boltzmann distribution:

f eq
i ∼ exp

(
− ei

kBTint

)
. (2.22)

Similar to the monatomic case, kinetic models can be constructed to approximate the
Boltzmann equation for polyatomic molecules. For example, the BGK approach is
widely used in order to describe diatomic species [114].
A Chapman-Enskog analysis can be performed to investigate the behavior of kinetic,
polyatomic models in the Navier-Stokes limit. Depending on the physical assump-
tions that are made, equations of varying complexity can be derived. In conven-
tional approaches, internal energy states are described by a single temperature [29],
while recent state-to-state methods try to model internal energy states separately
[98]. However, the latter approach results in a large number of equations that have
to be solved.

Gas mixtures

In order to describe gas mixtures, separate PDF‘s f (α) are introduced for each species:

f (x, v, t)→ f (α)
(

x, v(α), t
)

. (2.23)

In this thesis, superscript indices in brackets refer to particle species. The PDF‘s are
normalized to the total number of particles per species in the system:

N(α)
p =

∫ ∫
f (α)

(
x, v(α), t

)
dv(α)dx. (2.24)

Moments are defined with respect to a specific particle species:

< g| f (α) >=
∫

f (α)
(

x, v(α), t
)

g
(

v(α)
)

dv(α). (2.25)
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As an example, the species flow velocities are given by:

u(α) (x, t) =
1

n(α)
< v(α)| f (α) >, (2.26)

where n(α) =
〈

1| f (α)
〉

denotes the species number density. Thermal particle veloci-
ties are defined with respect to the species flow velocities:

c(α) = v(α) − u(α). (2.27)

It should be noted, that some authors [63] define thermal velocities based on the
velocity of the entire mixture as given by Eq. (2.32):

ĉ(α) = v(α) − u. (2.28)

However, if not explicitly mentioned, this definition is not further used in this thesis.
Similar to the single species case, a species specific temperature is defined as:

T(α) (x, t) =
m(α)

3kBn(α)
< c(α)c(α)| f α > . (2.29)

The species specific pressure tensor is given by:

p(α)ij (x, t) = m(α) < c(α)i c(α)j | f
α >, (2.30)

and heat fluxes can be calculated as:

q(α)i (x, t) =
1
2

m(α) < c(α)i c(α)j c(α)j | f
α > . (2.31)

Average quantities for the entire mixture include all species and are given by sum-
mation over species specific moments. An important example features the flow ve-
locity:

u (x, t) =
1
ρ

Ns

∑
α=1

〈
u(α)| f α

〉
m(α), (2.32)

where ρ(α) = m(α) · n(α) denotes the species mass density, ρ = ∑Ns
α=1 ρ(α) the mixture

mass density and Ns the number of species in the mixture. To calculate the mixture
temperature, additional diffusion velocities must be take into account:

3
2

kBnT (x, t) =
Ns

∑
α=1

(
3
2

kBn(α)T(α) +
1
2

ρ(α)u(α)
d u(α)

d

)
, (2.33)

where diffusion velocities are defined as:

u(α)
d = u(α) − u. (2.34)
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The mean free path in gas mixtures includes contributions for all species. For the
hard sphere collision model one can find [10]:

λ =
Ns

∑
α=1

n(α)

n
λ(α), (2.35)

where:

λ(α) ≡
[

Ns

∑
β=1

π
(

d(α−β)
)2

n(β)

√
1 +

m(β)

m(α)

]−1

. (2.36)

denotes the mean free path of an individual species α. It should be noted that λ
is only an average over the mean free paths of all species in the gas mixture. De-
pending on the mass and collision properties of specific species, different species
can adopt very different mean free paths λ(α). For example, if a specific species α has
a much smaller mass than other species in the gas mixture, this one will usually de-
velop a much smaller mean free path λ(α) than the other species in the gas mixture.
This fact must be considered when interpreting the Eq. (2.35).
The generalization of the Boltzmann equation for multi species is straight forward
[63]:

D f (α)

Dt
=

Ns

∑
β=1

∫
dv(α)

∫ 2π

0
dψ

∫ π

0
dα sinα g I(αβ) (cr, α, ψ)

(
f
′(α) f

′(β)
l − f (α)i f (β)

j

)
.

(2.37)
Here I(αβ) denotes the differential cross section for an elastic collision between an α
and β particles.

Gas mixtures with polyatomic species

The concepts described above can be combined for describing gases featuring mul-
tiple species and internal energy states. In this case, separate distribution functions
are introduced for each combination of particle species and internal energy states:

f (x, v, t)→ f (α)i

(
x, v(α), t

)
. (2.38)

Moments of the distribution function can be taken for evaluating macroscopic quan-
tities. The procedure is very similar as described for gas mixtures above and simply
includes an additional sum over internal energy states. These concepts are not ex-
plicitly repeated.
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2.2 Direct Simulation Monte Carlo Method

The Direct Simulation Monte Carlo (DSMC) method simulates a gas by directly
modeling the microscopic motion of atoms and molecules [10]. Each particle is de-
scribed by its position, velocity and internal energy state. Intermolecular collisions
and collisions between particles and simulation boundaries lead to new velocities
and internal energy states and are model in a stochastic approach. Macroscopic
quantities are calculated by averaging over microscopic particles attributes.
DSMC is proven to be consistent with the solution of the Boltzmann equation for the
monatomic case [143], but can also be used to model complex physical phenomena
such as internal energy relaxation [15, 16] or chemical reactions [42]. Hence in recent
decades, DSMC has become a standard tool for modeling non-equilibrium gas flows
from a molecular point of view.
The structure of this subchapter is as follows. Subchapter 2.2.1 summarizes numeri-
cal and physical approximations, that are utilized in the DSMC method. Subchapter
2.2.2 to Subch. 2.2.5 discuss different parts of the DSMC algorithm in more detail.
For the sake of simplicity, the DSMC method is only discussed for a single particle
species. However, it is straight forward to derive the method for multi-species flows.

2.2.1 Numerical and physical approximations

As described in the last subchapter, the large number of particles that are present
even in a small volume of a gas, renders the direct simulation of each particle to
a computationally impossible task. For this reason, the DSMC algorithm processes
only a representative number of simulator particles, each representing many physi-
cal particles. This simplification is justified, since one is in general not interested in
the motion of individual particles but only in macroscopic quantities such as density
or temperature. The ratio between the number of real to simulated particles defines
the scaling factor FN .
To efficiently calculate the motion of particles, transport and molecular collision pro-
cesses are treated separately. This simplification is justified, if the mean free path of
particles is large, compared to the range of inter-molecular forces.
Hence, as schematically shown in Fig. 2.1, a DSMC simulation alternately updates
particle positions and velocities. The domain is discretized into grid cells and col-
lisions are modeled randomly between particles that are located in the same cell,
while particle transport is calculated as free molecular.
Due to the separation of collision and particle transport processes and the assump-
tion of free molecular particle transport, the spatial and temporal resolution for the

generate particles move particles

calculate collisionscalculate averages

surfaceinflow boundary apply boundary conditions

FIGURE 2.1: Typical DSMC simulation loop for a simple 1-D case.
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numerical scheme must be limited by the particle mean free path and the mean col-
lision time. The latter is by definition the average time between successive collisions
of a particle. Otherwise, numerical errors due to non-physical diffusion and colli-
sion processes become dominant [19].
The following subchapters describe the different parts of the DSMC algorithm in
more detail.

2.2.2 Generation of particles

Particles are generated at simulation boundaries according to macroscopic inflow
conditions. An example features the stream boundary condition, which initializes a
stream of particles with a certain density, temperature and velocity [10, 105, 140].
Since this boundary condition is used by default in many DSMC codes and also in
this thesis, it is discussed in more detail below.
Generation of particles is done in a two-step process. First, the number of particles
to be generated is calculated. Afterwards, positions, velocities and internal energy
states are assigned to particles.
To keep things simple, a stationary gas is assumed in the following. Then, the aver-
age number of particles passing an area A, in a time interval ∆t is given by:

〈Nin〉 = n∞ A

√
kBT∞

2πm
∆t. (2.39)

Here n∞ and T∞ denote the inflow number density and temperature. Please note
that the above equation only applies to a stationary gas, which means, the assump-
tion is made that the inflow gas does not have a average flow velocity. In such a
case, the inflow condition described here only models the particles that enter the
simulation area due to diffusion effects. If the gas is not stationary, the equation is
supplemented by further terms that describe the influence of the average flow ve-
locity on the number of arriving particles. In general, evaluating Eq. (2.39) yields
a non-integer value. In order to generate a number of particles Nin that on aver-
age yields Eq. (2.39), proper rounding must be performed. Simple random rounding
Nin = b〈Ninflow〉 + Rc with a random number R ∈ [0, 1] leads to incorrect inflow
conditions [140]. Instead, the number of inflow particles should be sampled from a
Poisson distribution with mean value 〈Nin〉.
After the number of incoming particles is determined, they are assigned to positions,
velocities and internal energy states. Therefore, the velocity components tangential
to the inflow direction are sampled from a Maxwell distribution with temperature
T∞, while the component perpendicular to the inflow direction is sampled from a
biased Maxwell distribution. In case of polyatomic species, internal energy states
are sampled from a Boltzmann distribution with temperature T∞. Particle positions
are randomly distributed along the inflow surface. In order to create a continuous
flux of incoming particles, the positions are additionally shifted into the domain by
a random fraction of the time step ∆t:

x0 → x0 + v0 R ∆t, R ∈ [0, 1] . (2.40)

Please note that the inflow condition described above creates a constant flux of in-
coming particles under the assumption that the particles are in an equilibrium state.
Although DSMC is mainly used to simulate non-equilibrium flows, the equilibrium
assumption for the incoming particles is justified in most practical cases. Otherwise
it is also possible to construct inflow conditions for particles that are not initially
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in equilibrium, for example based on a Chapman-Enskog distribution [43]. Also it
possible to construct boundary conditions that do not result in a constant flux of in-
coming particles, but in a constant pressure at the inflow boundary [106]. Since such
inflow conditions are not used in this thesis, they will not be considered further.

2.2.3 Moving of particles

Particles are moved based on the free flight assumption. Hence, new particle posi-
tions are calculated by a simple linear displacement:

x (t + ∆t) = x (t) + v (t)∆t. (2.41)

Here ∆t denotes the time step size and v (t) the particle velocity at time t. When
external forces are acting on the particle, for example gravity or electrical forces,
Eq. (2.41) has to be extended by additional terms, describing the resulting accelera-
tion of the particle.
Due to the high computing effort, the assignment of particles to new grid cells is a
crucial part of the algorithm. If an unstructured grid geometry is employed, parti-
cles are alternately moved between cells. Algorithms to track the particle path are
for example described by Haselbacher et al. [68]. When a Cartesian grid geometry is
employed [40], the assignment to new grid cells can be directly calculated. This ap-
proach is very efficient, but the interaction of particles with simulation boundaries
must be tested separately.

Interaction with boundaries

When a particle hits a simulation boundary, the particle path is adjusted accordingly.
For an outflow boundary condition, the particle is simply removed from the simula-
tion.

Interaction with solid boundaries is modelled by scattering kernels [6]. A scattering
kernel R (v→ v′) describes the probability for a particle that hits the surface with a
velocity v to leave the surface with a velocity v′. The concept of scattering kernels is
adopted from the kinetic theory of gases, where scattering kernels are employed to
calculate the PDF of remitted particles.
Mathematically, kernels should satisfy the principle of detailed balance, which re-
stricts the number of possible scattering kernels strongly [6]. In a DSMC simulation,
algorithms are constructed to statistically reproduce specific scattering kernel. Fig-
ure 2.2 shows the effect of common scattering kernels, that are used in DSMC simu-
lations.

Specular reflection changes the direction of the particle‘s velocity component normal
to the wall, while the velocity component tangential to the wall stays unaffected. As
a result, neither momentum nor energy is transferred to the surface. Hence, spec-
ular reflection corresponds to a frictionless, adiabatic wall in classical continuum
mechanics.
In the case of a diffusive reflection, the particle looses every information about its
incoming state. The new particle speed is sampled from a Maxwell distribution cor-
responding to a wall temperature Tw, while the direction of the new velocity is sam-
pled by a cosine distribution. Internal energy states are sampled from a Boltzmann
distribution. Since the post-collision state is not related to the incoming particle state,
momentum and energy is transferred to the surface. For flows with small Knudsen
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FIGURE 2.2: Effect of different scattering kernels on a scattered particle. The peak in the
distribution of reflected particles for the Maxwell kernel is infinitely small and has been

drawn broadened for clarity only.

numbers, the diffusive scattering kernel corresponds to an isothermal, viscous wall
in continuum mechanics.
The Maxwell model combines the specular and the diffusive reflection model. A
accommodation coefficient α ∈ [0, 1] is introduced, describing the equilibration be-
tween gas and surface. When a particle hits the surface, it performs a diffusive reflec-
tion with probability α or a specular reflection with probability 1− α. For supersonic
gas flows, the Maxwell model is widely applied. Because of its simplicity, the model
is also employed in this thesis.
In order to better reproduce experimental data from molecular beam measurements,
the Cercignani-Lampis (CCL) model [28, 107] introduces a separate tangential αt ∈
[−1, 1] and perpendicular αn ∈ [0, 1] accommodation coefficient, describing equi-
libration of tangential and perpendicular velocity components with a surface sepa-
rately. Specular and diffusive reflection are included as limit cases in the CLL model.
The CCL model has been generalized for diatomic molecules by Gorji et al. [54].

In addition to the common boundary conditions described above, boundary con-
ditions for various other situations can also be constructed. For example, different
approaches have been developed to model viscose, adiabatic walls [4, 113].

2.2.4 Calculation of particle collisions

DSMC collisions are modeled in a two-step process. Initially, collision partners
are selected. Afterwards, collisions between selected particle pairs are carried out,
which lead to new particle velocities and internal energy states.
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Selection of collision partners

Collision partners should be seleceted, such that a proper mean collision rate is cap-
tured [10]:

νcoll = 〈σTcr| fr〉 . (2.42)

Here fr denotes the distribution of relative particle velocities, cr refers to the absolute
value of the relative particle velocity and σT denotes the total collision cross section.
The total cross section depends on the molecular collision model, which will be dis-
cussed later in this subchapter.
To reproduces Eq. (2.42) for a DSMC cell with volume Vc and Np particles, one could
simply select all 1

2 Np ·
(

Np − 1
)

possible particle pairs and apply a collision proba-
bility of P′coll = σTcr∆t/Vc · FN. However, such a particle selection would be rather
inefficient, since the probability P′coll is very small, leading to many non-colliding
particle pairs that have to be considered. To overcome that problem, different se-
lection schemes were developed. Common approaches are the time counter [9], the
no time counter (NTC) [10] and the major frequency scheme [81, 82]. Since the NTC
scheme is used in this work, it is described in more detail below.
The NTC algorithm scales the probability P′coll by its maximum value:

Pcoll ≡
P′coll(

P′coll

)
max

=
σTcr

(σTcr)max
. (2.43)

The maximum value (σTcr)max is saved separately for each grid cell and is continu-
ously updated during a simulation. Consequently, the number of collisions that has
to be tested scales to:

Ncoll = b
1
2

Np
(

Np − 1
)

FN
(σTcr)max

Vc︸ ︷︷ ︸
zmax

∆t + Rc. (2.44)

The floor function bc and the random number R ∈ [0, 1] are required to reach a sta-
tistical exact collision count. Figure 2.3 summarizes the collision procedure for the
NTC algorithm.

Calc zmax

R2 < Pcoll

Ncoll = bzmax∆t + R1c Choose pair Calc Pcoll

Perform collisionNcoll = 0? Ncoll = Ncoll − 1

start

stop

yes

no
yes

no

FIGURE 2.3: NTC scheme to select colliding particle pairs. R1, R2 ∈ [0, 1] refer to uniformly
distributed random numbers. zmax is defined in Eq. (2.44)

.
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Early DSMC implementations simply selected collision partners out of all particles
in the same grid cell. In order to avoid non-physical selections, the size of a grid cell
has to be limited by the particle mean free path in this case. To relax this limitation,
various techniques have been developed for selecting collision partners based on
their position within a grid cell.
A common technique introduces an additional layer of sub-cells and selects collision
pairs from particles that are located in the same sub-cell [10, 102]. This approach is
common for modern DSMC codes, but requires additional computing time for sort-
ing particles into the sub-cell structure. Problems also arise when too few particles
are located in a single sub-cell.
Gallis et al. [40] proposed an alternative approach that selects collision partners fea-
turing a close trajectory. Therefore, possible collision partners are searched for in a
sphere with a radius that is proportional to the time step size and the speed of the
particle. While this approach reduces the limitation on the cell size, the simulation
becomes more sensitive regarding the time step size.

DSMC collision models

Once collision pairs are selected, particle velocities and internal energy states are ad-
justed based on collision models. DSMC collision models are usually derived from
the physics of molecular collision processes: Such models are designed to reproduce
the basic conservation laws of mass and momentum, but due to the complexity of
molecular collision processes, they cannot fully describe such processes in detail. In-
stead, each model contains some free parameters that are selected in order to adapt
the behavior of a collision model as well as possible. Usually the model parame-
ters are chosen in such a way that the models reflect correct transport coefficients
in the limit of small Knudsen numbers, as this is a necessary prerequisite for most
practical applications of DSMC. Whether the models are also suitable for modeling
non-equilibrium flows is then examined by comparing numerical simulations with
experimental measurements.
A simple example features the hard sphere (HS) model, that describes particles as
hard spheres. As illustrated in Fig. 2.4, the interaction potential is fully described by
a collision diameter dcoll = dref, given by the diameter dref of the colliding particles.
The total collision cross section is a constant:

σT = πd2
coll, (2.45)

and the scattering angle χ is isotropic in the center of mass reference system. For a
single species gas, the HS model yields the following expression for viscosity in the
Navier-Stokes limit:

µ = µref

(
T

Tref

)0.5

. (2.46)

The model parameters µref and Tref are uniquely depended on the reference diameter
dref:

d2
ref =

5
16
√

π

√
mrkBTref

µref
. (2.47)

In order to apply the HS model in DSMC simulations, suitable values for collision
diameters must be found. In general, collision diameters are adjusted, so that the
collision model reproduces correct transport coefficients in the Navier-Stokes limit.
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FIGURE 2.4: Collision process in the center of mass reference system for a simple hard sphere
model.

Therefore, Eq. (2.46) is fitted to experimentally measured viscosity data and Eq. (2.47)
is used to evaluate species specific collision diameters.
For better reproducing experimentally measured transport coefficients, Bird [11] de-
signed the variable hard sphere (VHS) model. As in the HS model, the scattering
angle χ is isotropic in the center of mass reference, but in contrast to the HS model,
the collisions diameters depend on the relative collision velocity:

dcoll = dref

(
cr,ref

cr

)ω− 1
2

. (2.48)

The reference velocity cr,ref and the viscosity exponent ω feature additional model
parameters. Note, that the HS model is a limiting case of the VHS model, when
setting ω = 1/2. For a single species gas, the VHS model yields the following ex-
pression for viscosity:

µ = µref

(
T

Tref

)ω

. (2.49)

The reference diameter dref uniquely depends on the the model parameters µref, Tref
and ω:

d2
ref =

15
2
√

π

√
mrkBTref

(5− 2ω) (7− 2ω) µref
. (2.50)

As for the HS model, Eq. (2.49) and Eq. (2.50) are applied for calculating species spe-
cific collision diameters based on measured viscosity data. 2

Because of its simplicity and accuracy, the VHS model is widely used in the DSMC
community. However, more complex collision models can be constructed in order to
reproduce experimentally measured transport coefficients even better. Examples are

2 In principle, the diffusion coefficient or the coefficient of thermal conductivity could also be used
to determine the parameters of the HS and VHS collision models. However, it has become established
to adapt these collision models to the law of viscosity and then to examine, based on the compari-
son with the experiment, whether the model also reproduces the correct diffusion coefficient and the
correct thermal conductivity.
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the variable soft sphere (VSS) model [96, 95] or the generalized hard sphere (GHS)
model [69].

When describing polyatomic species, inelastic collision processes must be taken into
account. Therefore, rotational and vibrational energy states are adapted during the
collision procedure. In recent decades, a variety of models with different complexity
were developed to describe inelastic collision within the DSMC algorithm. While
traditional DSMC models [14, 108] were constructed to reproduce a specific relax-
ation of internal temperatures, recent state-to-state models attempt to directly de-
scribe transition processes of internal energy states [16, 1, 2, 47]. However, all models
have in common that they maintain the elastic collision procedures described above
for updating particle velocities. In the following, the models that are used in this
work are described in more detail.

In a first step, particles pairs that were already been selected for an elastic colli-
sion are tested for an inelastic collision. Therefore, the particle selection scheme
described by Zhang et al. [147] is applied. The scheme is preferable since it can be
easily applied for modeling gases with multiple species. It is described in more de-
tail in Appendix A.
For the case that a particle pair is selected for an inelastic collision, internal energy is
redistributed between the colliding particles. Therefore, the Larsen-Borgnakke (LB)
model [14] is applied, which was first introduced for describing continuous internal
energy states [14] and was later extended for modeling discrete energy levels [17, 6].
The model redistributes the total collision energy according to an equilibrium distri-
bution function. Even if this assumption means that the LB model does not repro-
duce the exact microscopic processes in detail, this leads to a Boltzmann distribution
of the internal energies in the equilibrium state. This is a desirable property when
modeling the relaxation of internal energies within a DSMC simulation. Therefore,
as long as it is not necessary to simulate the detailed internal energy structure of
a molecule, the LB model is a good and simple way to describe internal energies
within DSMC.
Finally, elastic collision procedures as described above are performed in order to cal-
culate new particle velocities. The particle velocities are scaled to conserve the total
collision energy.
The schemes described above are adjusted to achieve a relaxation of internal ener-
gies, as described by the Landau-Teller law:

dEint

dt
=

1
τint

(
Eeq

int − Eint
)

. (2.51)

Here Eint denotes the average internal energy, Eeq
int the corresponding equilibrium en-

ergy, τint = Zint/νcoll the internal relaxation time with the mean collision frequency
νcoll and a relaxation number Zint.

2.2.5 Calculation of averages

Macroscopic quantities, such as density, temperature, heat fluxes or skin friction,
are calculated by averaging over microscopic particle attributes. Since collision cells
should resolve the mean free path, macroscopic quantities do not change much over
the spread of a cell. Accordingly, averaging is usually carried out separately for
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each cell. In this way it can be ensured that all essential flow structures are resolved.
However, it is also possible to define separate cells for averaging. Such then com-
prise several collision cells. As a result, an averaging cell contains more particles
than a collision cell, which means that the macroscopic quantities are calculated with
less noise [12].
In general, macroscopic velocity moments can be approximated as follows:

1
n
〈Q| f 〉 ≈ 1

Np

Np

∑
i=1

Qi. (2.52)

Here Np means the number of particles located in the cell, f denotes the PDF the par-
ticles are representing and Q denotes an arbitrary microscopic quantity, for example
the particle energy. With reference to the concepts described in Subch. 2.1, Eq. (2.52)
can be applied to calculate arbitrary macroscopic quantities.
Since microscopic particle attributes follow a random process, the right side of Eq. (2.52)
exhibit statistical fluctuations. In general, the relative standard deviation of such
fluctuations is proportional to 1/

√
Np. In order to reduce the statistical noise, vari-

ous techniques can be applied.
The scaling factor FN can be decreased, resulting in a larger number of simulation
particles Np. However, increasing the number of particles also increases the compu-
tational effort.
In stationary simulations additional time averaging can be applied. In early DSMC
implementations, the right side of Eq. (2.52) was simply averaged over time. How-
ever, this approach, known as sample averaged measurement, can lead to additional
bias errors in non-equilibrium gas flows. To ovoid such problems, a cumulative aver-
age measurement technique is recommended [139]:

1
n
〈Q| f 〉 ≈

∑Nt
j=1 ∑

Np(t)
i=1 Qi.

∑Nt
j=1 Np (t)

(2.53)

Here Nt denotes the number of time averages which are taken. The relative standard
deviation of macroscopic averages decreases to 1/

√
NpNt for this case.

In the case of a non-stationary flow, time averaging can not be performed. Instead,
the results of many statistically independent simulations may be averaged.
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2.3 Kinetic Fokker-Planck method

The kinetic Fokker-Planck method is a recently proposed particle simulation
method that can be used to model gas flows upto moderate Knudsen numbers [84,
55, 110, 135].
The method is based on the Fokker-Planck equation which serves as a model for the
Boltzmann equation in the case of moderate Knudsen numbers. The Fokker-Planck
equation is not solved directly, instead the underlying particles are modeled by solv-
ing associated stochastic processes. No collisions are calculated in the FP method,
so that larger cell and time step sizes compared to a DSMC calculation can be used.
Therefore, the FP method holds the potential to be more efficient than DSMC, where
the Knudsen number is small.
The structure of this subchapter is as follows. Subchapter 2.3.1 presents recently de-
veloped models for the model parameters of the FP equation, describing monatomic,
single species gases. Subchapter 2.3.2 discusses the kinetic description of these FP
models. Stochastic processes that are employed to simulate particles are introduced
and their solutions are discussed. Subchapter 2.3.3 and Subch. 2.3.4 present recent
methods for describing diatomic molecules and gases with multiple species within
the kinetic FP framework. Finally Subch. 2.3.5 discuss the applicability range of the
kinetic FP method.

2.3.1 Fokker-Planck approximation of the Boltzmann equation

Within the kinetic Fokker-Planck method the Boltzmann equation is approximated
by the Fokker-Planck equation in velocity space:

∂ f
∂t

+ vi
∂ f
∂xi

+
Fi

m
∂ f
∂vi

= − ∂

∂vi
Ai f +

∂2

∂vk∂vk

D2

2
f︸ ︷︷ ︸

SFP( f )

. (2.54)

Here SFP denotes the Fokker-Planck operator and the drift coefficient A and the
diffusion coefficient D are open model parameters. The justification for this ap-
proximation is provided, for example, by the work of Bogomolov [13], who de-
rives the FP operator in the Navier-Stokes limit from the Boltzmann collision op-
erator. Drift and diffusion coefficient may be calculated directly from this deriva-
tion. However, Bogomolov‘s derivation leads to complex formulas that may not
be suitable for defining a computational particle method. For this reason, in most
approaches these coefficients are used as open model parameters for adjusting the
properties of the FP method. Usually, a similar approach is applied as described in
Subch. 2.2.4 for DSMC collision models: the model parameters are chosen in such a
way that the FP method reflects correct Navier-Stokes transport coefficients in the
limit of small Knudsen numbers, as this is a necessary prerequisite for most prac-
tical applications of kinetic FP. Whether the method is also suitable for modeling
non-equilibrium flows is then examined by comparing numerical simulations with
experimental measurements.
The following subchapters describe two models for these model parameters in more
detail.
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Linear model

The linear model [84] employs a drift coefficient that depends linearly on the thermal
particle velocities:

A = − c
τ

. (2.55)

The relaxation time τ represents a model parameter and is set so that the model
reproduces a given viscosity µ in the Navier-Stokes limit:

τ =
2µ

p
. (2.56)

Here p denotes the pressure. Hence, the viscosity is an input parameter for the
model. The diffusion coefficient is set so that the model conserves energy:

D =

√
2kBT
τm

. (2.57)

The linear model yields the Euler and the Navier-Stokes equations with viscosity µ
in the Navier-Stokes limit, but produces a wrong thermal conductivity. In particular,
the Prandtl number becomes Prlinear = 3/2 for the linear model, while an analysis
of the Boltzmann equation yields a Prandtl number of PrBoltz = 2/3 for monatomic
species [84]. Therefore, the model cannot be applied to cases where heat fluxes be-
come relevant. Note, that the Prandtl number Pr = cpµ/k is calculated based on the
viscosity, the specific heat cp and the thermal conductivity k.

Cubic model

To correct the wrong prediction of heat fluxes of the linear model, Gorji et al. [55]
proposed the cubic model. Here, the diffusion coefficient (2.57) of the linear model is
adopted, while the the drift coefficient (2.55) is extended by second and third order
terms in thermal particle velocities:

Ai = −
1
τ

ci + ψijcj + γi

(
cjcj −

3kBT
m

)
+ Λ

(
cicjcj −

2qi

ρ

)
. (2.58)

Here Λ = −
∣∣det

(
σij
)∣∣ /(τ 〈cici| f 〉4 · ρ3) presents a scalar value which is introduced

to ensure stability of the model, σij the stress tensor and qi means the i-th component
of the heat flux vector. The relaxation time τ = 2µ/p is chosen identical as in the
linear model, while the matrix ψij is assumed to be symmetric. The nine model
parameters ψij and γi are chosen, so that the model yields a correct viscosity and
thermal conductivity in the Navier-Stokes limit. As described in Subch. 2.1.2, this
is achieved when the FP operator reproduces lower order Boltzmann production
terms:

PFP (X) = PBoltz (X) , (2.59)
X ∈

(
cicj, cci

)
.

Hence, in order to construct the FP model, Boltzmann production terms must be
evaluated. In general, Boltzmann production terms depend on both the molecular
interaction potential as well as the PDF. However, for the Maxwell molecule model,
Boltzmann production terms become independent of the PDF and the right-hand
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side of Eq. (2.59) can be evaluated [136]:

PBoltz
(
cicj
)
= − p

µ
σij, (2.60)

PBoltz (cci) = −
2
3

p
µ

qi. (2.61)

Combining Eq. (2.59) with Eq. (2.60) and Eq. (2.61) yields a system of nine linear
equations, that is solved in order to calculate the model parameters γi and ψij.
In recent years, the cubic model was successfully applied to supersonic flows [91],
nozzle flows [57, 100] as well as expansion flows [60, 88].

2.3.2 Kinetic description

As mentioned above, the FP equation is not solved directly. Instead, the underlying
particles are simulated. This kinetic particle algorithm is described in more detail
below.
For the case that f obeys the FP equation, the motion of individual particles is char-
acterized by a set of stochastic processes [84]:

dX = Vdt, (2.62)
dV = Adt + DdW + F. (2.63)

Note, that X and V denote particle velocity and position and dW refers to a Wiener
process with zero expectation and

〈
dWidWj

〉
= δij. The kinetic FP method uses this

relationship in order to construct a particle simulation algorithm. Therefore, parti-
cles are simulated according to the stochastic processes (2.62) and (2.63).
Figure 2.5 illustrates the relationship between the FP equation and the kinetic FP
method in more detail. The distribution of particles that are simulated in the kinetic
FP method converges to the distribution function f (x, v, t) that obeys the Fokker-
Planck equation in the limit of an infinite number of particles [84, 55]. Hence, the
kinetic FP method solves the FP equation on a kinetic level.

Stochastic equation of motions

To construct a particle algorithm, the system (2.62) and (2.63) must be solved. Due to
the complexity of drift and diffusion coefficient, it is in general not possible to find

FP equation kinetic FP approach

x0

x1 f (x, v, t)
stochasticfulfills a processFP equation

FIGURE 2.5: Relationship between the FP equation and the kinetic FP method. The kinetic
FP method solves the FP equation on a microscopic level.
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an exact solution. Instead, approximation methods must be found. These are usu-
ally constructed, so that, under the assumption of an homogeneous system in space,
the time evolution of velocity and position moments up to a specific order, for exam-
ple shear stresses or heat fluxes, are correctly reproduced. For example, Gorji et al.
[55] constructed a kinetic algorithm for the cubic model that exactly reproduce first
and second conditional and joint conditional moments of velocity and position. This
allows to increase the time step size compared to a scheme which does not exactly
reproduce such moments. However, due to its complexity, this approach is not used
in this thesis.
Instead, the scheme described in reference [56] is applied. It correctly predicts con-
ditional velocity moments up to second order, leading to the conservation of energy
and momentum independently of the time step size, while updating particle posi-
tions similar as in the DSMC method. The solution of the scheme reads:

Vn+1
i =

1
α

(
Cn

i exp
(
−∆t

τ

)
+

(
1− exp

(
−∆t

τ

)
τNn

i

+

√
kBT
m

(
1− exp

(
−2

∆t
τ

))
ξi

))
+ ui + Fi∆t, (2.64)

Xn+1
i = Xn

i + Vn
i ∆t +

Fi

2
∆t2. (2.65)

The index n refers to different time steps, ∆t denotes the time step size, C = V −
u denotes the thermal part of the particle velocity V, ξi are independent standard
normal deviates and the parameter Nn

i is defined as:

Nn
i = ψijCn

j + γi

(
Cn

j Cn
j −

3kBT
m

)
+ Λi

(
Cn

i Cn
j Cn

j −
2qi

ρ

)
. (2.66)

The parameter α is set such that energy in case of a vanishing external force Fi is
conserved. Note, that the quantities τ, T, u, q and ρ are assumed to be constant
during a time step.

Particle algorithm

Equation (2.64) and Eq. (2.65) are used to calculate the particle motion within a
kinetic FP simulation. Figure 2.6 shows the general procedure for such a simula-
tion. While generation of particles and calculation of averages can be performed as
in the DSMC algorithm, updating of particle velocities and positions requires more

generate particles as described in Fig. 2.7

calculate averages

surfaceinflow boundary update particle positions / velocities

FIGURE 2.6: Typical kinetic FP simulation loop for a simple 1-D case.
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extrapolate drift and diffusion coefficient
to each particle

update particle positions and velocities
for a time step ∆t, using Eq. (2.64) and Eq. (2.65)

extrapolate drift and diffusion coefficient
to each particle

update particle positions and velocities
for a time step ∆t from initial positions,

extrapolate drift and diffusion coefficient
to each particle

evaluate statistical moments / drift and
diffusion coefficient at each grid point

grid point grid cell

update particle positions and velocities
for a time step ∆t/2, using Eq. (2.64) and Eq. (2.65)

initial particle position

Euler scheme mid point scheme

evaluate statistical moments / drift and
diffusion coefficient at each grid point

evaluate statistical moments / drift and
diffusion coefficient at each grid point

using Eq. (2.64) and Eq. (2.65)

FIGURE 2.7: Calculation of particle positions and velocities in a kinetic FP simulation. Left:
Euler scheme. Right: Mid point scheme.

detailed considerations.

In contrast to the DSMC method it is not assumed that the particle velocity will
remain constant over a time step. Instead, the particle velocity changes over a time
step due to collisions with other particles that may take place. Equation (2.64) de-
scribes the final particle speed as is to be expected at the end of the time step under
the assumption, that macroscopic quantities τ, T, u, q and ρ are constant over the
time step. However, these macroscopic quantities may also change over a time step.
In order to do justice to this fact, different integration schemes can be constructed,
as exemplary shown in Fig. 2.7.

In a simple Euler scheme, the final particle velocities and positions are calculated
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surface
DSMC FP

FIGURE 2.8: Particle evolution over a time step ∆t. Left: In traditional DSMC particles are
shifted on linear trajectories. To detect for surface collisions it is sufficient to check, if the
straight line between initial and final particle position crosses the surface. Right: In kinetic
FP, trajectories represent a diffusive process. Surface collisions might occur, even when the

line between end and initial position does not cross a surface.

only based on the initial state of each particle: Velocity moments, such as temper-
ature and heat flux, are evaluated at each time step for each grid cell by averaging
over the particle ensemble. Based on that, the model parameters γi and ψij are cal-
culated for each grid cell by solving the linear system of equations, discussed in
Subch. 2.3.1. Thereafter, the velocity moments and model parameters are extrapo-
lated to the particle positions and new particle positions and velocities, based on
Eq. (2.64) and Eq. (2.65) are calculated.
A higher order integration scheme features the mid point scheme. In this scheme the
particles are first evolved for half a time step, based on the initial particle state. Sub-
sequently, velocities moments and model parameters are recalculated based on the
the new particle positions. These velocities moments and model parameters are then
used to calculate a new spatial displacements for each particle. Finally, these values
are then applied to evolve the particles for a full time step, based on the initial condi-
tions. Compared to the Euler scheme, the mid point scheme allows to use lager time
step sizes. However, for the sake of simplicity, this work adopts the Euler scheme.

In order to extrapolate model parameters and velocity moments to the particle posi-
tions, higher order extrapolation may be used to increase the accuracy of the method
and to allow the use larger cell sizes. However, for the sake of simplicity, this work
assumes that moments are constant over a grid cell.

Special care has to be taken about the boundary conditions. As shown in Fig. 2.8,
particle paths represent not a straight line but a diffusive random walk. Therefore,
particles might hit a surface, even if the straight line between initial and end point of
the particle trajectory is located outside of the surface. Hence, it is a complex task to
estimate interaction of particles with surfaces. To overcome this problem, different
techniques were developed.
Önskog et al. [149] derived a method based on an estimate of the first point in time
when particle driven by a stochastic diffusion process hits a boundary. However,
to the author’s knowledge, this scheme was so far only applied to a simple, zero
dimensional heat bath test case.
Fei et al. [35] proposed a method in which the particle motion is divided into a
stochastic and a deterministic part. The interaction with boundaries is determined
separately for each part. A similar method was also suggested in reference [34].
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A different method is suggested by Jiang et al. [87], who define cells that are closer
than a specified distance to surfaces as near boundary zone. The path of particles
within this zone is subdivided into small parts and the movement along each part
is approximated as linear displacement. As a result, the interaction of particles with
boundaries can be easily tested separately for each linear path.
Küchlin [100] simply ignored the diffusive nature of the random process and calcu-
lated surface interaction similar as in the DSMC algorithm, assuming a linear dis-
placement. The author argued, that errors introduced by this linear approximation
are negligible small when using local time steps, since the temporal discretization is
usually very small in the vicinity of surfaces. Due to the same reasoning, no specific
method for modeling the particle-wall interaction is used in this thesis either.

Evaluation of statistical moments

Averaging velocity moments is a crucial task for updating particle positions and
velocities via Eq. (2.64) and Eq. (2.65). In general, a velocity moment can be ap-
proximated by averaging over the particle ensemble in the cell, as described in
Subch. 2.2.5. However, for a finite number of particles, averaging can lead to addi-
tional bias errors [86]. In order to reduce these errors, an under-relaxation technique
can be applied for stationary problems [84]. For this purpose, an average number of
particles Xn per cell at time step n is continuously calculated by:

Xn+1 ≡ ΦXn + (1−Φ) Nn
p . (2.67)

Here Nn
p denotes the number of particles in the cell at time step n and Φ ∈ (0, 1) is

a relaxation parameter. Similar, time averaged moments Yn are continuously calcu-
lated for each time step:

Yn+1 ≡ ΦYn + (1−Φ)

Nn
p

∑
i=1

Qi. (2.68)

Here Qi refers to a microscopic particle quantity. Finally, statistical moments at time
step n can be approximated by:

1
ρ/m

〈Qn| f n〉 ≈ Yn

Xn . (2.69)

Using Φ = 1 − 1
Nt

leads to similar statistical noise, than regular time averaging
over Nt time steps, as described by Eq.(2.53). Time averaged moments as defined
by Eq. (2.69) always develop slower than the instantaneously averaged moments
as given by Eq. (2.52). Therefore, the use of time averaged moments in unsteady
problems is not recommended. However, for steady gas flows, this technique can
dramatically reduce the number of required particles per cell [85].

2.3.3 Models for polyatomic species

As a major topic of this thesis, a new method for modeling polyatomic species within
the kinetic FP framework is constructed. Therefore, this subchapter summarizes
recently proposed models for describing polyatomic gases related to the kinetic FP
method.
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Cubic FP model

Gorji et al. [53] proposed a method for describing diatomic species within the cubic
FP model. For this purpose, rotational and vibrational „velocities “ Ω and Ψ are
introduced. It should be noted that these velocities have no physical meaning and
are only defined in order to handle internal energy modes mathematically equiva-
lent to translational modes. Similar to translational modes, internal energies can be
calculated from rotational and vibrational velocities:

erot =
1
2

mΩΩ, (2.70)

evib =
1
2

mΨΨ. (2.71)

As for the translational velocities, it is assumed that the distribution of internal ve-
locities obeys the Fokker-Planck equation. Hence, the microscopic motion of internal
velocities can be described by a stochastic process:

dΩ = − 1
2τrot

Ωdt +

√
kB

τrot
TdW, (2.72)

dΨ = − 1
2τvib

Ψdt +

√
dvib

τvib
kBTdW. (2.73)

Here τrot andτvib denote relaxation times and

dvib = 2
θ/T

exp (θ/T)− 1
, (2.74)

defines the number of vibrational degrees of freedom. The parameter θ denotes a
species specific vibrational temperature. The model is constructed, to reproduce the
Landau-Teller law as well as the equipartition theorem.
The diffusion coefficient in the translational Fokker-Planck operator (2.54) is ad-
justed to achieve energy conservation. In addition, the production term (2.61) is
recalculated based on McCormacks 17-moment approximation for gases with inter-
nal energy modes [112].

Ellipsoidal FP model

Mathiaud et al. [111] proposed a method to describe polyatomic species within the
ES FP model. Similar to the method of Gorji et al. [53] described above, rotational
energies are modeled as continuous scalars. Therefore, the distribution of internal
energies eint is assumed to obey a Fokker-Planck equation. Hence, the microscopic
change of internal energies can be described by a stochastic process:

dEint = −
2
τ

(
Eint −

dint

2
RTrel

)
dt + 2

√
RTreleintdW. (2.75)

Here dint denotes the number of internal degrees of freedom and the temperature
Trel = (1− φ) Tint + φT is composed of the temperature of the internal energy mode
Tint and the temperature T that the gas would reach if internal modes were equili-
brated with translational modes. The parameter φ controls the relaxation behavior
of internal energies. The model leads to a correct distribution of rotational energies
in equilibrium, but is not able to handle vibrational energy states.
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Ellipsoidal FP-BGK model

Pfeiffer et al. [122] constructed a method for describing rotational energy modes
within the ES FP model. It is worth noting that this method was originally developed
for the kinetic BGK method [119] and was only adapted to the kinetic FP framework.
The Landau-Teller equation (2.51) is interpreted in the same way as the kinetic BGK
model. Hence, the probability that a certain particle relaxes its internal energy state
during a time step ∆t is given by:

Prot = 1− exp
(
−βrot

∆t
τrot

)
. (2.76)

Here τrot denotes the rotational relaxation time. The parameter βrot is a correction
factor. It results from the solution of a nonlinear system of equations that can be de-
rived from the requirement that the model reproduces the Landau-Teller relaxation
law.
In each time step, Eq. (2.76) is applied to test all particles for internal energy relax-
ation. Once a particle is selected for relaxation, its internal energy state is resampled
using a Boltzmann distribution. In order to describe energy exchange between trans-
lational and internal modes, an energy conservation scheme must be applied. For
this purpose, rotational and translational energies are rescaled, so that the total en-
ergy is retained and each degree of freedom contains the same amount of energy.
Rescaling so that each degree of freedom contains the same amount of energy en-
sures that the gas reaches the correct state of equilibrium.

2.3.4 Models for gas mixtures

This subchapter presents the kinetic FP method of Gorji et al. [51], which is, to the
author’s knowledge, currently the only metehod that allows the modelling of gas
mixtures within the kinetic FP framework.
Gorji et al. [51] generalized the single species cubic model for describing binary
Maxwell gas mixtures. The components of the mixture are referred to by indices
α and β. For the sake of simplicity, but without loss of generality, all equations are
given only for the α species. The equations for the β species can be obtained by sim-
ply exchanging indices.
Similar to monatomic Fokker-Planck models, the set of Boltzmann equations (2.37)
is approximated by a set of FP equations in velocity space:

∂ f (α)

∂t
+ vi

∂ f (α)

∂xi
+

Fi

m(α)

∂ f (α)

∂v(α)i

=

−
∂
(

f (α)A(α)
i|MAX

)
∂v(α)i

+
∂2

∂v(α)i ∂v(α)i

D(α)2
|MAX

2
f (α)︸ ︷︷ ︸

S(α)
FP|MAX

. (2.77)

Here S(α)
FP|MAX represents the Fokker-Planck operator. The drift coefficient A(α)

i|MAX and

diffusion coefficient D(α)
|MAX are are chosen separately for each species. Similar to the

single species model, a cubic ansatz of thermal particle velocities is used for the drift
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coefficient:

A(α)
i|MAX ≡ b(α)i + ψ

(α)
ij c(α)j + γ

(α)
i

(
c(α)j c(α)j −

1
n(α)

〈
c(α)j c(α)j | f

(α)
〉)

+ Λ(α)

(
c(α)i c(α)j c(α)j −

1
n(α)

〈
c(α)i c(α)j c(α)j | f

(α)
〉)

. (2.78)

The constant Λ(α) is set to ensure stability of the model [55]. The model parameters
b(α)i , ψ

(α)
ij , γ

(α)
i and the diffusion coefficient D(α)

|MAX are chosen so that the Fokker-

Planck operator S(α)
FP|MAX reproduces Boltzmann production terms upto order three:

P(α)
FP|MAX (X)

!
= P(α)

Boltz (X) , (2.79)

X ∈
{

c(α)i , c(α)i c(α)i , c(α)<i c(α)j> , c(α)i c(α)j c(α)j

}
.

It is worth noting, that the right side of expression (2.79) does not vanish for X = c(α)i

and X = c(α)i c(α)i since energy and momentum can be transferred between species.
The production terms on the right hand side of Eq. (2.79) are evaluated for binary
Maxwell mixtures in reference [49]. The parameters b(α)i and D(α)

|MAX are set, so that

the linear part of expression (2.78) satisfies Eq. (2.79) for X ∈
{

c(α)i , c(α)i c(α)i

}
. The

nine remaining model parameters ψ
(α)
ij , γ

(α)
i are determined as solution of a system of

nine linear equations, that can be derived from Eq. (2.79) for X ∈
{

c(α)<i c(α)j> , c(α)i c(α)j c(α)j

}
.

Similar to the single species model, particle trajectories are calculated by integrating
a species depended system of stochastic equations of motion:

dX(α) = V(α)dt, (2.80)

dV(α) = A(α)
|MAXdt + D(α)

|MAXdW(α) + F. (2.81)

Due to the similarity to the single species cubic model, the same particle integration
as described in Subch. 2.3.2 can be applied.

2.3.5 Applicability of the kinetic Fokker-Planck method

From the user’s point of view it is of course very advantageous to know in which
dilution range, i.e. in which Knudsen number interval, the kinetic FP method can be
applied. From the construction of the FP method it can be deduced that the method
delivers correct results in the range of lower Knudsen numbers, in particular it re-
produces the results of the Navier-Stokes equations in the Navier-Stokes limit. The
applicability of the method for flows with larger Knudsen numbers, on the other
hand, cannot simply be considered on the basis of theoretical arguments. Instead,
this has to be investigated by examining appropriate numerical test cases:

At this point it should be noted that such numerical applicability studies are gen-
erally a complex task, since the applicability of a simulation method depends on
many parameters. Important example are the specific test case that is being investi-
gated, the specific type of the FP model parameters that are used, the flow quantities
that are being considered, the amount of deviation from the correct solution that is
acceptable or simply the definition of the reference length that is used for defining
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the Knudsen number. Due to this large number of relevant parameters, the exact
application range of a simulation method cannot be specified by a single Knudsen
number interval. Instead, the application range of a method has to be re-examined
on a case-by-case basis. Hence, in order to examine the applicability of a method
across all parameters, many test cases must be investigated.

Due to the novelty of the FP-method, it has not yet been investigated in such depth
of detail. Nevertheless, there are a number of publications that investigate the ap-
plicability for different types of flows. In the following, the applicability of the cubic
FP model is discussed, since this model is the basis for most of the models described
in this work.

The cubic FP model has shown good results for some representative zero and one-
dimensional test cases. For example, it reproduces very precisely flow velocity, tem-
perature and heat flux distributions for a one-dimensional forve-driven Poiseuille
flow up to a Knudsen number of two [55].
The model was also examined for more complex two-dimensional flows. For ex-
ample, it could be shown that for a diluted subsonic cylinder flow with Knudsen
number of two, the drag coefficient is only predicted with a deviation of 1.4% com-
pared to DSMC results. Similar good results were achieved when comparing with
DSMC results for a lid-driven cavity flow [56].
The applications for hypersonic flows have been studied by Jun et al. [89]. It turns
out that the cubic FP model is able to predict shock wave structures ahead of a sphere
up to an inflow Mach number of at least two. For an extension of the cubic model,
the Entropic-FP model, it was also shown that it delivers good results up to Mach
numbers of five in comparison to DSMC calculations [52].
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Chapter 3

Modeling of polyatomic species

This chapter describes a new approach for modeling polyatomic species within a
kinetic FP framework. The approach employs a master equation for describing the
energy structure of molecules. In accordance with the kinetic FP framework, the
master equation is not solved directly, but an underlying stochastic process is solved
to model microscopic energy states.
For simplicity, all calculations presented in this chapter are performed assuming
only a single discrete internal energy mode. However, it is also possible to construct
models for multiple energy modes, using the same approach as discussed in this
chapter.
The structure of this chapter is as follows. Subchapter 3.1 presents a kinetic model,
which employs a master equation to describe the internal energy structure of molecules,
while the FP equation is used to model translational velocities. In Subch. 3.2, the ki-
netic model is translated into a set of microscopic stochastic processes. Subchapter
3.3 describes specific models for the rate coefficients of the master equation. The per-
formance of the master equation model is discussed in Subch. 3.4, based on theoreti-
cal considerations. The solution of the stochastic processes is discussed in Subch. 3.5.
In Subch. 3.6 various test cases are presented to check the validity of the proposed
models. Subchapter 3.7 asses the computational efficiency of the proposed models.
Finally, Subch. 3.8 presents the conclusion of this chapter.

Please note that the main parts of this chapter have been published in reference [75].

3.1 Master equation ansatz

This subchapter employs as master equation to construct a kinetic model for describ-
ing polyatomic species. As described in Subch. 2.1.3, the statistical state of the gas is
described by the distribution function fi (x, c, t).
The Boltzmann collision operator SBoltz can be separated into an elastic part Sel

Boltz
and an inelastic part Sinel

Boltz [114]:

SBoltz = Sel
Boltz + Sinel

Boltz. (3.1)

The elastic part describes the impact of elastic particle collisions on the distribution
function, while the inelastic part only considers inelastic collisions. As described in
Subch. 2.3.1, the elastic part is approximated by a FP operator in velocity space:

Sel
Boltz ≈

Ztot − Zinel

Ztot

(
−∂Ai fn

∂vi
+

D2

2
∂2 fn

∂vi∂vi

)
=

Ztot − Zinel

Ztot
SFP. (3.2)
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Here Ztot denotes the total number and Zinel the number of inelastic collisions per
time and volume. Thus, the factor (Ztot − Zinel)/Ztot expresses that only a fraction
of all collisions are elastic. For the inelastic part, the following decomposition is
assumed:

Sinel
Boltz = Sv + Se. (3.3)

The operator Sv models the impact on the distribution function due to particles that
change their velocities as a result of inelastic collisions. Similar, the operator Se mod-
els the impact on the distribution function due to particles that change internal en-
ergies as a result of inelastic collisions. In accordance with the DSMC models that
are described in Subch. 2.2.4, it is supposed that the change of particle velocities in
inelastic collisions can be handled similar to in the elastic case. Therefore, it is ap-
proximated:

Sv ≈
Zinel

Ztot

(
−∂Ai fn

∂vi
+

D2

2
∂2 fn

∂vi∂vi
+ K′

∂2 fn

∂vi∂vi

)
=

Zinel

Ztot

(
SFP + K′

∂2 fn

∂vi∂vi

)
. (3.4)

The factor Zinel/Ztot takes into account that only a fraction of all collisions are in-
elastic. The quantity K′ is introduced in order to model energy exchange between
internal and translational modes. In particular, the diffusion coefficient in the FP op-
erator is modified so that it correctly predicts the gain or loss of translational energy
due to inelastic collisions. An expression for K′, that ensures a correct exchange of
energy between internal and translational modes is derived later in this subchapter.
A master equation model is employed for Se:

Se =
Zinel

Ztot
∑

j

(
R′jn f j − R′nj fn

)
, (3.5)

where R′jn and R′nj denote rate coefficients. The product R′jndt can be interpreted as a
probability that a molecule changes from internal energy state j to state n in the time
interval dt. For the sake of clarity, the substitutions

Zinel

Ztot
K′ → K (3.6)

Zinel

Ztot
R′mn → Rmn (3.7)

are used in the following. In summary, the following kinetic model is postulated:

∂ fn

∂t
+

∂ fn

∂xi
vi = SFP + K

∂2 fn

∂vi∂vi︸ ︷︷ ︸
I

+∑
j

(
Rjn f j − Rnj fn

)
︸ ︷︷ ︸

I I

≡ Bn. (3.8)

Please note that the above model neglects the influence of an external force for the
sake of simplicity. Expression I in Eq. (3.8) describes the impact on the distribution
function caused by a change of particle velocities as a result of elastic and inelastic
collisions. In particular, the second term of I models the change of the post-collision
translational energy as a result of inelastic energy exchange. Expression II in Eq. (3.8)
models the impact on the distribution function due to the change of internal energies
as a result of inelastic collisions. The relaxation process of internal energy states is
modeled by the rate coefficients Rmn, which are discussed in more detail in Subch.
3.3.
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As mentioned above, the coefficient K is chosen so that the model conserves energy.
A detailed derivation of K, for general rate coefficients Rij, is given in App. B.1. A
short summary of these results is presented below, for the special case that internal
energy relaxation follows a Landau-Teller law (2.51).
To ensure conservation of energy, it must hold:

∑
n

∫
dcBn(

1
2

mv2 + en) = 0. (3.9)

Please note that Bn is defined by Eq. (3.8). When assuming a Landau-Teller relaxation
of internal energies, one can find:

3Km +
1

τint

(
Eeq

int − Eint
)
= 0. (3.10)

This leads to the following expression for the coefficient K:

K = − 1
3mτint

(
Eeq

int − Eint
)

. (3.11)

As described above, K modifies the diffusion coefficient D of the FP operator, result-
ing in an adjustment of translational velocities.
In App. B it is shown that the model (3.8) conserves mass and momentum and the
H-Theorem is proven.

The coefficient K may become positive or negative, depending on whether energy
is transferred in or out of translational modes. However, in order to be able to in-
terpret the kinetic FP method in a physically meaningful way, all calculated particle
velocities must be real numbers. Therefore the diffusion coefficient D̃ =

√
D2 + 2K

must not become a imaginary number. This leads to the following condition:

K > −D2/2, (3.12)

that must hold. For arbitrary coefficients D and K, Eq. (3.12) is difficult to prove.
However, when considering the cubic model, which is used in this thesis, the diffu-
sion coefficient (2.57) is known and Eq. (3.12) can be evaluated in more detail:

dintkBT
6mτint

<
kBT
τm

. (3.13)

Here it was used that Eq. (3.11) becomes minimal for Eint = 0. Equation (3.13) leads
to the following condition for the internal relaxation time τint:

τint >
dint

6
τ. (3.14)

This condition is easy to fulfill if the condition τint >> τ holds. This is usually the
case because the relaxation of internal energy to equilibrium, which happens on a
timescale τint, appears to be a much slower process than the relaxation of particle
velocities to equilibrium, which happens on a timescale τ.
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3.2 Stochastic equations of motion

Similar to the kinetic FP method that is described in Subch. 2.3.2, Eq. (3.8) can be
translated into a system of stochastic processes. Therefore, it is defined:

S̃FP( fn) ≡ SFP( fn) + K
∂2 fn

∂ci∂ci
. (3.15)

Hence, Eq. (3.8) can be written as:

∂ fn

∂t
+

∂ fn

∂xi
vi = S̃FP ( fn) + ∑

j

(
Rjn f j − Rnj fn

)
. (3.16)

For further derivations, it is assumed that the evolution of translational velocities
and internal energies can be modeled as independent stochastic processes. As a
result, it can be written:

fn(x, v, t) = f (x, v, t) · gn(x, t), (3.17)

with distribution functions f (x, v, t) and gn(x, t). The function f (x, v, t) describes
the number of particles that can be found in a volume element dx with velocities in
a small range dv, while gn(x, t) describes the fraction of particles that are in energy
state n. Note that f (x, v, t) does not depend on internal energy levels, while gn(x, t)
is independent of the particle velocities. The validity of this assumption is discussed
in Subch. 3.4.1. When inserting Eq. (3.17) in Eq. (3.16) one can find:

1
f

(
∂ f
∂t

+
∂ f
∂xi

vi − S̃FP ( f )
)
=

1
gn

(
∑

j

(
Rjngj − Rnjgn

)
− ∂gn

∂t
− ∂gn

∂xi
vi

)
. (3.18)

Equation (3.18) must be satisfied for arbitrary distribution functions f and gn. Thus,
the left and right side of the equation must yield the same constant value. In thermal
equilibrium f becomes a local Maxwell distribution and the left side of Eq. (3.18)
vanishes, determining the constant to zero. Therefore, Eq. (3.18) can be separated:

d f
dt

=
∂ f
∂t

+
∂ f
∂xi

vi = S̃FP ( f ) , (3.19)

dgn

dt
=

∂gn

∂t
+

∂gn

∂xi
vi = ∑

j

(
Rjngj − Rnjgn

)
. (3.20)

Equation (3.19) is a FP equation in velocity space with diffusion coefficient D̃ =√
D2 + 2K. As described in Subch. 2.3.2, the associated stochastic process may be

modeled by the increment dW of a Wiener process:

dX = V dt, (3.21)
dV = A dt + D̃dW. (3.22)

Equation (2.64) and Eq. (2.65) are applied in order to solve the system (3.21) and
(3.22). Equation (3.20) describes the change of internal energy states of a moving
particle. The term on the right side of Eq. (3.20) is a master equation. The associ-
ated stochastic process is a jump process [44] and may be modeled by the increment
of a poisson process [83]. This jump process will be discussed in more detail in
Subch. 3.5.
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3.3 Models for rate coefficients

This subchapter constructs three different models for the rate coefficients of the mas-
ter equation (3.20). The focus is on providing models that can be used to describe
hypersonic flows. This means that the models must handle both continuous and
discrete internal energy structures to describe both rotational and vibrational en-
ergy modes.
Two of the models are constructed to describe a relaxation of the mean internal en-
ergies according to the Landau-Teller law. This is a reasonable requirement since for
many applications it is sufficient to model the average internal energies while not
requiring detailed knowledge of the microscopic internal energy structure.
A third model, on the other hand, is constructed to also correctly reproduce the re-
laxation of the microscopic internal energy structure. This model is more complex
than those described above, but also allows the calculation of test cases in which the
internal energy structure plays an important role.

3.3.1 DLT model

The DLT (discrete energy structure, macroscopic Landau-Teller relaxation) model
describes the internal energy structure of a molecule as a set of discrete levels. The
model is constructed to reproduce a Landau-Teller relaxation of internal energies
and an equilbrium state as described by the quantized harmonic oscillator model
[141]. In the following, first basic properties of the quantized harmonic oscillator
model are summarized. Subsequently, the rate coefficients for the DLT model are
constructed.

For the quantized harmonic oscillator model, the distance ε = kB θ between two
adjacent energy levels is constant and is expressed by a species-specific characteris-
tic temperature θ. Hence, the energy of the i-th internal level is given by ei = ε i. It
should be noted, that ei is measured relative to the ground state so that the zero-point
energy can be neglected. Assuming a Boltzmann distribution for the population of
internal energy states in equilibrium, the mean equilibrium energy Eeq

int is given by:

Eeq
int =

1
Q ∑

i
eiexp (−β ei) =

ε

Q
exp (−βε)

(exp (−βε)− 1)2 , (3.23)

with the inverse temperature β = 1/ (kBT). The partition function Q is a normaliza-
tion factor and defined by:

Q ≡∑
i

exp (−β ei) =
1

1− exp (−β ε)
. (3.24)

The equipartition theorem yields the number of internal degrees of freedom dint:

dint =
2θ/T

exp (θ/T)− 1
−−−→
T→∞

2. (3.25)

Hence, the number of internal degrees of freedom depends on the temperature. In
the limiting case for T → ∞, dint approaches 2.
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The rate coefficients for the DLT model are chosen as:

Rij ≡ Rj ≡
1

τint ·Q
exp (−β ε j) . (3.26)

The internal relaxation time τint = Zint/νVHS is calculated based on the equilibrium
mean collision frequency νVHS for particles interacting according to the VHS collision
model [10]:

νVHS = 4d2
refn

√
πkBTref

m

(
T

Tref

)1−ω

. (3.27)

The rate coefficients (3.26) fulfill the principle of detailed balance, which leads to a
correct prediction of the equilibrium distribution function. For a homogeneous gas
in thermal equilibrium, Eq. (3.26) leads to a Landau-Teller relaxation of the mean in-
ternal energy Eint = ∑i eigi to the equilibrium energy (3.23) of a quantized harmonic
oscillator:

dEint

dt
=

d
dt ∑

i
ei gi = ∑

i
ei ∑

j

(
Rjigj − Rijgi

)
(3.28)

=
1

τint
∑

i
ei ∑

j

( 1
Q

exp (−β ε i) gj −
1
Q

exp (−β ε j) gi

)
(3.29)

=
1

τint
∑

i
ei

( 1
Q

exp (−β ε i)− gi

)
(3.30)

=
1

τint

(
Eeq

int − Eint
)

. (3.31)

When combining Eq. (3.26) and Eq. (3.11) with Eq. (3.19) and Eq. (3.20) one can find
the following evolution equations for the distribution functions f and g:

∂ f
∂t

+
∂ f
∂xi

vi = SFP ( f ) +
1

3mτint

(
Eeq

int − Eint
) ∂2 f

∂vi∂vi
, (3.32)

∂gn

∂t
+

∂gn

∂xi
vi =

1
τint ·Q ∑

j

[
exp (−β ε n) gj − exp (−β ε j) gn

]
. (3.33)

The reader should, however, note, that Eq. (3.32) and Eq. (3.33) are not solved di-
rectly. Instead stochastic processes are modeled, as described in Subch. 3.2.

3.3.2 CLT model

The CLT (continuous energy structure, macroscopic Landau-Teller relaxation) model
describes the internal energy structure of a molecule as a continuous scalar. It is con-
structed to reproduce the Landau-Teller law and a continuous Boltzmann distribu-
tion of internal energies in equilibrium.
Please note, that for the following derivations the discrete distribution functions
fn(r, v, t) and gn are replaced by continuous distributions f (r, v, e, t) and g(e), where
e denotes the continuous internal energy of a molecule.

Before deriving the rate coefficients of the model, the reader should consider that
a continuous Boltzmann distribution for the population of internal energy states at
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equilibrium yields the following average equilibrium energy:

Eeq
int =

∫ ∞

0
e β exp(−β e)de =

1
β

. (3.34)

The equipartition theorem, yields the number of internal degrees of freedom dint:

dint = 2. (3.35)

Therefore, the Boltzmann distribution can describe, for example, fully excited rota-
tional energies of molecules with linear structure. The same can be expected from
the CLT model, which, as will become clear, is based on the Boltzmann distribution
at equilibrium.

The rate coefficients of the CLT model are chosen as:

R(e, e′) ≡ R(e′) ≡ β

τint
exp(−βe′). (3.36)

The rate coefficients obey the principle of detailed balance, leading to a Boltzmann
distribution in equilibrium. Similar to the DLT model, the rate coefficients (3.36) are
designed to reproduce a Landau-Teller relaxation of the mean internal energy to the
equilibrium energy (3.34).

dEint

dt
=

d
dt

∫ ∞

0
e · g(e)de (3.37)

=
∫∫ ∞

0
e
(

R(e)g(e′)− R(e′)g(e)
)

de′de (3.38)

=
1

τint

(
Eeq

int − Eint
)

. (3.39)

As in the discrete case, one can find evolution equations for the distribution func-
tions f and g:

∂ f
∂t

+
∂ f
∂xi

vi = SFP ( f ) +
1

3mτint

(
Eeq

int − Eint
) ∂2 f

∂vi∂vi
, (3.40)

∂gn

∂t
+

∂gn

∂xi
vi =

β

τint

∫ [
exp (−β e) g

(
e′
)
− exp

(
−β e′

)
g (e)

]
de′. (3.41)

Again, the reader should note, that Eq. (3.40) and Eq. (3.41) are not solved directly.
Instead stochastic processes are modeled, as described in Subch. 3.2.

3.3.3 DLB model

The DLT and CLT model are designed to reproduce the relaxation of the mean in-
ternal energy according to the Landau-Teller law. The relaxation behavior of the
internal energy distribution function is not considered. Only a correct prediction of
the equilibrium distribution is guaranteed, since both models fulfill the principle of
detailed balance. Therefore, the models cannot be expected to provide a correct pre-
diction for the population of internal energy states far from internal equilibrium.
However, when assuming a discrete energy structure and that the relaxation of in-
ternal energy states is mainly driven by inelastic collisions, the rate coefficients can



48 Chapter 3. Modeling of polyatomic species

be directly calculated based on microscopic collision cross sections σij [116]:

Rij = n
∫ ∞

cr, min

σij f (cr)crdcr. (3.42)

Here cr, min means the smallest relative collision velocity for which the transition
i→ j is energetically possible:

cr, min =

√
2(ej − ei)

m
, (3.43)

and σij denotes the „cross section“ for an inelastic particle collision, whereby one
collision partner changes its internal energy state from state i to state j. The function
f (cr) denotes the distribution function of the relative collision velocities. Assuming
thermal equilibrium, it can be approximated by [10]:

f (cr) ≈ 4π

(
m

2πkBT

)3/2

c2
r exp

(
− mc2

r
2kBT

)
. (3.44)

Since the relaxation time of internal energy states is in general larger than the relax-
ation time of the velocity distribution function, the assumption of thermal equilib-
rium is justified for many relevant cases. When rate coefficients are evaluated cor-
responding to Eq. (3.42) and the assumption of thermal equilibrium (3.44) applies,
the master equation is feasible to describe the microscopic distribution of internal
energies states, even far from internal equilibrium.
In general, Eq. (3.42) can be evaluated for various microscopic processes. How-
ever, the DLB (discrete energy structure, microscopic Larsen-Borgnakke relaxation)
model is constructed based on DSMC models for inelastic collisions processes. As
a results, the DLB model is consistent with the corresponding DSMC models, even
when considering the distribution of internal energy states. In particular the DLB
model is constructed based on the quantized Larsen-Borgnakke model [6] in combi-
nation with the particle selection scheme presented by Zhang et al. [147].
It should be note that the model could also be constructed to reproduce more com-
plex and physical DSMC models on a microscopic scale. However, the DLB model
serves as a simple example to demonstrate the capability of the master equation ap-
proach. The following subchapter describes the evaluation of Eq. (3.42) for the DLB
model in more detail.

With σT referring to the total collision cross section for a particle collision, it can
be written:

σij = σT · Pij. (3.45)

For particles interacting according to the VHS collision model, the total cross section
may be written as [10]:

σT(cr) = σref

(
cr,ref

|cr|

)2ω−1

, (3.46)

where cr means the relative collision velocity and σref and cr,ref are reference values
depending on the species of the colliding particles. The quantity Pij denotes the
probability that the particle collision is inelastic and one collision partner changes its
internal energy state i to state j. This probability depends on the underlying DSMC
model for the inelastic collision process. For the quantized Larsen-Borgnakke model
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[10] it can be found that:

Pij(cr) =
1

Qnom

(
1−

ej
1
2 m |cr|2 + ei

) 3
2−ω

· Pinel. (3.47)

Here Qnom is a scaling factor chosen so that ∑j Pij = Pinel, where Pinel is the proba-
bility that one collision partner performs an arbitrary change of its internal energy
state during the collision. An expression for Pinel can be extracted from the particle
selection scheme, which is described in more detail in App. A.1 1.

Pinel =
1
2
(1− Prot,1) (1− Prot,2) (Pvib,1 + (1− Pvib,1) Pvib,2). (3.48)

When applying Eq. (3.44) and Eq. (3.43), Eq. (3.42) may be evaluated. For j > i it can
be found:

Rij = νVHS(T, n) · Pinel · ζ(i, j, T/θ). (3.49)

Here νVHS(T, n) means the collision frequency of a VHS gas in equilibrium [10] and
ζ(i, j, T/θ) denotes a function which depends only on the energy states i, j and the
temperature ratio T/θ:

ζ(i, j, T/θ) ≡ 1
Γ( 5

2 −ω)

∫ ∞

θ
T (i−j)

exp(−x)x
3
2−ω

(
1− j

T
θ x + i

) 3
2−ω

1
Qnom

dx, (3.50)

Here Γ denotes the gamma function. The reverse rate coefficients can be calculated
when applying the principle of detailed balance:

Rji = Rji · exp(−β(ei− ej)) = νVHS(T, n) · Pinel · ζ(i, j, T/θ) · exp(−β(ei− ej)). (3.51)

The evaluation of Eq. (3.50) is quite time consuming. Thus, to reduce the compu-
tational time, a lookup table of ζ(i, j, T/θ) is calculated. To estimate the number of
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FIGURE 3.1: Relative failure ∆Eeq
int for different numbers of included energy states and tem-

peratures.

1Please note that in App. A.1 the scheme for the case of two species α and β is described. For the
calculation of Eq. (3.48), however, it was assumed that α = β.
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energy states Nmax that should be included into the lookup table, the relative trun-
cation error ∆Eeq

int(Nmax), defined by:

∆Eeq
int(Nmax) ≡

Eeq
int − Eeq

int(Nmax)

Eeq
int

, (3.52)

is investigated. The total internal equilibrium energy Eeq
int is given by Eq. (3.23) and

the expression Eeq
int(Nmax) is defined by:

Eeq
int(Nmax) ≡

1
Q

Nmax

∑
i=0

eiexp(−βei). (3.53)

Figure 3.1 shows the variation of ∆Eeq
int(Nmax) for different numbers of included en-

ergy states and translational temperatures. The vibrational temperature was set to
θ = 3000 K, which is a representative value for many diatomic species. The quan-
tity ∆Eeq

int(Nmax) remains smaller than 2% for T < 4 θ = 12000 K when including
Nmax = 30 energy states. This is deemed to be sufficient for the test cases shown in
this thesis.
The temperature variation of ζ(m, l, T/θ) is discretized in 100 equal bins between 0
and 7θ.
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3.4 Discussion of the model

This subchapter evaluates the performance of the kinetic model (Eq. (3.8)) based on
theoretical considerations. The subchapter is structured into two parts. Subchap-
ter 3.4.1 discusses physical limitations of the model that are induced by the splitting
of the distribution function as described by Eq. (3.17). Subchapter 3.4.2 tries to even-
tuate the performance of the model by investigating production terms.

3.4.1 Separation of the distribution function

A strong assumption made when deriving the stochastic equations of motion in
Subch. 3.2 is the separation of the distribution function, as described by Eq. (3.17).
This assumption leads to a decoupling of the velocity distribution function, f , and
the distribution of internal energies, g. As a result, both distribution functions are
only indirectly linked. In particular, the translational velocities are affected only by
the coefficient K, which depends on the internal temperature, and internal energies
are only affected by the rate coefficients Rij, depending on the translational tempera-
ture. Physically this means, that each excited internal energy state features the same
velocity distribution. Of course, in general, this assumption is not true for the Boltz-
mann equation. Even for near continuum approximations of the Boltzmann equa-
tion, for example in the context of McCormacks 17-moment approximation [112, 97],
the distribution function cannot be clearly separated as given by Eq. (3.17).
On the other hand, when introducing the polyatomic Boltzmann equation, Chang
et al. [29] argued, that the distribution function can be divided in two separate parts:
One part which describes the particle velocities and a second part which describes
the internal energies of the particles. This separation is valid, if the energy exchange
between internal and translational modes is slow. This is usually the case, if internal
relaxation times are large. Based on this argumentation, the separation as stated in
Eq. (3.17) is justified for the special case that internal relaxation times are large.

3.4.2 Moment relaxation

The performance of the model is assessed by comparing the transfer equations for
relevant moments [136] induced by the kinetic model (Eq. (3.8)), with those of more
established models, e. g. McCormacks 17-moment approximation [112]. Note that
McCormack’s (Eq. (3.8)) model is a moment model, similar to the Navier-Stokes
equations, that describes a polyatomic gas in the Navier-Stokes limit. Hence, this
comparison allows assessing the performance of the kinetic model (Eq. (3.8)) for
flows with small Knudsen numbers.
Since moment equations are driven by production terms, it is not necessary to com-
pare the full set of moment equations. Instead, only corresponding production terms
are compared. In particular, production terms of translational energy PΨ (1/2cici),
shear stresses PΨ

(
c<icj>

)
, translational heat fluxes PΨ

(
cicjcj

)
and internal heat fluxes

PΨ (cien) are compared with those of McCormacks 17-moment approximation [112].
For the derivations it is assumed, that the distribution function can be separated as
described by Eq. (3.17) and that the quantity K is chosen, so that the model (Eq. (3.8))
leads to a Landau-Teller relaxation of internal energies. Since the production terms
depend also on the underlying FP operator, the cubic FP model [53] is used here.
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When applying the operator from Eq. (3.8) one obtains for the translational energy:

PBn (1/2cici) = − n
dint/2kB

τint︸ ︷︷ ︸
k1

(
Teq

int − Tint
)

, (3.54)

while McCormacks 17-moment approximation leads to [112]:

P17-moment (1/2cici) = − 2kBn2 J1︸ ︷︷ ︸
c1

(T − Tint) . (3.55)

Here T denotes the translational temperature, Tint the temperature of the internal
mode, Teq

int the internal equilibrium temperature and J1 a collision integral [112] that
depends on the underlying molecular collision model. Identifying that the internal
equilibrium temperature Teq

int in Eq. (3.54) represents the translational temperature T
in Eq. (3.55), both production terms display a similar structure. The only differences
are coefficients c1 and k1, which describe the rate of relaxation of internal temper-
atures to equilibrium. While the model in this thesis is formulated to reproduce
the Landau-Teller law (2.51) with relaxation time τint, McCormacks 17-moment ap-
proximation is formulated for a general molecular collision potential. However, it is
straight-forward to match both coefficients, by adjusting the internal relaxation time
τint in Eq. (3.54).

For the shear stresses, one obtains:

PBn

(
c<icj>

)
= PFP

(
c<icj>

) cubic
model
= − p

µ︸︷︷︸
k2

σij. (3.56)

Here PFP
(
c<icj>

)
denotes the production term of the FP operator that is applied.

In case of Gorji‘s cubic model, this production term can be expressed by the shear
stresses. For McCormacks 17-moment approximation one can find:

P17-moment
(
c<icj>

)
=

8
5

nJ4︸︷︷︸
c2

σij. (3.57)

The collision integral J4 [112] depends on the underlying molecular collision model.
Again, both production terms feature a similar structure, the only differences are
relaxation constants k2 and c2. While the production term for the cubic model is ad-
justed so that the model reproduces a given viscosity µ in the Navier-Stokes limit,
McCormacks 17-moment approximation is formulated for general molecular colli-
sion models. As for the translational energy, it is straight-forward to match both
coefficients, by adjusting the viscosity µ in Eq. (3.56).

For the translational heat fluxes, one obtains:

PBn

(
cicjcj

)
= PFP

(
cicjcj

) cubic
model
= P17-moment

(
cicjcj

)
. (3.58)

Here PFP
(
cicjcj

)
denotes the production term of the FP operator that is applied. As

described in Subch. 2.3.1, the cubic model exactly matches McCormacks 17-moment
production term for heat fluxes.
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The production term for internal heat fluxes vanishes for the model in this thesis:

PBn (cien) = 0. (3.59)

In contrast, based on McCormacks 17-moment approximation one obtains:

P17-moment (cien) = −
2 n kB

3 cint
J6qint,i +

2 n
3

J7qi. (3.60)

Here qint,i = ∑n
∫

dcienc denotes the internal heat flux, cint the species specific heat
capacity per mass and J6 and J7 collision integrals [112]. Hence, the production terms
for internal heat fluxes do not display the same structure. This suggests incorrect re-
sults of the model (Eq. (3.8)) when considering internal heat fluxes. On the other
hand, Gorji et al. [53] argued that transport of internal energies is mainly driven by
translational mixing, which is determined by the production terms PΨ

(
mcicj

)
. For

this reason, Gorji et al. [53] did not include production terms for internal heat fluxes
when constructing the diatomic cubic model. Hence, the model (Eq. (3.8)) makes the
same assumption. Whether this simplification has an influence on the prediction
of internal energies and temperatures is determined by numerical experiments in
Subch. 3.6 of the thesis.

In summary the model (Eq. (3.8)) leads to similar production terms for internal en-
ergy, shear stresses and translational heat fluxes, compared to McCormacks 17-moment
approximation. This also indicates the same macroscopic moment equation and a
correct behavior of the model, at least for flows in the Navier-Stokes limit. Differ-
ences appear for the production term of internal heat flux. However, as mentioned
above, this deviations might have only little influence on the capability of the model
for predicting internal energies and temperatures. In contrast, when predicting heat
fluxes that are caused by excited internal energy states, results deviating from the
McCormack moment approximation are to be expected.

3.5 Solving stochastic equations of motion

This subchapter discusses stochastic jump processes that are described by the master
equation (3.20). Depending on the models that are employed for the rate coefficients
of the master equation, different algorithms are developed to calculate the temporal
evolution of internal energy states for a FP time step ∆t. The algorithms are deduced
based on Gillespie’s direct simulation method [46], which is briefly recalled below.
The direct simulation method provides an algorithm to simulate the stochastic jump
process underlying a master equation. The algorithm is based on the probability
density function P(τ, i, j), which describes the probability that a particle changes
its internal energy state i to state j in the time interval [τ, τ + dt]. The probability
density function P(τ, i, j) can be written as:

P(τ, i, j) = P1(τ, i) · P2(i, j). (3.61)
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/* iinit → initial energy state */

/* ifinal → final energy state */

/* tend → desired simulation time */

Set t = 0;
Set i = iinit ;
while true do

Sample a reaction time τ from P1(τ, i);
t = t + τ;
if t > tend, then

Set ifinal = i;
break;

else
Sample a new internal energy state j state from P2(i, j);
Set i = j;

end
end

Algorithm 1: Gillespie’s direct simulation method.

Here P1(τ, i)dt denotes the probability that an arbitrary transition from state i takes
place in the time interval [τ, τ + dt] and P2(i, j) describes the probability that a spe-
cific transition results in the excitation of state j. Gillespie found [46]:

P1(τ, i) = Ki · exp(−Ki τ), (3.62)

P2(i, j) =
Rij

Ki
, (3.63)

with the definition of Ki ≡ ∑j Rij.
In Alg. 1, the general procedure for Gillespie’s direct simulation method is summa-
rized. First, a random reaction time is generated from the distribution function in
Eq. (3.62). Afterwards, a new particle state is generated from the distribution (3.63).
The calculation is repeated alternately, until the desired simulation time is reached.

3.5.1 DLT model

In this subchapter a kinetic simulation algorithm for the DLT model is constructed.
When applying Eq. (3.26), the accumulated rates Ki can be evaluated:

Ki =
1

τintQ
∑

j
exp(−βεj) =

1
τint

. (3.64)

For the distribution function P1(τ, i) follows:

P1(τ, i) = P1(τ) =
1

τint
exp(−τ/τint), (3.65)

while the distribution function P2(i, j) becomes:

P2(i, j) = P2(j) =
1
Q

exp(−β εj). (3.66)
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/* Run the following algorithm for each particle */

Calculate a uniformly distributed random number R1 ∈ [0, 1];
if R1 > P(∆t), then

Energy state remains unchanged;
else

Calculate a uniformly distributed random number R2 ∈ [0, 1];
Set the new internal energy state to j = −bln(R2)c/(β · ε);

end
Algorithm 2: Kinetic simulation algorithm for the DLT model. The brackets
b•c denote the floor function.

The distribution function P2(i, j) has the same structure as the equilibrium distribu-
tion function of a quantized harmonic oscillator [10]. Hence, sampling a new energy
state from P2(i, j) can be perform similar to the calculation of an equilibrium state
for a quantized harmonic oscillator [10].
Since the probability distributions P1 and P2 do not depend on the initial transition
state, there is no need to perform the entire direct simulation method. Rather, it is
sufficient to test if only one transition takes place in the time interval ∆t. Therefore,
let P(∆t) denote the probability that an arbitrary transition takes place during the
time step ∆t. It can be found:

P(∆t) =
∫ ∆t

0
P1(τ)dτ = 1− exp(−∆t/τint). (3.67)

As a result, Alg. 2 to update internal energies for each particle over a time step ∆t
can be constructed.

3.5.2 CLT model

This subchapter constructs a kinetic simulation algorithm for the CLT model. The
algorithm can be constructed similar to the algorithm for the DLT model, only the
discrete energy states i and j are replaced by the continuous energies e and e′. For
the accumulated rates R(e) it can be found:

R(e) =
∫ ∞

0

β

τint
exp(−βx)dx =

1
τint

. (3.68)

/* Run the following algorithm for each particle */

Calculate a uniformly distributed random number R1 ∈ [0, 1];
if R1 > P(∆t), then

Energy state remains unchanged;
else

Calculate a uniformly distributed random number R2 ∈ [0, 1];
Set the new internal energy to e′ = −ln(R2)/β.

end
Algorithm 3: Kinetic simulation algorithm for the CLT model.
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For the probability distribution P2(e, e′) follows:

P2(e, e′) = P2(e′) = β · exp(−β e′). (3.69)

To sample a final transition state from P2(e, e′) a simple inversion method is used.
Expression (3.67) also applies to the CLT model. In summary, Alg. 3 to update energy
states for each particle can be constructed.

3.5.3 DLB model

This subchapter constructs a kinetic simulation algorithm for the DLB model. The
rate coefficients (3.49) for the DLB model depend on the initial and the final tran-
sition state. Therefore, the entire direct simulation method must be applied to cal-
culate the time evolution of internal energy states. For the probability distributions
(3.62) and (3.63) it can be found that:

P1(τ, i) = ∑
j

Rij(T) · exp
(
−∑

j
Rij(T) τ

)
, (3.70)

P2(i, j) =
Rij(T)

∑j Rij(T)
. (3.71)

/* Run the following algorithm for each particle */

/* iinit → initial energy state */

/* ifinal → final energy state */

Set t = 0;
Set i = iinit;
while true do

/* Sample new reaction time */

Calculate a uniformly distributed random number R1 ∈ [0, 1];
Set t = t− ln(R1)/ ∑j Rij;
if t > ∆t, then

Set ifinal = i;
break;

else
/* Calculate new energy state by an acceptance-rejection procedure */

while true do
Calculate uniformly distributed random numbers R2 ∈ [0, 1] and
R3 ∈ [0, 1];

Set j = bNmax ·R2c;
if P2(i, j) < R3, then

Set i = j;
break;

end
end

end
end

Algorithm 4: Kinetic simulation algorithm for the DLB model.
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A simple inversion method may be applied to sample a reaction time from the dis-
tribution function (3.70). A new internal energy state is sampled from (3.71) through
an acceptance-rejection procedure [45]. In summary, Alg. 4 describes the scheme for
updating internal energy states for the DLB model. Recall, that Nmax denotes the
number of energy states, included in the lookup table.
The number of iterations required to complete the algorithm strongly depends on
the time step size and the size of the accumulated rates 1/Ki = 1/ ∑j Rij. Since Ki
depend on the initial state i, it is in general a complex task to compute this number.
The computational effort for the algorithm is discussed in more detail in Subch. 3.7

3.6 Test cases

The validity of the method has so far only been discussed in the Subch. 3.4 on the
basis of theoretical considerations. To expand on these considerations , the follow-
ing subchapter examines the applicability of the method using numerical test cases.
Particular attention is paid to test cases that are representative for the flow phenom-
ena in rarefied hypersonic environment.
It should be noted that this subchapter does not fully examine the validity range of
the method. As described in Subch. 2.3.5, this involves a lot of work and is beyond
the scope of this thesis. Instead, the applicability of the method is demonstrated for
a few, but important test cases.
Please note, that all calculation are performed with the cubic FP model that is de-
scribed in Subch. 2.3.
All simulations are performed for a molecular nitrogen model with VHS collision

parameters as listed in App. F in Tab. F.5 and a characteristic vibrational temperature
as listed in Tab. F.2. If not stated otherwise, the internal relaxation numbers listed in
Tab. F.5 are used. In order to calculate the viscosity, which is required to evaluate
the FP relaxation time τ, the VHS power law (2.49) is used. As reference viscosity
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y

shock

expansion
center

Heat bath: Spherical expansion:

Shock:

d

d = d∗ /
inflow boundary

FIGURE 3.2: Illustration of different test cases. Left upper: Heat bath test case as described
in Subch. 3.6.1. Right upper: Spherical expansion flow as discussed in Subch. 3.6.2. Bottom:

Flow past a shock wave as described in Subch. 3.6.3.
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µref = 1.656 · 10−5Pa s is applied, which is consistent with the employed VHS colli-
sion parameters [10]. Relaxation of rotational energies is modeled by the CLT model
and the vibrational relaxation process by the DLT as well as the DLB model.
For reference, DSMC simulations are performed. Rotational relaxation is described
by the continuous Larsen-Borgnakke model [14], while the vibrational relaxation
process is modeled by the quantized Larsen-Borgnakke model [6]. The scheme pre-
sented by Zhang et al. [147] (see App. A) is applied in order to select particle pairs
for inelastic collisions. To avoid different results due to numerical discretization, the
same spatial and temporal discretization is used for DSMC and kinetic FP simula-
tions, if not stated otherwise.
In order to perform the simulations the stochastic parallel rarefied-gas time-accurate
analyzer (SPARTA) is applied [39]. SPARTA is an open source DSMC solver, devel-
oped by the Sandia National Laboratories. The author extended the SPARTA code
by implementing the kinetic FP methods presented in this chapter and by the selec-
tion scheme of Zhang et al. [147].
Figure 3.2 illustrates test cases that are investigated in Subch. 3.6.1 to Subch. 3.6.3.

3.6.1 Heat bath

In order to verify that the proposed models reproduce a correct relaxation behavior,
relaxation of internal energies is studied. Therefore, internal energies are initially set
according to an internal temperature which is not in equilibrium with the transla-
tional temperature. Afterwards, relaxation to equilibrium is studied.
Simulations are performed for a homogeneous, isothermal heat bath (Fig. 3.2). The
simulation boundaries are chosen to be periodic in all three space dimensions in or-
der to avoid the influence of particle-wall interactions. At the beginning of each sim-
ulation, rotational and vibrational particle energies are set according to a Boltzmann
distribution with Trot,0 = Tvib,0 = 3000 K. The particle velocities are set according to
a Maxwell distribution with temperature T0 = 9000 K. During the simulation, the
particle velocities are scaled in each time step to achieve a constant translational tem-
perature. For the sake of simplicity, the same relaxation numbers Zrot = Zvib = 0.2
are used for rotational and vibrational relaxation. For each simulation, a single grid
cell with 4000 particles is simulated. Since the relaxation process is an unsteady phe-
nomenon, no time averaging can be carried out. Instead, the results of 100 different
simulation runs are averaged in order to reduce the statistical scatter of the results.
The left side of Fig. 3.3 shows the relaxation process of the rotational temperature
towards equilibrium. A good agreement between FP and DSMC results can be ob-
served with both schemes and the rotational temperature reaches the correct equi-
librium temperature T0 = 9000 K.

The right side of Fig. 3.3 shows five different distribution functions of rotational
energies along the relaxation process. The times at which the distribution functions
are calculated are marked in the left plot of Fig. 3.3. The equilibrium distribution
f4 obeys a Boltzmann distribution and is correctly predicted by the FP method. In
contrast, the non-equilibrium distributions f1, f2 and f3 can not be described by a
Boltzmann distribution. For this case, FP results deviate from DSMC results. This
can be expected, since the CLT model is not constructed to reproduce a correct non-
equilibrium distribution function. In particular, the CLT model predicts a larger pop-
ulation of high energy states than the DSMC method. This effect may be explained
as follows. The Larsen-Borgnakke model distributes new internal energy states due
to inelastic particle collisions according to an equilibrium distribution function, with
the restriction to conserve the total collision energy. With the rate coefficients (3.36),
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the FP model also distributes new internal energies according to an equilibrium dis-
tribution function. However, since no collisions are modeled in the FP algorithm,
new internal particle energies are not constrained by the requirement to obtain a
specific total collision energy. Therefore, the CLT model may populate high energy
states faster than the DSMC Larsen-Borgnakke model.
The left side of Fig. 3.4 shows the relaxation behavior of the vibrational temperature.
Good agreement between FP and DSMC results can be observed. Since the DLT and
the DLB model are constructed to obey the Landau-Teller law, both models show an
identical relaxation behavior for macroscopic temperatures.
The right side of Fig. 3.4 shows the population of the first three vibrational levels
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along the relaxation process. While the equilibrium population at the end of the re-
laxation process is correctly predicted by both FP models, the non-equilibrium pop-
ulation during the relaxation process is only correctly captured by the DLB model.
This result is expected, since only the DLB model is constructed to correctly repro-
duce microscopic non-equilibrium energy states.

3.6.2 Spherical exansion flow

The spherical expansion flow is investigated [10]. As illustrated in Fig. 3.2, this test
case describes the expansion of a gas emerging from a point source. The gas features
a strongly decreasing particle density with increasing distance from the expansion
center. Hence, this test case provides a good example for checking the performance
of the FP models for describing expansion effects, such as freezing of internal ener-
gies.
As described by Bird [10], the spherical symmetry of the test case is exploited to
employ a one-dimensional calculation. Only the supersonic part of the expansion
is modeled. To determine the inflow conditions an isentropic expansion up to the
inflow boundary is assumed. Hence, the temperature T∗ and particle density n∗ at
the inflow boundary can be calculated as follows [5]:

T0

T∗
= 1 +

γ− 1
2

M∗2, (3.72)

n0

n∗
=

(
1 +

γ− 1
2

M∗2
) 1

γ−1

. (3.73)

The quantities T0 and n0 denote the reservoir temperature and density, M∗ is the
Mach number at the inflow boundary and γ denotes specific heat capacity ratio. A
Knudsen number may be defined by [10]:

Kn =
λ0

d∗
, (3.74)

with the reservoir mean free path λ0 and the distance d∗ between the inflow bound-
ary and the origin of the expansion.
A typical characteristic of strong expansion flows is the formation of an anisotropic
velocity distribution function (see App. E). To characterize this effect, a parallel and
perpendicular temperature are introduced:

T‖ ≡
m
kB

〈
c2
‖| f
〉

, (3.75)

T⊥ ≡
m
kB

〈
c2
⊥| f
〉

. (3.76)

where c‖ and c⊥ refer to the components of the thermal particle velocity parallel and
perpendicular to the direction of the expansion. An anisotropic velocity distribution
function exists when T‖ 6= T⊥.
As reservoir temperature and particle density, T0 = 300 K and n0 = 4 · 1022 1/m3

are chosen. The inflow Mach number is set to M∗ = 1.2, since for M∗ > 1 a su-
personic expansion flow exists. Because of the small temperature, the vibrational
excitation is neglected for this test case. Rotational energies are assumed to be fully
excited at the inflow boundary. Hence, the specific heat capacity ratio in Eq. (3.72)
and Eq. (3.73) becomes γ = 1.4. Therefore, the inflow temperature and density are
set accordingly to T∗ = 233 K and n∗ = 2.12 · 1022 1/m3. The distance between the
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origin and the inflow boundary is chosen to be d∗ = 0.1 m. Therefore, the Knudsen
number becomes Kn = 3.24 · 10−4. Please note that the distance d∗ is an input pa-
rameter of the simulation and is selected in such a way that a near continuum flow
is achieved at the inflow limit. The flow is simulated for a distance of d∗ to 10d∗

from the origin. The domain is divided to 2000 equal-sized grid cells, resulting in an
under resolved DSMC- simulation in the inflow area. Therefore, a collision partner
selection scheme is applied to obtain meaningful DSMC results [40]. The time step
size is set to ∆t = 1 · 10−7 s, which resolves the particle mean collision time in the
inflow area. The scaling factor FN is adjusted to obtain between 140 and 280 particles
per cell.
The left side of Fig. 3.5 shows the temperatures distributions of T, T‖, T⊥ and Trot
along the expansion. The inflow boundary is located on the left side. On the abscissa
the distance from the origin based on the distance d∗ is plotted. At the inflow bound-
ary an equilibrium state is assumed. Consequently all temperatures are identical.
For a distance greater than approximately 3 · d∗ from the origin, differences between
the temperatures T‖ and T⊥ can be detected, suggesting an anisotropy of the veloc-
ity distribution function. In addition, rotational modes become frozen. This effect
may be explained by the decreasing particle density and temperature with progres-
sive expansion, which results in a decreasing collision frequency. Therefore, from a
certain point in the expansion flow, there are no longer enough inelastic collisions
to equalize rotational and translational temperatures. Good agreement between the
CLT model and DSMC simulations can be observed. Except of small deviations in
the rotational temperature distribution for a distance of d > 8d∗ from the origin, dif-
ferent temperature distributions are correctly predicted by the FP method.
The right side of Fig. 3.5 shows three different rotational energy distribution func-
tions f0, f1 and f2 along the expansion process. The positions in the flow field, where
the distribution functions are calculated, are marked in the left part of Fig. 3.5. Good
agreement between FP and DSMC results can be observed. In particular, both mod-
els show a Boltzman distribution of internal energies. This can be explained by the
special type of the test case: With increasing expansion, inelastic collision become
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more and more rare and therefore the internal energies become frozen, which means
they change less and less. At the inflow boundary, the internal energies obey a Boltz-
mann distribution. Since the expansion is not disturbed by any external influences,
for example interaction with walls or an interaction with other flows, there is no rea-
son why the internal energies should deviate from the initial Boltzmann distribution.
Instead, they freeze in the Boltzman distribution.

3.6.3 Shock wave

A one dimensional shock wave flow is investigated. Since the thermal temperature
increases rapidly across a shock wave, this test case is well suited for investigating
the relaxation behavior of internal energy modes in combination with thermal non-
equilibrium effects.
Normally, a shock wave forms in front of a surface subjected to supersonic flow.
However, a test case in which a surface is simulated is more difficult to interpret
than a test case without a simulated surface, since in addition to the physical effects
in the shock wave, the interaction of the gas with the surface also has a significant
influence on the flow field. For this reason, a very special test case is considered in
the following, which allows to simulate a shock wave without the need to consider
additional surfaces.
The principle setup of the test case is illustrated in Fig. 3.2. The shock wave is mod-
eled completely in three dimensions. The x-direction is chosen as the flow direction,
while periodic boundary conditions are applied for the y- and z-boundaries.
In order for a shock wave to develop, even without the presence of a surface, the
boundary conditions at the inflow and outflow surfaces must be set correctly: Par-
ticles must be generated on the inflow surface in accordance with the desired flow
conditions upstream of the shock wave. On the outflow surface, the piston bound-
ary condition, as defined by Bird [10], should be used. This boundary condition
simulates the influence of a moving piston downstream of the shock wave and leads
to the generation of a shock wave between the inflow and outflow surfaces. Sim-
ply spoken, the piston boundary condition replaces the effect of a surface. To get
a stable shock wave, the piston boundary condition must be adapted to the flow
condition that develop in the downstream area of the shock wave. In addition, the
stabilization algorithm described by Bird [10], which suppress a non-physical ran-
dom movement of the shock wave, must be used. This algorithm takes the flow
conditions in the upstream and downstream area of the shock wave as input pa-
rameters. Hence, in summary, the flow conditions up and downstream of the shock
wave must be known in advance, to set up the piston boundary condition and the
stabilization algorithm.
It should be noted that the entire area of the shock wave is simulated. This means

in particular that the entire relaxation process of the internal energies is modelled.
Since the inflow temperature is significantly smaller than the characteristic vibra-
tional temperature θ, the vibrational energy mode is not fully excited for this test
case. Hence, the heat capacity ratio γ is non-constant over the shock wave and the
well known Rankine-Hugoniot equations [5] cannot be applied to link the flow con-
ditions in front of and behind the shock wave. Instead, the flow conditions behind
the shock wave are calculated numerically from the inflow conditions, by solving the
conservation equations across the shock wave, assuming a temperature dependency
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of γ:

γ(T) =
dtot(T) + 2

dtot(T)
=

7 + dvib(T)
5 + dvib(T)

. (3.77)

Here dtot(T) means the total number of excited degrees of freedom and dvib(T) the
number of excited vibrational degrees of freedom as given by Eq. (3.25).

A shock wave with an upstream Mach number of M1 = 10 is considered. For
the upstream density and temperature n1 = 1020 1/m3 and T1 = 500 K are chosen,
which leads to a flow speed of v1 = 4557 m/s. As described above, the downstream
conditions are found numerically. In particular, the values n2 = 7.272 · 1020 1/m3,
T2 = 8363 K and v2 = 627 m/s are calculated. The shock wave is simulated over
a distance of 1.4 m in flow direction. For the DSMC simulation, the domain is di-
vided in 1000 equal sized grid cells in flow direction, resulting in a grid cell size
smaller than the smallest mean free path in the flow. In the FP simulations, the do-
main is divided in 250 equal sized grid cells. In both cases, the same time step size
∆t = 5 · 10−7 s is applied. The scaling factor FN is adjusted to obtain a number of 20
particles per cell in the upstream area.
Figure 3.6 shows the distributions of translational, rotational and vibrational tem-
perature across the shock wave. Due to the large vibrational relaxation time, the
vibrational temperature relaxes only slowly to equilibrium behind the shock wave.
In contrast, the rotational temperature closely follows the translational temperature
distribution. The FP method accurately reproduces DSMC results, only slight devi-
ations can be observed. However, such deviations are to be expected, since the FP
method loses validity in areas of strong thermal non-equilibrium [91, 52]. Again,
the DLT and the DLB model show no differences in the distribution of macroscopic
temperatures.
The right side of Fig. 3.7 shows the population of the first three vibrational levels.
The upstream and downstream equilibrium populations are given by a Boltzmann
distribution and are correctly predicted by both FP models. The DLB model also
captures non-equilibrium populations during the relaxation process, while the DLT
model fails in this area.
The left side of Fig. 3.7 shows three rotational energy distribution functions f0, f1 and
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f2 recorded at different positions of the flow field, which are marked in Fig. 3.6. For
the distribution f0, calculated in the upstream area of the shock wave, the FP result
deviates from the DSMC result. This can be expected, since the rotational tempera-
tures deviate from the translational temperature in this part of the flow. As described
in Subch. 3.6.1, the CLT model is not able to capture such a non-equilibrium energy
distribution. The distribution f1, calculated where the rotational energy mode is
nearly in equilibrium with the translational mode, is much better predicted by the
FP method. The distribution f2 is calculated where translational and rotational tem-
peratures are equalized. In this case the population of rotational energies obeys a
Boltzmann distribution, which is accurately predicted by the FP method.
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3.6.4 Flow past a perpendicular flat plate

In order to check the performance of the proposed models for a more complex test
case, a two-dimensional hypersonic flow over a perpendicular flat plate is consid-
ered. This test case features characteristics of the expansion and shock wave test
cases, described above. In addition, particle-wall interaction becomes important.
Figure 3.8 shows a sketch of the simulation domain. The length l and the width b

of the plate are set to l = 0.2 m and b = 0.02 m. The domain length in flow direction
is set to Lx = 0.46 m and in cross direction to Ly = 0.25 m. The distance Lp between
the inflow boundary and the plate is set to 0.2 m. The symmetry of the problem is
exploited and a half-body calculation is performed. For the inflow temperature and
number density T∞ = 500 K and n∞ = 1.3 · 10211/m3 are chosen, resulting in a in-
flow Knudsen number of Kn = 0.005, based on the length of the plate. The inflow
velocity is set to v∞ = 2278.5m/s, leading to an inflow Mach number of M∞ = 5.

In the DSMC simulation the grid cells are adapted step wise to the local mean
free path. In the FP simulations the flow domain is divided into areas with different
grid resolutions, as indicated in Fig. 3.8. The domain Σ0 features a mesh with a grid
cell size of (2.5× 2.5) mm. The sizes in the other domains are refined as indicated
in Fig. 3.8. Note that the domains are arranged to properly resolve the shock wave
structure and the boundary layer. For the FP and DSMC simulations the same time
step size ∆t = 2 · 10−7 s is applied, which resolves the mean collision time in the
stagnation point. The scaling factor FN is adjusted to obtain a minimum number
of 10 particles per cell. The FP simulations have converged after 15,000 time steps,
while DSMC simulation reaches convergence after 60,000 time steps. Please note
that the differences in the convergence behavior are due to the fact that the grid cells
in the DSMC simulation are gradually adapted to the mean free path at the begin-
ning of the simulation. Otherwise, the DSMC simulation would converge with the
same speed as the FP simulations.
In order to better interpret the following results, the local Knudsen number in the
flow field is shown Fig. 3.9. The Knudsen number is calculated based on the length
of the plate and the local mean free path as given by Eq. (2.9). In the windward area
of the plate, the Knudsen number is in the order of 0.05 and smaller. This is due to
the fact that the particle density in front of the plate is increased compared to the
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FIGURE 3.9: Local Knudsen number, based on the length of the plate
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FIGURE 3.10: Translational (left), rotational (middle) and vibrational (right) temperatures
for the flat perpendicular plate test case.

inflow area. On the leeward side of the plate, the Knudsen number increases by a
factor of 10 compared to the inflow area. This results from the particle density in
this area, which decreases to the same extent. In this area, Knudsen numbers of up
to 0.05 are reached. It should be noted here, that the Knudsen number is defined
based on the length of the plate. If the Knudsen number were defined e.g. based on
the width of the plate, then Knudsen numbers up to 0.5 would be achieved. In this
respect, the flow in this area can be described as highly rarefied. Fokker-Planck and
DSMC simulation produce nearly the same Knudsen number distribution over the
flow field. Smaller deviations only occur behind the plate. These can be explained
by the strong dilution in this area.
Figure 3.10 shows the translational, rotational and vibrational temperature distribu-
tions. Since the DLT and DLB model show no differences in macroscopic tempera-
ture distributions, only the results of the DLB model are shown in Fig. 3.10. Larger
differences between DSMC and FP results occur only in the wake region behind the
plate. This was to be expected since, as mentioned above, this is an area of high
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FIGURE 3.11: Population of the first excited vibrational level. Left: DLT model is used for
the FP simulation. Right: DLB model is used for the FP simulation
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the stagnation line. Lines: DSMC results. Circles: FP-DLB results. Crosses: FP-DLT results

dilution, so the underlying FP method loses its validity. However, in addition to the
decreasing validity of the FP operator in this region, the internal energy exchange
models developed in this chapter are also based on the assumption of thermal equi-
librium and therefore become invalid for highly dilute gases: In the DLT and the
CLT model the internal relaxation time τint = Zint/νcoll must be defined, which char-
acterizes the speed of relaxation of internal energies. This relaxation time is defined
based on the equilibrium mean collision frequency (Please consider Eq. (3.27) for ref-
erence) which is only valid for flows in equilibrium. Similar, for the DLB model an
equilibrium distribution of the relative particle velocities is applied to determine the
rate coefficient Rij (Please consider Eq. (3.44) for reference). This assumption is also
only valid for flows in equilibrium. Therefore, the models for internal energy relax-
ation lose their validity in areas of strong non-equilibrium, which might contribute
to the differences shown in Fig. 3.10.
Figure 3.11 shows the population of the first vibrational level calculated by the two
different FP models. Except of the wake region, the DLB model accurately repro-
duces the DSMC results. The DLT model shows deviations to the DSMC results in
the relaxation regime behind the shock wave, which is consistent to the results in
Subch. 3.6.3.
The left side of Fig. 3.12 shows the distribution of the translational, rotational and
vibrational temperature along the stagnation line. In general, a good agreement be-
tween FP and DSMC results can be observed. No significant differences between the
DLT and DLB model are detectable.
The right side of Fig. 3.12 shows the population of the first three vibrational levels
along the stagnation line. A good agreement between the results of the DLB model
and the DSMC results can be observed. The DLT model reveals small deviations to
the DSMC results in the relaxation process directly behind the shock wave.

3.7 Efficiency considerations

The following subchapter discusses the efficiency of the proposed method. The first
part of the subchapter examines constraints on the overall FP time step size, intro-
duced by the numerical algorithms described in Subch. 3.5. In the second part, the
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computational effort of the method is discussed.

3.7.1 Restrictions on the time step size

In order to investigate possible restrictions on the time step size, the heath bath test
case described in Subch. 3.6.1 is considered. The relaxation of vibrational energies
is calculated by the DLT and DLB model, using different time step sizes. The CLT
model is not considered since it features a strong algorithmic similarity to the DLT
model and therefore no significant differences between the models are expected.
Figure 3.13 shows the relaxation of vibrational temperatures in an isothermal heat
bath with equilibrium temperature T0. No differences between the solutions are ap-
parent for different time step sizes. This is due to the the choice of the integration
schemes (see Subch. 3.5). These schemes exactly integrate the time evolution of in-
ternal energy states for the case that the translational temperature is constant. Since
this is the case for an isothermal heat bath, the solutions are independent of the time
step size.
For a more challenging investigation, the relaxation of vibrational temperature in an

adiabatic heat bath is considered. In contrast to the isothermal heat bath, the trans-
lational temperature can change here. Hence, the results are expected to be sensitive
to the time step size.
As indicated in Fig. 3.14 numerical results confirm these expectations. While almost
no differences between calculations with ∆t = 0.1 τvib and ∆t = 0.2 τvib can be de-
tected, deviations for ∆t = 0.5 τvib clearly emerge.
These results indicate that the time step size ∆t is limited by the internal relaxation
time τvib. Although this condition appears to be very restrictive, it should be noted
that it is not a major limitation for most applications. When it becomes necessary to
model the relaxation behavior of internal energy, the internal relaxation time must
be in the same order of magnitude as a characteristic time of the flow τc:

τint ∼ τc. (3.78)

Otherwise, the flow could be modeled as frozen or in equilibrium and a detailed
modeling of the internal modes as presented in this work would not be necessary.
However, the simulation time step ∆t should always be limited by a characteristic

T/T0

0.3

0.7

1.1

0 1 2 3
time / τvib

0.3

0.7

1.1

0 1 2 3
time / τvib

0.1 τvib

0.2 τvib

0.5 τvib

∆t

DLT DLB

T/T0

FIGURE 3.13: Relaxation of vibrational temperature in an isothermal heat bath calculated
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flow time τc:
∆t < τc, (3.79)

since the simulation could otherwise not resolve important flow structures. When
combining Eq. (3.78) and Eq. (3.79) it becomes clear that the time step ∆t is naturally
limited by the internal relaxation time τint. Hence, time step limitations that are
induced by the DLT and DLB model should not be more restrictive than the time
step size required to resolve unsteady flow features.

3.7.2 Computational efficiency

The computational efficiency of the proposed method is investigated. Since other
authors [53, 56, 57, 91, 88, 76, 120] already compared the computing effort of the cu-
bic FP model with DSMC calculations for different flows, this is not repeated here.
Instead the computational effort of the cubic FP model in combination with the pro-
posed DLB and DLT models is compared to the effort of a pure, monatomic cubic FP
calculation.
The computational efficiency of the proposed models is studied by considering the
previously described heat bath testcase (see Subch. 3.6.1). Calculations are performed
for 100 time steps with varying time step size. Figure 3.15 shows the computing time
required to update particle velocities and internal energy states per time step. The
y-axis is normalized to the computing time that is required for a monatomic cubic
FP calculation.
Since no internal energy states are updated for the monatomic FP calculation, it fea-
tures the lowest computing time and the results are independent of the the time
step size. When applying the DLT model, the computing time is approximately 15%
higher than that of the monatomic calculations, due to the need for updating inter-
nal energy states. The computing time for the DLT model increases only slightly for
larger time steps. This results form the scheme for updating internal energy states,
as described in Subch. 3.5.1, where each particle is assigned an internal energy state
at maximum once per time step.
When applying the DLB model, the computational effort increases with increasing
time step size. This is due to the Gillespie algorithm calculating the full evolution of
internal energy states over a time step. However, time step sizes that are larger than
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the internal relaxation time are unrealistic for well-resolved FP simulations. For a
realistic scenario with ∆t = 0.2τvib, the computational effort for the DLB model is
about 30% higher than for the monatomic calculations.

3.8 Summary and conclusion

In this chapter, a novel method was described that can be used to extend kinetic
Fokker-Planck methods, specifically the cubic kinetic FP method, to simulate inter-
nal energy levels of diatomic molecules. The method is based on a master equation,
which is used to describe the time evolution of the internal energy levels. The mas-
ter equation is not solved directly, instead corresponding stochastic processes are
simulated. Three different models for the rate coefficients of the master equation are
proposed, which can describe the energy levels at different levels of detail: While the
CLT and DLT models allow simulating continuous and discrete energy levels relax-
ing according to the Landau-Teller law, the DLB model is able to describe the micro-
scopic evolution of discrete energy states in accordance with the Larsen-Borgnakke
model.

The models were tested against the DSMC method in a series of test cases relevant
to hypersonic gas flows using N2 as test gas. Here, the CLT model is used to model
the rotational energy levels, while the DLT and DLB models are used for the vibra-
tional modes. As an important result, it is found that the CLT model describes well
the temperature distribution of strongly expanding gases. Relevant phenomena, in
particular the freezing of internal energy modes and the formation of an anisotropic
velocity distribution, are accurately captured by the models as long as no external
influences, such as interaction with walls, disturb the expansion. Furthermore, all
models describe the distribution of rotational and vibrational temperatures along a
shock wave very accurately for an inflow Mach number of 5. Despite small devia-
tions, the width of the shock wave can be predicted well. With similar accuracy, the
distribution of vibrational energy levels can be predicted by the DLB model. Since
shock waves with a smaller inflow Mach number tend to have a smaller deviation
from equilibrium, it can be assumed that the models can also describe shock waves
with a Mach number smaller than 5 with at least the same accuracy.
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To assess the usefulness of the master equation model from this chapter, it makes
sense to compare it to other models available in the literature for describing internal
energies in the context of kinetic FP. In particular, the models of Gorji et al. [53], Pfeif-
fer [119], and Mathiaud et al. [111] are used below for this comparison: The model
of Gorji et al. [53] and Mathiaud et al. [111] make use of a Fokker-Planck equation
to describe internal energies, while the model of Pfeiffer [119] is based on the BGK
equation and is, in contrast to the others models, also able to describe discrete energy
levels. All models have in common that the internal temperatures relax according
to the Landau-Teller law. Thus, if the models were compared in a simulation study
with the master equation model from this thesis, all would be expected to give very
similar results for the distribution of temperature. On the other hand, the master
equation model from this chapter uses a fundamentally different mathematical ap-
proach than the previously published kinetic FP models. In particular, it is the only
model that allows the relaxation behavior to be specified based on rate coefficients.
This results in a significant advantage: While the specific form of the models of Pfeif-
fer [119], Mathiaud et al. [111], and Gorji et al. [53] makes it difficult to fit them to
relaxation laws other than the Landau-Teller law, 2 this is not the case for the mas-
ter equation model from this chapter. By choosing appropriate rate coefficients, the
master equation model can be adapted to a wide range of relaxation phenomena.
This was shown by the example of the DLB model, which was constructed to ex-
actly reproduce the relaxation behavior given by corresponding DSMC models.

In general, by a suitable choice of rate coefficients, it is possible to fit the master equa-
tion model to any DSMC models describing internal relaxation phenomena. This
offers two major advantages. First, it facilitates the coupling of the DSMC method
with the kinetic FP method, since consistent physical modeling of both methods can
easily be achieved. This is essential for a meaningful coupling of the two methods
and a big advantage over classical continuum methods, where a lot of effort has
to be spent to achieve such a consistent modeling with DSMC [130]. Second, no
fundamentally new models for describing internal energy relaxation need to be de-
veloped for the FP method. Instead, already validated DSMC models can simply
be integrated into the method. This is a great advantage because it allows the FP
method to draw on the wide range of DSMC models that have been developed in
recent years. For example, it should be possible to develop models for polyatomic
molecules with more than two atoms with relatively little effort by simply referring
to corresponding DSMC models.

2The model of Pfeiffer [119] provides only a single parameter to fit the relaxation behavior, while
the specific modeling approach of Gorji et al. [53] and Mathiaud et al. [111] makes it hard to fit the
models to other relaxation laws than the Landau-Teller law.
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Chapter 4

Modeling of hard sphere gas
mixtures

This chapter describes an approach for modeling gas mixtures within the kinetic
Fokker-Planck method.
The approach is based on the ideas of Gorji et al. [51] (see Subch. 2.3.4) who con-
structed a kinetic FP model for describing binary gas mixtures, assuming that parti-
cles interact according to the mathematically simple but physically unrealistic Maxwell
molecular model.
The model presented in this chapter features two major improvements compared
to this model. The proposed model can not only describe binary gas mixtures, but
also mixtures with any number of species. In addition, particle interaction is mod-
eled using the hard sphere collision model. Compared to the Maxwell molecule
model, the HS model is advantageous, since it can better capture transport proper-
ties and phaenomena for many gases. For example, the HS model is able to model
the thermodiffusion effect, which is not the case with the Maxwell molecule model
[30]. Also, the HS collision model leads to a square root dependence of viscosity on
temperature, while the Maxwell model leads to a linear dependence [10]. The first is
a better approximation for some relevant gases in spacecraft related aerodynamics,
such as H2, N2 or CO [10].
The structure of this chapter is as follows. Subchapter 4.1 describes the construction
of the FP operator. In Subch. 4.2 a corresponding stochastic solution algorithm is de-
rived. Test cases to verify the model are presented in Subch. 4.3. Finally, Subch. 4.4
presents the conclusion of this chapter.

Please note that the main parts of this chapter have been published in reference [74].

4.1 Fokker-Planck model for hard sphere mixtures

As described in Subch. 2.3.4, the set of Boltzmann equations (2.37) is approximated
by a set of Fokker-Planck equations:

∂ f (α)

∂t
+ v(α)i

∂ f (α)

∂xi
+

F(α)
i

m(α)

∂ f (α)

∂v(α)i

= −
∂
(

f (α)A(α)
i

)
∂v(α)i

+
∂2
(

f (α)D(α)
)

∂v(α)i ∂v(α)i︸ ︷︷ ︸
S(α)

FP

. (4.1)
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The FP operator S(α)
FP is a model parameter that should be selected as sensibly as

possible 1. In the following it is described how this is constructed.
Please note that a similar approach is followed for the construction of the FP operator
as for monatomic gases described in Subch. 2.3.1: The operator is first constructed
in such a way that the model delivers correct results in the limit of small Knudsen
numbers. Then numerical test cases are used to check whether the resulting model
is also suitable for modeling more rarefied gas flows.
In particular, the species specific drift coefficients A(α)

i and the diffusion coefficients
D(α) are constructed, so that the Fokker-Planck model correctly predicts species tem-
perature, diffusion velocity, shear stress and heat flux distributions in the limit of
small Kudsen numbers. This leads to the conservation of mass, momentum and en-
ergy as well as a correct prediction of the transport coefficients for the mixture in the
limit of small Kudsen numbers. To fulfill these requirements, the FP operator must
reproduce lower order Boltzmann production terms in the limit of small Knudsen
numbers:

P(α)
Boltz (X)

!
= P(α)

FP (X) , (4.2)

X ∈
{

c(α)i , c(α)i c(α)i , c(α)<i c(α)j> , c(α)i c(α)j c(α)j

}
.

In order to construct a FP model which satisfies relation (4.2), production terms must
be evaluated. Since the FP model is intend to describe particles interacting through
the HS collision model, Boltzmann production terms must be derived based on the
same assumption. It is worth noting, that calculating production terms for the Boltz-
mann collision operator is generally a non-trivial task. In particular for the HS colli-
sion model, it is not possible to calculate Boltzmann production terms independently
of the distribution function.
In this thesis the results of Gupta [63] are applied, who evaluated P(α)

Boltz (X), assum-
ing the HS collision model and a distribution function according to Grad’s 13 and
26 moment method. Because Grad’s moment method only applies for low Knud-
sen number gases, the resulting production terms are only valid for near continuum
flows. However, since the identity (4.2) must be true only in the limit of small Knud-
sen numbers, the results of Gupta [63] may be still applied for this work. In App. C.1,
these results are discussed in more detail.
For the FP operator, production terms can be calculated independently of the distri-
bution function, which is discussed in more detail in App. C.2.
Similar to the work of Gorji et al. [51], a Fokker-Planck operator with a linear drift
coefficient is constructed. This correctly predicts the evolution of the species tem-
peratures and the species mass diffusion in the limit of small Knudsen numbers. In
a second step, the drift coefficient is extended by a higher order expression in the
thermal particle velocities, which leads to a correct prediction of the species shear
stresses and heat fluxes in the limit of small Knudsen numbers.

1The reader should note that the definition of the diffusion coefficient in the FP operator in Eq. (4.1)
differs from the definition of diffusion coefficients in the previous parts of this thesis by a factor of 1/2
and the square root. The different definition was introduced to simplify the following equation and to
be consistent with the reference [74].
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4.1.1 Linear model

The drift coefficient A(α)
i is chosen so that the model predicts correct diffusion veloc-

ities in the limit of small Knudsen numbers. This requirement is satisfied, when ex-
pression (4.2) is fulfilled for X = c(α)i . Applying the production terms Eq. (App.C.13)
and Eq. (App.C.27), expression (4.2) leads to:

−
Ns

∑
β=1

ν(αβ)µ(β)

[
5
3

ρ(α)
(

u(α)
i − u(β)

i

)
+

1
6θ̂(αβ)

(
ĥ(α)i −

ρ(α)

ρ(β)
ĥ(β)

i

)]
!
= m(α)

〈
A(α)

i | f
(α)
〉

(4.3)
Recall, that α and β refer to different particle species, ρ(α) means the species density,
µ(α) denotes the reduced mass of a particle, ν(αβ) can be interpreted as collision fre-
quency between species, u(α)

i refers to the i-th component of the average flow velicity,

h(α)i denotes reduced heatflux and θ̂(αβ) can be interpreted as reduced temperature.
For more details, please refer to Subch. 2.1.3 and App. C.1. The following choice for
the drift coefficient A(α)

i satisfies Eq. (4.3):

A(α)
i ≡ −

Ns

∑
β=1

ν(αβ)µ(β)

[
5
3

(
ĉ(α)i − u(β)

d,i

)
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1
6θ̂(αβ)

(
1

ρ(α)
ĥ(α)i −

1
ρ(β)

ĥ(β)
i

)
︸ ︷︷ ︸

(∗)

]
(4.4)

≡ −s(α)c(α)i + K(α)
i , (4.5)

Please note, that ĉ(α) denotes the thermal particle velocities as defined by Eq. (2.28).
The species heat fluxes ĥ(α) are defined as given by Eq. (App.C.9). The collision
frequencies s(α) are given by:

s(α) ≡ 5
3

Ns

∑
β=1

ν(αβ)µ(β), (4.6)

where ν(αβ) is defined in Eq. (App.C.10). The constants K(α) are given by:

K(α)
i ≡ −
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∑
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ν(αβ)µ(β)
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5
3

(
u(α)

i − u(β)
i

)
+

1
6θ̂(αβ)

(
1

ρ(α)
ĥ(α)i −

1
ρβ

ĥ(β)
i

)
︸ ︷︷ ︸

(∗)

]
. (4.7)

The term marked by (∗) in Eq. (4.4) and Eq. (4.7) is responsible for the prediction of
the thermodiffusion effect as discussed in more detail in Subch. 4.3.3.
The diffusion coefficient is set so that the model predicts the correct evolution of
the species temperatures in the Navier-Stokes limit. This requirement is satisfied,
when Eq. (4.2) is fulfilled for X = c(α)j c(α)j . Applying production terms (App.C.17)
and (App.C.28), Eq. (4.2) leads to:

− 10
Ns

∑
β=1

ν(αβ)µ(β)ρ(α)

[
kB

m(α) + m(β)

(
T(α) − T(β)

)
− µ(β)

3

(
u(α) − u(β)

)2
]

!
= 2m(α)

〈
A(α)

i c(α)i | f
(α)
〉
+ 6ρ(α)D(α). (4.8)
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When using Eq. (4.5), one can obtain for the diffusion coefficient:

D(α) =
10
6

Ns

∑
β=1

ν(αβ)µ(β)µ(β)

[
kBT(α)

m(α)
+

kBT(β)

m(β)
+

1
3

(
u(α) − u(β)

)2
]

. (4.9)

The diffusion coefficient is always positive, which is an essential requirement for a
physically meaningful FP model.

4.1.2 Higher order model

In this subchapter, a higher order extension for the drift coefficient (4.5) is con-
structed, such that the FP model correctly predicts species shear stresses and heat
fluxes in the limit of small Knudsen numbers. Similar to the model of Gorji et al.
[51], the drift coefficient is extended as follows:

A(α)
i ≡ −s(α)c(α)i + K(α)

i + ψ
(α)
ij c(α)j + γ

(α)
i

(
c(α)j c(α)j −

1
n(α)

〈
c(α)j c(α)j | f

(α)
〉)

︸ ︷︷ ︸
N(α)

i

(
c(α)i

)
, (4.10)

with a symmetric matrix ψ
(α)
ij and a vector γ

(α)
i . Gorji’s cubic model (2.78) addi-

tionally contains a third-order parameter to ensure the stability of the model. This
is not included in expression (4.10), mainly because of the author’s experience that
the model is stable even without a stabilization parameter. If necessary, however, it
would be very easy to extend expression (4.10) by an additional third-order param-
eter.
The model parameters ψ

(α)
ij and γ

(α)
i must be chosen so that identity (4.2) holds for

X ∈
{

c(α)i , c(α)i c(α)i , c(α)<i c(α)j> , c(α)i c(α)j c(α)j

}
. For X = c(α)i expression (4.2) is satisfied since〈

N(α)
i | f (α)

〉
= 0 and the linear model already satisfies this requirement. Therefore

the parameters ψ
(α)
ij and γ

(α)
i are chosen so that:

P(α)
FP

(
c(α)i c(α)j

)
!
= P(α)

Boltz

(
c(α)<i c(α)j>

)
+

1
3

δijP
(α)
Boltz

(
c(α)l c(α)l
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, (4.11)

P(α)
FP

(
c(α)i c(α)c(α)

)
!
= P(α)

Boltz

(
c(α)i c(α)c(α)

)
. (4.12)

When using ∑i P(α)
Boltz

(
c(α)<i c(α)i>

)
= 0, it can easily be shown that Eq. (4.11) and Eq. (4.12)

lead to a fulfillment of Eq. (4.2) for X ∈
{

c(α)i c(α)i c(α)<i c(α)j> , c(α)i c(α)j c(α)j

}
. Using Eq. (4.11)

and Eq. (4.12) and applying Eq. (App.C.29) and Eq. (App.C.30), a system of nine lin-
ear equations for the nine parameters ψ

(α)
ij and γi can be deduced, which is discussed

in more detail in App. (C.3).
For the diffusion coefficient, the same expression is applied as in the linear model.
Note, that in thermal equilibrium the right side of the linear system (App.C.32) and
(App.C.31) vanishes, which implies that the model parameters ψ

(α)
ij and γ

(α)
i become

zero. Consequently, the higher-order model reduces to the linear model.
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4.2 Stochastic solution algorithm

In this subchapter a stochastic solution algorithm for the FP operator described in
Subch. 4.1.2 is derived. The algorithm is constructed to predict, for the case of a
homogeneous gas, a correct evolution of the species temperatures and diffusion ve-
locities, independently of the applied time step size. Consequently, the conservation
of energy and momentum is guaranteed.
The stochastic equations of motion that are consistent with the higher order model
are:

dV(α)
i

dt
= A(α)

i + 2
√

D(α)
dW(α)

i
dt

= −s(α)Cα
i + K(α)

i + N(α)
i

(
C(α)

i

)
+ 2
√

D(α)
dW(α)

i
dt

, (4.13)

dXi

dt
= V(α)

i . (4.14)

Here C(α)
i = V(α)

i − u(α)
i denotes the thermal part of the velocity V(α)

i . For the tem-

poral evolution of the the species flow velocity u(α)
i follows:

du(α)
i

dt
=

〈
dV(α)

i
dt

〉
= K(α)

i . (4.15)

Combining:

dV(α)
i

dt
=

d
(

C(α)
i + u(α)

i

)
dt

=
d
(

C(α)
i

)
dt

+ K(α)
i , (4.16)

with Eq. (4.13) yields a stochastic equation that determines the thermal particle ve-
locities:

d
(

C(α)
i

)
dt

= −s(α)C(α)
i + 2

√
D(α)

dW(α)
i
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L(α)

i

+N(α)
i

(
C(α)

i

)
. (4.17)

In order to solve Eq. (4.17), a similar approach as described in reference [56] is ap-
plied. The right side of Eq. (4.17) is divided into a linear part L(α)

i and a non-linear

part N(α)
i

(
C(α)

i

)
. Assuming constant macroscopic coefficients, for the resulting lin-

ear equation:
d
(

C(α)
i

)
dt

= −s(α)C(α)
i + 2

√
D(α)

dW(α)
i

dt
, (4.18)

an analytic solution can be found:

C(α),n+1
i = C(α),n

i exp
(
−s(α),n∆t

)
+

√
D(α),n

s(α),n
(
1− exp

(
−2s(α),n∆t

))
ξ
(α)
i . (4.19)

The indices n and n + 1 refer to the beginning and the end of the time step, ∆t de-
notes the time step size and ξ

(α)
i are independent standard normal deviates. For the

integration of the non-linear part N(α)
i

(
C(α)

i

)
a simple Euler scheme is applied. In
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summary, as solution for Eq. (4.17) can be found:

C(α),n+1
i = C(α),n

i exp
(
−s(α),n∆t

)
+ ∆tN(α)

i

(
C(α),n

i

)
+

√
D(α),n

s(α),n
(
1− exp

(
−2s(α),n∆t

))
ξ
(α)
i . (4.20)

Since the same logic was used for its derivation, expression (4.20) features a strong
similarity to the solution (2.64) for the cubic FP model.
The Euler integration of the non-linear part leads to a wrong prediction of the species
temperatures. This error can be corrected by a proper scaling of the new particle
velocities:

C(α),n+1 → ΞC(α),n+1. (4.21)

The scaling parameter Ξ is defines as:

Ξ =

√√√√ 3kBT(α),n+1/m(α)〈
C(α),n+1

i C(α),n+1
i

∣∣∣ f (α)〉 /n(α)
, (4.22)

where T(α),n+1 denotes the correct species temperatures at the end of the time step.
The temperatures T(α),n+1 are obtained as solution of a system of differential equa-
tion, that is discussed in more detail in App. C.4. The final particle velocity are cal-
culated as:

V(α),n+1 = Ξ · C(α),n+1 + u(α),n+1. (4.23)

The species flow velocities u(α),n+1 are also given from the system of differential
equations, described in App. C.4.
As described by Eq. (4.23), the final particle velocities are scaled and shifted to adopt
the species temperatures T(α),n+1 and flow velocities u(α),n+1 at the end of the time
step. These quantities are calculated based on the system of differential equations,
that is discussed in more detail in App. C.4. This system captures the time evolution
of macroscopic quantities for a homogeneous gas. As long as the system is properly
integrated, Eq. (4.23) leads to correct species temperatures and flow velocities in a
homogeneous flow, regardless of the time step size.
To calculate particle positions, Eq. (4.14) has to be integrated. For the sake of sim-
plicity, the solution as given by Eq. (2.65) is applied. In summary, particle positions
and velocities are updated as described in Alg. 5.

1. Evaluate the required statistical moments for every grid cell;
2. Solve the system (App.C.31) and (App.C.32) to obtain the model
parameters ψ

(α)
ij and γ

(α)
i for every grid cell;

3. Calculate the new thermal particle velocities using equation (4.20);
4. Solve the system (App.C.33) for every grid cell, applying(

u(α),n, T(α),n, h(α),n
)

as initial condition;

5. Calculate the final particle velocities using equation (4.23);
6. Calculate the final particle positions using equation (2.65);

Algorithm 5: Calculation of new particle positions and velocities.
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Due to the simple position integration scheme of Eq. (2.65), the time step should not
be much larger than the local mean collision time to avoid errors caused by numer-
ical diffusion. However, this limitation could be avoided by using more accurate,
but also more complex integration schemes. For example, integration schemes can
be defined that not only lead to correct temperatures and flow velocities in a ho-
mogeneous flow, as is the case with the scheme described above, but also to correct
higher-order velocity moments, such as shear stress or heat flux [84, 55, 35].

4.3 Testcases

In this subchapter, the proposed method is applied to various test cases in order to
discuss its performance for different gas flows. Figure 4.1 illustrates the setup of
different test cases. A He-Ar mixture is employed for all simulations. The molecu-
lar reference diameters, which are used to calculate the frequencies (App.C.10), are
listed in the appendix in Tab. F.1.
For all test cases, reference DSMC simulations using the same hard sphere collision
model are performed. To avoid different results due to numerical discretization, the
same spatial and temporal discretization is used for DSMC and FP simulations. All
simulations are performed using the SPARTA code [39], which is extended by the FP
method proposed in this chapter.

4.3.1 Heat bath

The relaxation behavior of diffusion velocities and temperatures to equilibrium is
investigated. Therefore, different species are initially assigned to different macro-
scopic flow velocities and temperatures. Afterwards, the relaxation to equilibrium
in a homogeneous, adiabatic heat bath is studied.
The test case setup is illustrated in Fig. 4.1. The simulation boundaries are chosen

Heat bath:

Tw

vw Ar reservoir He reservoir

x

y

Tw

(Superconic) Couette: Diffusion flow:

He particle

Ar particle

FIGURE 4.1: Illustration of different test cases. Upper: Heat bath test case as discussed in
Subch. 4.3.1. Left lower: Couette flow as discussed in Subch. 4.3.2 and Subch. 4.3.3. Right

lower: Diffusion flow as discussed in Subch. 4.3.4.
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He v(He). Right: Relaxation of the species temperature in terms of the initial He temperature
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0 . Lines: DSMC results. Circles: FP results.

to be periodic in order to avoid influences of particle-wall interaction. In order to
investigate the relaxation process of diffusion velocities, the particle velocities are
set at the beginning of the simulation according to a Maxwell distribution with a
temperature of Tmix = 300 K. The distribution of He velocities is additional shifted
by v(He)

0 = 180 m/s in x direction. To investigate the relaxation process of the species
temperatures, the particle velocities are set at the beginning of the simulation accord-
ing to a Maxwell distribution with a temperature T(He)

0 = 600 K for the He particles
and a temperature T(Ar)

0 = 300 K for the Ar particles. Please note that the values
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on the left. Please note that some of the results have been colored to better distinguish one
from another.
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described above were chosen in order to investigate the relaxation behavior as well
as possible. In particular, care was taken to ensure that the initial velocities and
temperatures differ sufficiently to achieve a high signal-to-noise ratio. Likewise, the
difference should not be too big, otherwise the test case will be unrealistic. For each
simulation, a single grid cell with a total number of 5000 particles is simulated. Since
both relaxation processes are non-stationary problems, the results of 100 calculations
are averaged for each case.
Figure 4.2 shows the relaxation process of the species flow velocities and temper-

atures. The simulation time t is normalized to an average collision time τ = 1/ν,
with ν defined as:

ν ≡ 1
2

[
ν(He-Ar) (T = 300 K) + ν(Ar-He) (T = 300 K)

]
=

16
5
√

πd(Ar-He)2

√
kB300 K
m(He)

+
kB300 K

m(Ar)
nmix, (4.24)

and nmix = n(He)+ n(Ar). The equilibrium values at the end of the relaxation process,
which are given by:

veq =
ρ(He)v(He)

0

ρ(He) + ρ(Ar)
= 60

m
s

, (4.25)

Teq =
n(He)T(He)

0 + n(Ar)T(Ar)
0

n(He) + n(Ar)
= 550 K, (4.26)

are correctly predicted by the FP method. Also, a good agreement between FP and
DSMC results during the relaxation process can be observed.
Figure 4.3 shows four different energy distribution functions calculated along the re-
laxation process of the species temperatures. Times when the distribution functions
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FIGURE 4.4: Left: Relaxation of the velocity distribution function for He particles. Right:
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the number of particles that can be found in a velocity interval dv(α) and volume element
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some of the results have been colored to better distinguish one from another.
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are calculated are marked in the right side of Fig. 4.2. Again, good agreement be-
tween FP and the DSMC results can be observed. The equilibrium distribution f (α)4

at the end of the relaxation process as well as the non-equilibrium distributions f (α)1 ,
f (α)2 and f (α)3 along the relaxation process are correctly predicted by the FP method.
Figure 4.4 shows two different particle velocity distribution functions at the begin-
ning and at the end of the relaxation process of the flow velocities. The particle

velocities are normalized with the most probable speed c∗(α) =
√

2 kB300 K
m(α) . Times at

which the distributions are calculated are marked on the right side of Fig. 4.2. Again,
good agreement between the results of FP and DSMC simulations can be observed.
In summary, the good agreement between FP and DSMC results is unexpected, since
production terms used for construction of the method are only valid for near contin-
uum flows, featuring similar species flow velocities and temperatures. This is clearly
not the case for the relaxation test cases shown in this subchapter. The key point is
the modeling approach used, in which each species is described by a separate dis-
tribution function. Thus, the model developed here can easily model different flow
conditions for different species, even though the production terms used only apply
to species with very similar flow conditions.

4.3.2 Couette flow

A Couette flow as sketched in Fig. 4.1 is investigated. The simplicity of this test
case makes it ideal for investigating the performance of the FP method for describ-
ing rarefaction phenomena, such as e. g. the slip effects in vicinity of walls.
The flow is modeled in three dimensions. The domain boundaries in x-direction are
modeled as fully diffusive walls with a temperature of Tw = 300 K. The left wall is
stationary, while the right wall moves in y-direction with a velocity of vw = 300 m/s.
The distance between both walls is set to 1 m, which is also used as reference length
scale for defining the Knudsen number. The domain boundaries in y- and z-direction
are set as periodic. Simulations are performed for different Knudsen numbers Kn ∈
{1, 0.5, 0.25, 0.05} assuming a constant mole fraction χ(He) = χ(Ar) = 0.5 and for dif-
ferent mole fractions (χ(He), χ(Ar)) ∈ {(0.25, 0.75), (0.5, 0.5), (0.75, 0.25)} assuming
a constant Knudsen number Kn = 0.05. The domain is divided in 100 equal sized
cells in x-direction, resulting in a cell size ∆x which is 7 times smaller than the mean
free path λ(He) and 3 times smaller than λ(Ar) for the smallest Knudsen number case.

The time step size is set to ∆t = ∆x
5·c∗(He)+300 m

s
≈ 2 · 10−6 s, where c∗(He) =

√
2 kB300 K

m(He)

denotes the most probable speed of a He particle. To reduce the amount of statistical
fluctuations, the scaling factor fN is set to obtain a minimum number of 200 parti-
cles per cell and per species. A steady flow is achieved after 50000 simulation time
steps. Subsequently, the under-relaxation technique as described in Subch. 2.3.2 is
applied, using a weighting factor of ν = 0.001. To obtain the final results, averages
are taken every 10 time steps to a total number of 90000 averages, with exception of
the case with the lowest Knudsen number, where the averages are taken every 100
time steps.
Figure 4.5 shows distributions of species flow velocities for cases with different
Knudsen numbers. For the case with the lowest Knudsen number, the flow is al-
most in the continuum regime. Hence, the shape of the velocity distributions is lin-
ear, both species adopt similar flow velocities and slip effects on walls are negligibly
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small. As the Knudsen number increases, rarefaction effects become important. Ve-
locity slip on walls can be observed, the velocity distributions adopt a non-linear
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shape and the velocity distributions separate. In particular, the He species shows
a larger flow velocity than the Ar species. The FP method accurately predicts slip
effects and the non-linear shape of the velocity distribution with increasing Knud-
sen numbers. Also, the separation of species flow velocities for the largest Knudsen
number case is in principal predicted.
Figure 4.6 shows shear stresses of Ar and He for cases with different Knudsen num-
bers. The large amount of scatter for the lowest Knudsen case may be explained as
the following: Because of the small Knudsen number, there are many collisions be-
tween particles. Therefore, a particle moves on average a shorter distance in a flow
with a small Knudsen number than in a flow with a larger Knudsen number. In ex-
treme cases, with very small Knudsen numbers and many collisions, it can happen
that the particles in one grid cell do not exchange with particles in other grid cells
over the time interval used for averaging. In such a case, the values that are used for
averaging are not independent of each other, which is expressed in greater noise in
the final result. The shear stresses decrease with increasing Knudsen numbers due to
the decreasing number density and pressure. For the case with the lowest Knudsen
number, good agreement is found between FP and DSMC results, whereas for the
higher Knudsen number cases the FP method slightly over predicts shear stresses
compared to the DSMC simulations. 2 Such deviations are to be expected, since
the FP method is constructed in such a way that it is valid in the limit area of small
Knudsen numbers. The behavior of the method far from equilibrium, however, has
not been taken into account so far. Deviations are greater for the He species, which
can be explained by the large mass ratio m(Ar)

m(He) ≈ 10, causing the He species to reach
thermal non-equilibrium faster.
Figure 4.7 shows species shear stresses for cases with different mole fractions. Due
to the decreasing partial pressure, the shear stresses decrease with decreasing mole
fraction. Independently of the mixture composition, shear stresses are accurately
predicted by the FP method.

2 In Fig. 4.6 it can be observed that the absolute deviation between DSMC and FP results remains
approximately constant with changing Knudsen number. However, since the shear stress decreases
with increasing Knudsen number, it follows that the relative deviation between DSMC and FP in-
creases with increasing Knudsen number.
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The reader should note, that a correct prediction of shear stresses and flow veloci-
ties in the continuum regime, as investigated in this subchapter, leads to a correct
prediction of viscosity for the entire mixture.

4.3.3 Supersonic Couette flow

Additionally, a supersonic Couette flow is investigated. In contrast to the subsonic
Couette flow studied above, the supersonic Couette flow features a supersonic wall
velocity. As a results, strong heat fluxes occur, that allow to study different phenom-
ena such as e. g. thermodiffusion.
The same simulation domain and spatial resolution as described in Subch. 4.3.2 for
the subsonic Couette flow is used, only the velocity of the moving wall is changed to
vw = 1000 m/s. Simulations are performed for a Knudsen number of Kn = 0.05 and
three different mole fraction χ(He) ∈ {0.25, 0.5, 0.75}. Later simulation results show,
that the species temperature increases up to Tmax ≈ 450 K along the simulation do-
main. Therefore, the time step size is adjusted to ∆t = ∆x

5·c∗(He)+1000 m
s
≈ 1 · 10−6 s with

c∗(He) =
√

2 kB450 K
m(He) . The scaling factor fN is set to obtain a minimum number 200
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(Black: Ar; Red: He)

particles per cell and per species. A steady flow is reached after 50000 simulation
steps, which was checked by observing the development of the flow field over the
simulation time. Because of the large signal to noise ratio no under-relaxation tech-
nique needs to be applied. To obtain the final result, averages are taken every 20
time steps up to a total number of 90000 averages.
The left upper picture in Fig. 4.8 shows the mixture flow velocity for the case with

a mole fraction of χ(He) = 0.5. As in the lowest Knudsen number case described in
Subch. 4.3.2, the velocity distribution is linear and slip effects are negligible. The FP
result fits very well the DSMC result.
The remaining pictures in Figure 4.8 show density distributions along the simulation
domain. The parabolic shape of the distributions is due to the parabolic shape of the
temperature distributions (see Fig. 4.9) and a constant pressure along the simulation
domain. A good agreement between FP and DSMC results can be detected. It is
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worth noting that a separation of species densities for the case with a mole fraction
of χ(He) = 0.5 occurs. Since the binary diffusion coefficient is symmetric [30], this
separation can not be caused by classical mass or pressure diffusion. Instead, the
separation effect is the result of thermodiffusion [10].
As described by Burgers [22], thermodiffusion is induced by interaction of heat
fluxes in production terms P(α)

(
c(α)i c(α)j c(α)j

)
. The term marked as (∗) in Eq. (4.7)

represents such an interaction. To further study this effect, FP calculations without
thermodiffusion are performed by simply neglecting this term. The left side of Fig. 4.9
shows resulting density distributions for the case with a mole fraction of χ(He) = 0.5.
While in the standard FP simulation thermodiffusion induces species separation, the
FP simulation with neglected term does not capture thermodiffusion and species
separation is consequently not predicted.
The right side of Fig. 4.9 shows the temperature distributions along the simulation
domain. The temperature increases with increasing He fraction due to an increase
of the dissipated flow energy. In addition, due to the supersonic wall velocity, non-
equilibrium effects can be observed. Species temperatures are separated and a sig-
nificant temperature slip occurs at the walls. With the exception of small deviations,
the FP method accurately reproduces the DSMC results.
Figure 4.10 shows the species shear stresses. The shear stresses are non-constant over
the domain, indicating a strong degree of thermal non-equilibrium. The boundary
layer is clearly indicated by a strong change of shear stresses. The FP method accu-
rately predicts the shear stress distributions expect of small deviations for the case
with a mole fraction of χ(He) = 0.75.
Figure 4.11 shows the distributions of the species heat fluxes. The distributions fea-
ture a non-linear linear shape, indicating a strong degree of thermal non-equilibrium.
The FP method accurately reproduces the DSMC results.

4.3.4 One-dimensional mass diffusion

A one-dimensional diffusion test case is investigated. Since this test case features
strong species separation, it is suitable for examining the performance of the FP
method to describe diffusion effects.
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The test case setup is illustrated in Fig. 4.1. The flow is treated as three-dimensional.
The lower x-boundary is modeled as reservoir of Ar particles and the upper x-
boundary as reservoir of He particles. Particles are generated at reservoir boundaries
as described by the stream boundary condition presented in Subch. 2.2.2, assuming
a vanishing flow velocity. For both reservoirs the same temperature T0 = 300 K
is set. The distance between the x-boundaries is set to 1 m, which is also used as
reference length scale to define the Knudsen number. For the y- and z-boundaries
periodic boundary conditions are applied. The reservoir densities are set according
to different Knudsen numbers Kn ∈ {0.5, 0.25, 0.1, 0.05} and a constant mole fraction
χ(He) = χ(Ar) = 0.5. The domain is divided in 100 equal sized cells in x-direction
resulting in a cell size of ∆x which is 7 times smaller than the mean free path λ(He)

and 3 times smaller than λ(Ar) for the smallest Knudsen number case. The simula-
tions show that the He flow velocity increases up to 800 m

s in x-direction. Therefore,

the time step size is set to ∆t = ∆x
5·c∗(He)+800 m

s
≈ 2 · 10−6 m

s with c∗(He) =
√

2 kB300 K
m(He) .

The number of simulated molecules is adjusted to obtain a minimum number of 15
particles per cell and per species. A steady flow is reached after 50000 simulation
steps, which was checked by observing the development of the flow field over the
simulation time. Because of the large signal to noise ratio no under-relaxation tech-
nique is applied. To obtain the final results, averages are taken every 10 time steps
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up to a total number of 90000 averages.
Figure 4.12 shows distributions of species densities. For the flow with the lowest
Knudsen number, good agreement between FP and DSMC results can be found. As
the Knudsen number increases, increasing differences can be detected. In particular,
the He density becomes over and the Ar density under predicted by the FP method.
Figure 4.13 shows the distribution of the species flow velocities. Even for the case
with the lowest Knudsen number small deviations between FP and DSMC results
can be detected. The reason for this disagreement can be explained by the produc-
tion terms that have been utilized to construct the FP method. The terms (App.C.1) -
(App.C.4) are of linear order. This approximation is only valid if differences between
the species flow velocities are small. This approximation is clearly not valid for this
test case. Even for the flow with the smallest Knudsen number differences between
species flow velocities are dominant.
As the Knudsen number increases differences between DSMC and FP results in-
crease. In particular the He velocity is under predicted and the Ar velocity is over
predicted by the FP method. Since the species mass flux must be constant, the de-
viation in the flow velocities also explains the previously observed deviations in the
density distribution.
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4.4 Summary and conclusion

In this chapter, a procedure has been developed to simulate gas mixtures with
multiple species within the framework of the kinetic FP method. For this purpose,
separate FP equations are defined for each species, describing the time evolution
of the associated particle distribution functions. The model parameters of the FP
equations were set very similarly to the single species model of Gorji et al. [55]. In
particular, a polynomial dependence of particle velocities was chosen for the drift
coefficient. Analogous to the modeling of the single-species FP methods, the FP
equations were not solved directly. Instead, the associated stochastic equations of
motion were solved to simulate the microscopic particle motion. For this purpose,
an algorithm that guarantees conservation of energy and momentum was proposed.

The capability of the method was investigated against the DSMC method in a se-
ries of test cases typical for hypersonic gas flows. An Ar-He mixture was used as the
test gas. As an important result, it can be observed that the method is well suited
to describe non-equilibrium flows. Even in strong non-equilibrium cases, no major
deviations from reference DSMC calculations can be detected. On closer inspection,
the capability of the method depends on the degree of dilution. Deviations from the
DSMC reference simulations increase with increasing Knudsen number. However,
it should be emphasized that important non-equilibrium effects, such as slip effects
in the Couette flow, are predicted. Similarly, the capability of the method depends
strongly on the parameter under study. For example, the FP method predicts the
flow velocity in the the Couette flow well even for high Knudsen numbers. In con-
trast, deviations are observed for shear stresses. Similarly, the FP method accurately
predicts the density distributions for the supersonic Couette flow, while small devia-
tions are again observed for shear stresses. It can be concluded that the performance
of the method generally increases for lower order velocity moments. As another re-
sult, it can be stated that the FP method is able to describe flows in which different
species assume different flow states. For example, the method shows good perfor-
mance for the diffusion test case where species assume very different flow velocities.
This behavior is a result of the modeling approach taken in deriving the FP model.
As described above, each species is assumed to adopt its own distribution function
and FP equation. As a result, species may assume different flow quantities such as
flow velocity or temperature.
Furthermore, it was shown that with the model described here, it is possible to flex-
ibly switch the thermal diffusion effect on or off by simply deleting corresponding
terms from the model. This is an interesting feature of the model, as it allows to
study the influence of thermal diffusion effect by simply performing calculations
with and without this effect. This is not easily possible with, for example, the DSMC
method. In Ch. 8 it will be shown how this feature can be applied in practice.

In order to better understand the significance of the model described in this chap-
ter, it makes sense to take a look at the FP models available in the literature for the
description of gas mixtures. To the best of the author’s knowledge, at the time of
writing this chapter, the model of Gorji et al. [51] was the only one that allowed the
modeling of gas mixtures in the framework of the kinetic FP method. This model
was formulated for binary gas mixtures and adopts the Maxwell molecular model
to model molecular collision processes. Thus, although the model of Gorji et al. [51]
is an important theoretical contribution in modeling gas mixtures with the kinetic
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FP method 3, it is unfortunately unsuitable for many practical applications, since in
practice flows with more than two species are often encountered and the Maxwell
collision model is often not adequate enough to describe interaction of particles. In
contrast, the model of this chapter is formulated for an arbitrary number of species
and is based on the realistic HS molecular model, which probably gives it a clear
advantage for many applications.

Finally, it should be noted that the HS model has been used as standard in the
DSMC method for several decades to describe molecular collision processes [10].
This results in two important advantages for the application of the FP model from
this chapter: On the one hand, model parameters for the HS model are known for
most relevant species due to the many years of application of the HS model in the
DSMC method. These could be easily adopted for a kinetic FP simulation. On the
other hand, the DSMC and FP methods can be coupled very easily, since both meth-
ods are based on the same molecular collision model. Thus, it is trivial to achieve
a consistent physical modeling of both methods, which is mandatory for a coupled
simulation. This is a big advantage compared to many other simulation methods,
where for more complex gases a lot of effort has to be spent to create a consistent
modeling of both methods in coupled simulations [130].

3This model served as a template for the work from this chapter
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Chapter 5

Modeling of variable hard sphere
gas mixtures

In the previous chapter, a FP method was developed to describe gas mixtures based
on the HS collision model. However, the HS collision model is not suitable for de-
scribing many gas species, since it leads for these species to unrealistic transport
coefficients, such as viscosity or thermal conductivity, in the Navier-Stokes limit.
For this reason, as described in Subch. 2.2.4, the more realistic variable hard sphere
(VHS) model [11] was developed.
In this chapter, the previously described HS-FP method is generalized for describing
particle interaction by the VHS collision model. The chapter is structured into three
parts. In Subch. 5.1, the VHS-FP method is constructed. Subchapter 5.2 examines
various test cases to analyze the validity of the model. Finally, Subch. 5.3 presents
the conclusion of this chapter.

Please note that the main parts of this chapter have been published in reference [73].

5.1 Fokker-Planck method for a VHS gas mixture

Similar as described in Ch. 4, the VHS-FP model is constructed based on produc-
tion terms. The calculation of Boltzmann production terms for the VHS model is
a non-trivial task. However, in [64, 109] Boltzmann production terms for binary
gas mixtures, assuming a general molecular interaction potential and a distribution
function according to Grad‘s 13 moment method are evaluated. Appendix D.1 dis-
cusses how these results can be applied to derive Boltzmann production terms for
the VHS collision model and for any number of species.
Due to the similarity of the HS and VHS collision model, both collision models
lead to similar Boltzmann production terms. In particular, VHS production terms
(App.D.13) - (App.D.16) feature the same structure than HS production terms (App.C.1)
- (App.C.4). Only differences are terms VHS[i] (i ∈ {1, 2, 3, 4, 5, 6}), that depend on
the VHS collision parameters. Therefore, the VHS-FP model can be derived sim-
ilar to the HS-FP model that is described in Ch. 4. For clarity, this derivation is
not repeated. Instead, only the final results are presented. In the following, the
terms VHS[i] are marked in red color in order to indicate differences from the HS-FP
model. For the special case of HS molecules, these parameters become one and the
VHS-FP model reproduces the HS-FP model.
For the diffusion coefficient the following expression can be found:

D(α)
|VHS =

10
6

VHS[1]
Ns

∑
β=1

ν
(αβ)
|VHSµ(β)µ(β)

[
kBT(α)

m(α)
+

kBT(β)

m(β)
+

1
3

(
v(α) − v(β)

)2
]

. (5.1)
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The parameter VHS[1] is defined in Eq. (App.D.18) while the frequency ν
(αβ)
|VHS is

given by expression (App.D.17). Note the similar structure of the diffusion coef-
ficient (5.1) and the diffusion coefficient (4.9) for the HS-FP model. For the drift
coefficient, the following ansatz is made:

A(α)
i ≡ −s(α)|VHSc(α)i + K(α)

i|VHS + ψ
(α)
ij|VHSc(α)j + γ

(α)
i|VHS

(
c(α)j c(α)j −

1
n(α)

〈
c(α)j c(α)j | f

(α)
〉)

,

(5.2)
The frequencies s(α)|VHS are given by:

s(α)|VHS =
5
3

VHS[1]
Ns

∑
β=1

ν
(αβ)
|VHSµ(β), (5.3)

while the constants K(α)
i|VHS are defined by:

K(α)
i|VHS = −

Ns

∑
β=1

ν
(αβ)
|VHSµ(β)

[
5
3

VHS[1]
(

u(α)
i − u(β)

i

)
+

1
6θ̂(α)

VHS[2]
(

1
ρ(α)

ĥ(α)i −
1

ρ(β)
ĥ(β)

i

)
︸ ︷︷ ︸

∗

]
.

(5.4)
The parameter VHS[2] is defined in Eq. (App.D.19). Again, note the similarity of the
drift coefficient (5.2) to the drift coefficient of the higher order HS-FP model (4.10).
As described in Subch. 4.3.3, the marked term in expression (5.4) is related to the
thermodiffusion effect. The nine model parameters ψ

(α)
ij|VHS and γ

(α)
i|VHS are chosen,

such that:

P(α)
FP

(
c(α)i c(α)j

)
!
= P(α)

VHS

(
c(α)<i c(α)j>

)
+

1
3

δijP
(α)
VHS

(
c(α)l c(α)l

)
, (5.5)

P(α)
FP

(
c(α)i c(α)c(α)

)
!
= P(α)

VHS

(
c(α)i c(α)c(α)

)
. (5.6)

Since the drift coefficients (5.2) and (4.10) have the same structure, the expres-
sions (5.5) and (5.6) lead to the same system of linear equations as discussed in
App. C.3 for the HS-FP model, only the right-hand production terms need to be
adapted accordingly.
To integrate the corresponding stochastic equations of motion, the same algorithm
as discussed in Subch. 4.2 for the HS-FP model can be used. Simply the right side
of the system of differential equations (App.C.33) needs to be adapted to the VHS
production terms.

5.2 Test cases

In the following subchapter, the proposed method is applied to different test cases.
Simulations are performed for a He-Ar mixture. Collision parameters, that are used
to calculate the quantities (App.D.17) - (App.D.23), are listed in Tab. F.3. For all test
cases, reference DSMC simulations are performed, assuming the same VHS collision
model. For an additional comparison, also simulations assuming an equivalent HS
collision model are performed. Therefore, similar collisions parameters as for the
VHS model are used, but the viscosity exponent is adjusted to ω(αβ) = 0.5. To avoid
different results due to numerical discretization, the same spatial and temporal res-
olution is used for the DSMC and the FP simulations, unless stated otherwise. All
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simulations are performed using the SPARTA code [39] that has been extended by
the proposed FP method.

5.2.1 Supersonic Couette flow

In order to check the performance of the FP method for describing shear stresses,
heat fluxes and the thermodiffusion effect, the supersonic Couette flow is investi-
gated. Therefore, the same simulation setup as described in Subch. 4.3.3 is applied.
Simulations are performed for a Knudsen number of Kn = 0.05 assuming a constant
mole fraction χ(He) = χ(Ar) = 0.5. Figure 5.1 compares FP and DSMC results.
The upper left plot of Fig. 5.1 shows the density distributions of He and Ar along the
simulation domain. As described in Subch. 4.3.3, thermoduffusion induces species
separation. The separation effect is slightly larger for the HS molecule model, indi-
cating a smaller thermal-diffusion ratio [97] for the VHS molecule model.
The upper right graph of Fig. 5.1 shows temperature distributions of He and Ar.
As for the HS-FP method, a significant temperature slip occurs at walls. In addi-
tion, species temperatures are separated, indicating a strong degree of thermal non-
equilibrium. Differences between the HS and the VHS method are only small. In
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particular, the molecular model appears to have little influence on the slip tempera-
ture.
The lower left plot of Fig. 5.1 shows shear stress distributions of He and Ar along the
simulation domain. While shear stresses are nearly constant in the bulk flow, they
adopt a non-constant shape in the boundary layer. As expected, the collision model
strongly influences the shear stress distributions. In particular, the HS model leads
to a smaller shear stress compared to the VHS model.
The lower right graph of Fig. 5.1 shows heat flux distributions of He and Ar along
the simulation domain. In the bulk flow, the heat flux distributions are nearly linear,
while they adopt a non-linear shape in the boundary layer.
In general, very good agreement between VHS-FP results and the reference DSMC
simulations can be found. Species separation in density and temperature distribu-
tions as well as shear stress and heat flux distributions are correctly predicted.

5.2.2 Diffusion flow

In order to check the performance of the method for predicting diffusion phenom-
ena, the one-dimensional diffusion test case is investigated. The same setup as de-
scribed in Subch. 4.3.4 is applied.
Reservoir densities are chosen according to a Knudsen number of Kn = 0.05 assum-
ing a constant mole fraction χ(He) = χ(Ar) = 0.5. Figure 5.2 compares FP and DSMC
results.
The left graph of Fig. 5.2 shows the species density distributions. Interestingly, no
differences between HS and VHS results can be determined which indicates a weak
dependence of the diffusion coefficient on the molecular collision model.
The right side of graph Fig. 5.2 shows the species velocity distributions. Again, there
are only minor differences between different collision models. In general, the FP
model accurately reproduces DSMC results.

5.2.3 Flat plate

In order to check the performance of the method for a more complex test case, a
two-dimensional, hypersonic flow over a flat plate is considered.
The simulation parameters are adopted from the test case that is described in Subch. 3.6.4.
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FIGURE 5.3: Computational domains for the FP simulation of the flat plate test case.

Only the size of the simulation domain in flow direction is adjusted to Lx = 0.6 m,
since the distance between shock wave and plate becomes larger for the He-Ar mix-
ture compared to a pure N2 gas. The mole fraction on the inflow is set to χ

(He)
∞ =

χ
(Ar)
∞ = 0.5. For the DSMC simulation, the grid cells are adapted step wise to the

local mean free path. For the FP simulation, the flow domain is divided into areas
with different grid resolutions, as shown in Fig. 5.3. The domain Σ0 features a mesh
with a cell size of (2.5× 2.5) mm. Note that the grid geometry is arranged to
properly resolve the shock wave structure and the boundary layer. For the FP and
DSMC simulations the same time step size ∆t = 2 · 10−7 s is applied, which resolves
the mean collision time in the stagnation point. The scaling factor FN between the
number of real to simulated molecules is adjusted to obtain a number of 30 particles
per cell and per species in the inflow region. To obtain the final results, averages are
taken every 5 time steps up to a total number of 2400 averages.
Figure 5.4 shows the temperature distributions of He and Ar in the simulation do-
main. For the He species, the shock wave width is larger than for the Ar species.
This effect can be explained by the small mass of the He particles, leading the He
species to adopt a larger mean free path compared to the Ar species, as discussed
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FIGURE 5.4: Temperature distributions of He and Ar for the flat plate test case.
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FIGURE 5.5: Normalized magnitude of diffusion velocity of He and Ar for the flat plate test
case.

in Subch. 2.1.3. The larger mean free path means that a thermal non equilibrium is
reached more quickly, which leads to a larger shock wave width. The FP method
accurately reproduces DSMC results for the He species. The shock wave width as
well as the width of the boundary layer are correctly predicted. For the Ar species,
small deviations between FP and DSMC results can be observed. In particular, devi-
ations occur in the relaxation structure behind the plate.
Figure 5.5 shows the normalized absolute value of the diffusion velocities for He and
Ar in the simulation domain. Due to thermal non-equilibrium, diffusion becomes
dominant in the shock wave and the expansion structure behind the plate. Because
of the large mass ratio m(Ar)/m(He) ≈ 10, the diffusion velocity is much large for
the He species than for the Ar species. The FP method accurately reproduces DSMC
results for both species.
Figure 5.6 shows the mole fractions for He and Ar in the simulation domain. Species
separation occurs in the shock wave, behind the plate and in the boundary layer.

The deviations between FP and DSMC methods described above are to be expected,
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FIGURE 5.6: Distributions of mole fractions of He and Ar for the flat plate test case.
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since the FP method constructed in this chapter is essentially based on the same as-
sumptions as Gorjis cubic model for single species gases (see Subch. 4.1) which has
already shown similar deviations from the DSMC method (see Subch. 3.6.4).

5.3 Summary and conclusion

In this chapter, it was demonstrated how the FP method described in Ch. 4 can be ex-
tended so that molecular interaction is described by the VHS collision model. It can
be seen that due to the algorithmic similarity of the VHS and HS collision models,
the FP model developed in this chapter is very similar to the model in Chap. 4. In
particular, the drift and diffusion coefficients have the same structure and the same
numerical algorithm can be used for the simulation method to calculate the particle
trajectories. In the limiting case, the model from Ch. 4 is included in the model de-
veloped here.

To evaluate the performance of the FP method, two of the test cases discussed in
Subch. 4.3 are repeatedly simulated using the VHS-FP method from this chapter.
Overall, a good performance of the VHS-FP method can be observed. Temperature,
density, heat flux, and shear stress distributions agree well with results from DSMC
calculations. The algorithmic similarity with the HS FP method from Ch. 4 suggests
that the VHS-FP method would also show similar results for the other test cases
studied in Ch. 4.
To investigate the applicability of the VHS-FP method for a more complex super-
sonic flow, a Mach 5 flow around a flat plate was also simulated. Apart from small
deviations, temperature distributions, flow velocities and density distributions of
the different species are predicted well compared to DSMC reference calculations.

To understand the importance of the VHS extensions that are described in this chap-
ter, it makes sense to consider the importance of the VHS collision model for the
DSMC method. Since the VHS model is only slightly more complex compared to
the HS model, but offers one additional model parameter, it has become established
in the DSMC community as a standard for modeling molecular collision processes.
For example, using the Google Schoolar engine [50] shows that the original pub-
lication by Bird [11], in which the VHS model was first introduced, has now been
referenced over 600 times. Accordingly, VHS model parameters for many species
were determined over the last years. By extending the FP model to the VHS colli-
sion model, this large set of model parameters is also available for simulations with
the FP method, which is a great advantage in practice. As another advantage the
VHS-FP model can be coupled very easily with DSMC methods that use the VHS
model. Since for most DSMC users the VHS model is the standard collision model,
this makes the FP method interesting for this large group of potential users.

Finally, this chapter has shown that it is in principle possible to extend the FP method
derived in the last chapter to more complex molecular collision models, as long as
appropriate production terms are known. For example, it would be conceivable to
derive an FP model based on the Lennard-Jones model or other realistic collision
models in a similar way as presented in this chapter. This could greatly expand the
applicability range of the FP method, even in areas of fluid mechanics outside of the
rarefied hypersonic flows that are discussed in this thesis.





101

Chapter 6

Modeling of polyatomic variable
hard sphere gas mixtures

Chapter 3 introduced a kinetic FP method for describing polyatomic gases, while
Ch. 4 and Ch. 5 presented methods for describing gas mixtures within the kinetic FP
approach. The present chapter combines both approaches in order to construct a
method for describing gas mixtures with diatomic species. The method presented in
this chapter features a similar structure compared to the methods described in the
former parts of this thesis. For the sake of clarity, however, some concepts are also
repeated in this chapter.
The structure of this chapter is as follows. Subchapter 6.1 adopts the master equation
approach, that is described in Subch. 3.1, for modeling gas mixtures featuring poly-
atomic species. Subchapter 6.2 discusses the corresponding stochastic processes. In
Subch. 6.3, models for the rate coefficients of the master equation are constructed.
Finally, Subch. 6.4 presents various test cases to check the ability of the proposed
method to simulate typical phenomena that occur in hypersonic flows, such as shock
waves and expansion flows. Finally, Subch. 6.5 presents the conclusion of this chap-
ter.

6.1 Fokker-Planck model

For the following derivations, the statistical state of species α in internal energy state
i is described by the distribution function f (α)i

(
x, v(α), t

)
. A master equation is ap-

plied in order to model the relaxation behavior of internal energies. When using a
similar argumentation as presented in Subch. 3.1, the following governing equation
for the distribution function f (α)i (x, c, t) can be postulated:

∂ f (α)n

∂t
+

∂ f (α)n

∂xi
v(α)i =

S(α)
FP︷ ︸︸ ︷

∂

∂v(α)i

A(α)
i f (α)n +

∂2

∂v(α)k ∂v(α)k

D(α)2

2
f (α)n

+ K(α) ∂2 fn

∂v(α)i ∂v(α)i

+ ∑
j

(
R(α)

jn f (α)j − R(α)
nj f (α)n

)
︸ ︷︷ ︸

S(α)
MA

≡ B(α)
n (6.1)

The reader should note that the definition of the diffusion coefficient in the FP op-
erator in Eq. (6.1) differs from the definition of diffusion coefficients in Eq. (4.1) by a
factor of 1/2 and the square root. The different definition was introduced to regain
consistency with the nomenclature in Ch. 3. Therefore, the species specific diffusion



102 Chapter 6. Modeling of polyatomic variable hard sphere gas mixtures

coefficient D(α)2/2 is defined as in Eq. (5.1), while the and the drift coefficients A(α)
i

is defined as in Eq. (5.2).
The species specific rate coefficients R(α)

ij present model parameters, describing the
relaxation process of internal energies. They are discussed in more detail in Subch. 6.3.
The conservation of mass and momentum can be proven similar as described in
App. B.1 for the single species model. The constant K(α) leads to a modification of
the diffusion coefficient D(α) and is adjusted to ensure energy conservation for the
model. This is discussed in more detail below.

For the single species model, the coefficient K was chosen, so that energy which
leaves an internal mode due to inelastic collisions is transferred to the translational
mode. In a similar way, the species specific coefficient K(α) must be constructed for
the mixture model. However, since a mixture may include many particle species,
it is a-priory not clear in which way energy that leaves the internal modes due to
inelastic collisions is transferred to translational modes of different species. In par-
ticular, for the case that different species adopt very different collision frequencies,
energy might not be distributed evenly across translational modes of all species.
However, since elastic collisions are in general much more frequent than inelastic
collisions, redistribution of translational energy across species is a much faster pro-
cess than transformation of internal energy to translational energy. Therefore, en-
ergy that is transferred from the internal to the translational modes due to inelastic
collisions is rapidly redistributed evenly across all species due to elastic collisions.
In summary, it is therefore justified to assume an even distribution of energy that is
transferred from internal to translational modes. Based on this argumentation, the
coefficient K(α) is constructed below.

In order to ensure conservation of energy, the following expression must be fulfilled:

Ns

∑
α=1

∑
n

∫
B(α)

n

(
1
2

m(α)v(α)v(α) + e(α)n

)
dc(α) = 0. (6.2)

Because of the energy conservation of the VHS mixture model, it holds:

Ns

∑
α=1

∑
n

∫
S(α)

FP m(α)v(α)v(α)dc(α) ≡ 0. (6.3)

Similar to the derivation that is described in App. B.1 for the single species model, it
can be found:

Ns

∑
α=1

3K(α)m(α)n(α) +
Ns

∑
α=1

∑
j

H(α)
j n(α)

j ≡ 0, (6.4)

that must be fulfilled in order to conserve energy. Please note, that H(α)
j is defined

as:

H(α)
j ≡∑

n
R(α)

jn

(
e(α)n − e(α)j

)
. (6.5)



6.2. Stochastic equations of motion 103

The following choice for K(α) satisfies Eq. (6.4):

K(α) = − 1
3m(α)n(α)Ns

Ns

∑
β=1

∑
j

H(β)
j n(β)

j . (6.6)

As in the single species model, H(α)
j is a quantity that only depends on the structure

of the internal energy states. Hence, at the beginning of each simulation a lookup
table of H(α)

j is calculated in order to efficiently evaluate Eq. (6.6).

For the case that the rate coefficients obey the Landau-Teller law (6.14), a simpler
expression for K(α) may be derived. In this case, it can be written:

∑
j

H(β)
j n(β)

j =
n(β)

τ
(β)
int

(
E(β)eq

int − E(β)
int

)
. (6.7)

When combining Eq. (6.7) with Eq. (6.6) it can be found that:

K(α) = − 1
3m(α)n(α)Ns

Ns

∑
β=1

m(β)

τ
(β)
int

(
E(β)eq

int − E(β)
int

)
. (6.8)

As in the single species model, the species specific diffusion coefficients D̃(α) =√
D(α)2 + 2 K(α) that occur in the set of the FP equations (6.1) must be a real number.

This leads to the condition:
K(α) > −D(α)2/2, (6.9)

that must hold for each coefficient. Because of the complexity of the coefficient D(α),
Eq. (6.9) is difficult to prove. However, in numerical practice a violation of Eq. (6.9) is
highly unrealistic, since this would mean that during one time step the entire energy
of the system is transferred to internal modes.

Considering the change of the translation energy of species α with the model de-
scribed above, the following expression can be derived:

dE(α)
tr

dt
= 3K(α)m(α)n(α) = − 1

Ns

Ns

∑
β=1

∑
j

H(β)
j n(β)

j . (6.10)

From this it can be seen that the change in translational energy is the same for all
species. This corresponds to the assumption discussed at the beginning of the sub-
chapter.

6.2 Stochastic equations of motion

Similar as described in Subch. 3.2 for the single species model, Eq. (6.1) can be trans-
lated into a consistent system of stochastic processes.
With a similar argumentation as described in Subch. 3.4.1, the distribution function
can be written as:

f (α)n (x, c, t) = f (α) (x, c, t) · g(α)n (x, t) . (6.11)
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The function f (α) (x, c, t) does not depend on internal energy states, while g(α)n (x, t) is
independent of particle velocities. With a similar calculation as shown in Subch. 3.2,
Eq. (6.1) can be separated into:

d f (α)

dt
=

∂ f (α)

∂t
+

∂ f (α)

∂xi
c(α)i = S(α)

FP +
K(α)2

2
∂2 f (α)

∂v(α)i ∂v(α)i

, (6.12)

dg(α)n

dt
=

∂g(α)n

∂t
+

∂g(α)n

∂xi
c(α)i = ∑

j

(
R(α)

jn g(α)j − R(α)
nj g(α)n

)
. (6.13)

Equation (6.12) is a FP equation in velocity space with diffusion coefficient D̃(α) =√
D(α)2 + 2 K(α). The associated stochastic processes is a diffusion process. Corre-

sponding solution algorithms have been discussed in Subch. 4.2. Equation (6.13) is a
master equation. The associated stochastic process is a jump process . The solution
of the process will be discussed in the following subchapters.

6.3 Models for rate coefficients

The following subchapters present models for the rate coefficients of the master
equation (6.13). The models are constructed similar as for the single species case,
that is described in Ch. 3. For the sake of simplicity, the same temperature T = T(α)

is assumed for all species. This assumption is physically justified if the relaxation
time of internal energy modes is significantly greater than the characteristic relax-
ation time of translational energy modes. Please note, that this is the case for many
realistic relaxation processes [10] .
The models are constructed to obey a Landau-Teller relaxation of internal energies.
Therefore, Eq. (2.51) can be generalized for multi species gases. Since collisions be-
tween any species particle can occur, the following relaxation law for species α is
obtained:

dE(α)
int

dt
=

Ns

∑
β

1

τ
(αβ)
int

(
E(α)eq

int − E(α)
int

)
,

=
1

τ
(α)
int

(
E(α)eq

int − E(α)
int

)
. (6.14)

The parameter τ
(αβ)
int describes the impact of inelastic reactions between α and β par-

ticles to the overall relaxation time τ
(α)
int of species α. Similar to the single species

case, E(α)
int denotes the average internal energy of species α, E(α)eq

int the corresponding

equilibrium energy, τ
(αβ)
int = Z(αβ)

int /ν
(αβ)
coll the internal relaxation time with the mean

collision frequency ν
(αβ)
coll and a relaxation number Z(αβ)

int .

6.3.1 DLT model

As in the single species case, the internal energy structure of a molecule is modeled
as a set of discrete levels of a quantized harmonic oscillator.
Derivations can be made similar as in Subch. 3.3. For this reason only final results
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are presented. Here for the rate coefficients R(α)
ij , it is chosen:

R(α)
ij ≡ R(α)

j ≡
1

τ
(α)
int ·Q(α)

exp
(
−β e(α)j

)
. (6.15)

Here e(α)i = ε(α) i denotes the energy of the i-th internal energy level of a species
α. The species specific spacing between two adjacent energy levels ε(α) = kB θ(α) is
typically expressed by a species-specific characteristic temperature θ(α). Q(α) denotes
a partition function:

Q(α) ≡∑
i

exp
(
−β e(α)i

)
=

1
1− exp

(
−β ε(α)

) . (6.16)

The internal relaxation time 1/τ
(α)
int = ∑Ns

β=1 ν
(αβ)
VHS/Z(αβ)

int is calculated from the equi-

librium mean collision frequency ν
(αβ)
VHS for particles interacting according to the VHS

collision model [10]:

ν
(αβ)
VHS = 4d(αβ)2

ref n(β)

√√√√πkBT(αβ)
ref

m(αβ)
r

(
T

T(αβ)
ref

)1−ω(αβ)

. (6.17)

Here m(αβ)
r =

(
m(α) ·m(β)

)
/
(

m(α) + m(β)
)

denotes the reduced mass. Expression
(6.15) is designed to lead to a Landau-Teller relaxation (6.14) of the total internal
energy E(α)

int = ∑i e(α)i g(α)i . The principle of detailed balance is easy to check for the
model, ensuring a correct prediction of the equilibrium distribution function.
Due to the algorithmic similarity of the rate coefficients (6.15) and (3.26), the result-
ing stochastic equations of motion can be solved in the same way as described in
Alg. 2.

6.3.2 CLT model

In the CLT model, the internal energy structure of a molecule is described as a con-
tinuous scalar. For the continuous rate coefficients it is chosen:

R(e(α), e(α)′) ≡ R(e(α)′) ≡ β

τ
(α)
int

exp(−βe(α)′). (6.18)

As for the discrete case, the rate coefficients (6.18) are designed to lead to a Landau-
Teller relaxation of the total internal energy. The principle of detailed balance is
checked easily.
Due to the algorithmic similarity of the rate coefficients (6.18) and (3.36), the result-
ing stochastic equations of motion can be solved in the same way as described in
Alg. 3.

6.3.3 DLB model

As in the single species case, the DLT and the CLT model are designed to reproduce
a relaxation behavior according to the Landau-Teller law. The relaxation behavior of
internal energy states is not considered. Therefore, the DLB model is constructed to
predict the relaxation behavior of internal energy states according to the quantized
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Larsen-Borgnakke model [6] in combination with the particle selection scheme rep-
resented by Zhang et al. [147].
The rate coefficients for the DLB model are constructed for i < j as follows:

R(α)
ij =

Ns

∑
β=1

n(β)
∫ ∞

c(αβ)
r, min

σ
(αβ)
ij f (c(αβ)

r )c(αβ)
r dc(αβ)

r︸ ︷︷ ︸
R(αβ)

ij

. (6.19)

The rates R(αβ)
ij in expression (6.19) can be calculated similar as for the single species

model. As a result, for i > j follows:

R(α)
ij =

Ns

∑
β=1

nβν
(αβ)
VHS · P

(αβ)
inel · ζ

(αβ)(i, j, T/θ(α)), (6.20)

The rate coefficients for j > i are obtained from the requirement that the principle of
detailed balance is fulfilled:

R(α)
ji =

Ns

∑
β=1

nβν
(αβ)
VHS · P

(αβ)
inel · ζ

(αβ)(i, j, T/θ(α)) · exp(−β(e(α)i − e(α)j )). (6.21)

When using the replacement ω → ω(αβ), the function ζ(αβ)(i, j, T/θ(α)) is defined
similar as in Eq. (3.50). The probability P(αβ)

inel can be derived similar as Eq. (3.48) for
the single species case. Note, that the probabilities Prot,i and Pvib,i in Eq. (3.48) de-
pend in general on the particle species, as described in App. A
Due to the algorithmic similarity of the rate coefficients (6.20) and (3.49), the result-
ing stochastic equations of motion can be solved in the same way as described in
Alg. 4.

6.4 Test cases

In the following subchapters, the performance of the proposed method is investi-
gated for various test cases. Simulations are carried out for a N2-O2 mixture. The
corresponding model parameters are listed in Tab. F.4. While the VHS collision pa-
rameters are adapted from reference [10], the relaxation numbers are not realistic
and only chosen in order to demonstrate the capability of the proposed method.
Relaxation of rotational energies is modeled by the CLT model and the vibrational
relaxation process by the DLT as well as the DLB model.
For reference, DSMC simulations are performed. To be consistent with the FP method,
the same VHS collision model is used for the DSMC simulations. Rotational relax-
ation is described by the continuous Larsen-Borgnakke model [14], while the vibra-
tional relaxation process is modeled by the quantized Larsen-Borgnakke model [6].
The scheme presented by Zhang et al. [147] (see App. A) is applied in order to se-
lect particle pairs for inelastic collisions. To avoid different results due to numerical
discretization, the same spatial and temporal discretization is used for DSMC and
kinetic FP simulations, if not stated otherwise.

All simulations are carried out using the SPARTA code [39], which has been ex-
tended by the proposed FP method.
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6.4.1 Adiabatic heat bath

In order to verify that the proposed models obey the Landau-Teller law, the relax-
ation behavior of internal energies is studied. Therefore, internal energies are ini-
tially set according to an internal temperature which is not equalized with the trans-
lational temperature. Afterwards, relaxation to equilibrium is studied.
Simulations are performed for a homogeneous, adiabatic heat bath. The simulation
boundaries are chosen to be periodic in order to avoid influences of particle-wall
interaction. The species densities are set to n(N2) = n(O2) = 2 · 10191/m3. For each
simulation a single grid cell with 9000 particles is simulated. At the beginning of
each simulation, rotational and vibrational particle energies are set according to a
Boltzmann distribution with T(α)

rot,0 = T(α)
vib,0 = 3000 K. The particle velocities are set

according to a Maxwell distribution with temperature T(α)
0 = 9000 K. Averaging

over 100 simulations is performed for each case, given the unsteady nature of the
problem.
The left part of Fig. 6.1 shows the relaxation behavior of rotational and translational
temperatures. The time is normalized by an average VHS collision time [10] which
is defined by:

1/τ ≡ 4d(N2O2)2
ref

(
n(O2) + n(N2)

)√√√√πkBT(N2O2)
ref

m(N2O2)
r

(
T0

T(N2O2)
ref

)1−ω(N2O2)

. (6.22)

Here m(N2O2)
r denotes the reduced mass of a N2 and O2 particle. In general, good

agreement between FP and DSMC results can be observed. Small deviations in the
translational temperature distributions can only be detected at the beginning of the
relaxation process. Here, the DSMC method predicts a separation of translational
temperatures, while the FP method predicts equal species temperatures. This is due
to the choice of Eq. (6.6) for the coefficient K(α). As described above, this choice leads
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to an even distribution of energy which is transferred from internal to the transla-
tional modes. In contrast, in the DSMC approach different species adopt different
inelastic collision frequencies, which leads to a species-specific energy distribution
that is transferred to translational modes. This effect results in a separation of trans-
lational temperatures as predicted by the DSMC algorithm. However, since the fre-
quency of inelastic collisions is much smaller than the frequency of elastic collisions,
this separation, and also deviations to the FP results, are only small. Here it should
be noted that most realistic relaxation processes tend to have a longer internal relax-
ation time than the test case examined here. It is therefore to be expected that the
observed deviations are irrelevant for most practical cases.
The right graph of Fig. 6.1 shows five different rotational energy distribution func-

tions of O2 over the relaxation process. The times when the distribution functions
are calculated, are marked in the left plot of Fig. 6.1. The equilibrium distribution
f4 is correctly predicted by the FP method. For the non-equilibrium distributions
f1, f2 and f3, the FP method predicts a larger population of high energy states than
the DSMC algorithm. This effect may be explained similar as for the single species
method, discussed in Subch. 3.6.1: The Larsen-Borgnakke model, which is used in
the DSMC algorithm, distributes new internal energy states due to inelastic particle
collisions according to an equilibrium distribution function, with the restriction to
conserve the total collision energy. The FP model also distributes new internal ener-
gies according to an equilibrium distribution function. However, since no collisions
are modeled in the FP algorithm, new internal particle energies are not constrained
by the requirement to obtain a specific total collision energy. Therefore, the CLT
model may populate high energy states faster than the DSMC Larsen-Borgnakke
model.
The left plot of Fig. 6.2 shows the relaxation of vibrational temperatures to equilib-
rium. A separation of translational temperatures, as for the rotational modes, is not
observed. This is due to the large vibrational relaxation times, resulting in small vi-
brational collision frequencies. As a result, energy transfer between vibrational and
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translational modes is so slow, that no significant separation occurs. Good agree-
ment between FP and the DSMC results can be observed. Furthermore, no differ-
ences between the DLT and the DLB model are detectable.
The right plot of Fig. 6.2 exemplary shows the population of the first three vibra-
tional levels of O2 over the relaxation process. While the equilibrium population
at the end of the relaxation process is correctly predicted by both models, the non-
equilibrium populations during the relaxation process are correctly predicted only
by the DLB model. This result is expected, as explained in Subch. 6.3.3.

6.4.2 Spherical expansion flow

The spherical expansion flow is investigated. As described in Subch. 3.6.2, this test
case provides a good example to check the performance of the FP method for de-
scribing expansion effects, such as freezing of internal energies.
The test case is set up as described in Subch. 3.6.2. Due to the low translational
temperatures, the vibrational excitation for this test case is neglected. Rotational
modes are assumed to be fully excited at the inflow boundary. When assuming
thermal equilibrium at the inflow boundary, the species temperatures are given by
T∗(N2) = T∗(O2) = T∗ = 233 K. The inflow number densities are set to n∗(N2) =
n∗(O2) = 0.5n∗ = 0.5 · 2.12 · 1022. The ratio between the number of real to simulated
molecules is adjusted to obtain between 70 and 140 particles per cell and per species.
The left part of Fig. 6.3 shows species specific rotational temperature distributions
and components of the translational mixture temperature along the expansion line.
The inflow boundary is located on the left, the abscissa reveals the distance to the
origin normalized with the distance d∗. At the inflow boundary an equilibrium flow
is assumed, therefore, all temperatures are identical. Already at the beginning of the
expansion process the internal mode of O2 freezes. This effect is caused by small
rotational relaxation numbers Z(O2O2)

rot and Z(O2N2)
rot (see Tab. F.4), which greatly re-

duce the number of inelastic collisions. For that reason, rotational and translational
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temperatures do not equalize during the simulation. The reader should recall, that
the rotational relaxation numbers used are not necessarily realistic, but were only
used to demonstrate the performance of the FP method. For distances greater than
3 · d∗ from the origin, additional deviations between T‖ and T⊥ can be determined,
suggesting an anisotropy of the velocity distribution function. In addition, the ro-
tational mode of N2 becomes frozen. In general, good agreement between FP and
DSMC results can be observed. The FP method correctly predicts the separation pro-
cess of translational and rotational temperatures.
The right part of Fig. 6.3 shows different rotational energy distribution functions f0,
f1 and f2 of O2 along the expansion process. The positions in the flow field where
the distribution functions are evaluated, are marked in the plot side of Fig. 6.3. Very
good agreement between FP and DSMC results can be observed.

6.4.3 One-dimensional flow past a shock wave

A one dimensional flow past a shock wave is investigated. As described in Subch. 3.6.3,
this test case is well suited for investigating the relaxation behavior of internal en-
ergy modes in combination with thermal non-equilibrium effects.
The test case is set up as described in Subch. 3.6.3. In order to apply the piston
boundary condition and the stabilization algorithm, the flow conditions in front
of and downstream the shock wave must be known. Since the vibrational energy
modes are not fully excited for this test case, the heat capacity ratio γ is non-constant
over the shock wave. Hence, the well known Rankine-Hugoniot equations [5] can-
not be applied to link the flow conditions across the shock wave. Instead, the flow
conditions downstream the shock wave are calculated numerically by equating the
conservation equations in front of and behind the shock wave and considering a
temperature dependency of γ:

γ(T) =
n(N2)c(N2)

p (T) + n(O2)c(O2)
p (T)

n(N2)c(N2)
v (T) + n(O2)c(O2)

v (T)
, (6.23)
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with the heat capacities:

c(α)p (T) ≡
(7 + d(α)vib(T))

2
· kB

m(α)
, (6.24)

c(α)v (T) ≡
(5 + d(α)vib(T))

2
· kB

m(α)
. (6.25)

(6.26)

Here f (α)vib (T) denotes the number of excited vibrational degrees of freedom:

d(α)vib(T) = 2
θ(α)/T

exp
(
θ(α)/T

)
− 1

. (6.27)

A shock wave with an upstream Mach number of M = 8 is considered. For the up-
stream densities and temperatures n(N2)

1 = n(O2)
1 = 5 · 1019 1/m3 and T(N2)

1 = T(O2)
1 =

500 K are chosen, leading to a flow speed of v(N2)
1 = v(O2)

1 = 4403.42 m/s. For the
downstream conditions n(N2)

2 = n(O2)
2 = 7.272 · 1020 1/m3, T(N2)

2 = T(O2)
2 = 8363.03 K

and v(N2)
2 = v(O2)

2 = 605.50 m/s are determined. The shock wave is simulated for a
distance of 5 m in streamwise direction. The domain is divided in 2500 equal sized
grid cells in flow direction, which resolves the smallest mean free path in the flow.
The time step size is set to ∆t = 7 · 10−7 s, which resolve the mean collision time be-
hind the shock wave. The ratio between the number of real to simulated molecules
is adjusted to obtain a number of 20 particles per cell and per species in the upstream
area.
The left plot of Fig. 6.4 shows distributions of translational, rotational and vibra-
tional temperature across the shock wave. Since no differences between the DLB and
DLT model for macroscopic temperatures occur, only results of the DLB model are
shown. The x-axis is normalized to the mean free path λ1 in front of the shock wave.
Since only slight differences are found in the distribution of the translational temper-
atures for different species, only the translational temperature for the entire mixture
is shown. Due to the large vibrational relaxation times, the vibrational temperatures
relax only slowly to equilibrium behind the shock wave. In contrast, the rotational
temperatures follow the translational temperature distribution more closely. The N2
species relaxes faster to equilibrium, which is consistent with results obtained above.
In general, very good agreement between FP and DSMC results can be observed.
Only small deviations in the temperature distributions just ahead of the shock wave
are found. Note, that this area features strong thermal non-equilibrium, so that the
validity of the FP method can not be expected.
The right plot of Fig. 6.4 shows the population of the first three vibrational levels of
O2. The upstream and downstream equilibrium populations are correctly predicted
by both FP models. However, only the DLB model is able to correctly predict the
non-equilibrium populations along the relaxation process.

6.4.4 Flow past a perpendicular flat plate

To check the performance of the CLT, DLT and DLB models for a complex test case,
a supersonic, two-dimensional flow over a perpendicular flat plate is considered.
The dimensions of the plate, the inflow conditions and the numerical setup are
adapted from Subch. 3.6.4, while the mole fractions at the inflow are set to χ

(N2)
∞ =
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Result of the DLB model are shown.

χ
(O2)
∞ = 0.5. Two different FP simulations using the DLT and DLB model are per-

formed. For reasons of clarity, only results for the O2 species are shown. It should
be mentioned, that the author also examined results for the N2 species and that they
are of a similar quality as the results for the O2 species.
Figure 6.5 shows distributions of translational, rotational and vibrational tempera-
ture normalized to the inflow temperature T∞ = 500 K. As described in the test cases
above, no differences in temperature distributions can be detected for the DLT and
the DLB model. Hence, only results of the DLB FP calculation are shown in Fig. 6.5.
Small deviations between FP and DSMC results can be observed in the shock wave
structure and in the boundary layer, whereas larger differences occur only in the re-
gion behind the plate. Similar as in the single species case described in Subch. 3.6.4,
these deviations are caused by local thermal non-equilibrium effects, that can not be
captured by the FP algorithm.
Figure 6.6 exemplary shows the population of the first vibrational level. Except of
the region behind the plate, the DLB model accurately reproduces the DSMC results.
For the DLT model deviations to the DSMC results can be detected in the relaxation
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FIGURE 6.6: Population of the first vibrational level of O2.
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behind the shock wave. In particular, the DLT model predicts a slower relaxation
behavior, which is consistent with the results shown Subch. 6.4.3.

6.5 Summary and conclusion

In this chapter, the methods previously developed in Chap. 3 and Chap. 5 have been
combined to develop a FP method suitable for describing gas mixtures with excited
internal energies. Similarly, as described in Chap. 3, the relaxation of the internal
energies was modeled by a master equation and three models, the CLT, DLT, and
DLB model, were developed for the rate coefficients of the master equation. As a
key assumption in the derivation of the method, the energy converted to transla-
tional energy by inelastic collisions is assumed to be uniformly distributed among
all species. This assumption is justified because the relaxation process of internal en-
ergies, and thus the conversion of internal to translational energy, is a much slower
occurring process than the equalization of translational energy between different
species. Comparisons of FP results with DSMC results for a relaxation test case
support this assumption, since only negligible deviations from DSMC reference cal-
culations can be observed.

In order to test the performance of the models, different test cases relevant for hy-
personic flows are investigated. A binary N2-O2 mixture is used as the test gas. For
an isolated shock and expansion flow, the FP results fit well with reference DSMC
calculations. In particular, the relaxation behavior of the internal energies on the
lee side of the shock wave and during expansion is correctly predicted compared to
DSMC. Similarly, the FP method shows good results for a Mach 5 flow around a flat
plate compared to reference DSMC simulations.

The work in this chapter further demonstrated the applicability of the previously
discussed models. On the one hand, it shows that the master equation model from
Ch. 3 is formulated in such a general way that it can also be generalized to several
species. On the other hand, the shock and expansion test cases demonstrate that the
mixture models from Ch. 4 and Ch. 5 also provide good results in such type of flows.

Finally, the reader should note, that this chapter gains importance from the fact that
most real flow problems in hypersonic aerothermodynamics involve gases that fea-
ture both, multiple species and internal energies in non-equilibrium. Combining the
models discussed in the previous chapters to an FP method that can handle gas mix-
tures with internal energies in non-equilibrium is therefore the next logical, but also
necessary step to a kinetic FP method which is applicable in practice. In particular,
to the best of the author’s knowledge, at the time this chapter was written, no other
kinetic FP models had been published that allow simulating gas mixtures with in-
ternal energies in non-equilibrium.
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Chapter 7

Efficiency considerations

The kinetic FP methods presented in Ch. 5 and Ch. 6 have shown that they can re-
produce shock waves, expansion flows and surface interactions in hypersonic flows
compared to DSMC simulations. Therefore, they meet the basic properties to simu-
late hypersonic flows. However, the computational efficiency of the proposed meth-
ods has not yet been examined.
The most computationally intensive part of the kinetic particle algorithm, is the so-
lution of the system of differential equations, as describe in point 4 of Alg. 5. For
that reason, the set of differential equations is linearized in the following chapter.
The resulting linear system of differential equations can be solved very efficiently.
In addition, an efficiency study of the FP methods from Ch. 5 is carried out. Different
strategies for a meaningful application of these methods are discussed.
The structure of the present chapter is as follows. Subchapter 7.1 describes the lin-
earization of the set of differential equations. In Subch. 7.2, test cases are investigated
in order to check the validity of the linear system. Subchapter 7.3 discusses the ef-
ficiency of the proposed FP methods. Finally, Subch. 7.4 presents the conclusion of
this chapter.

7.1 Linear system of evolution equations

In order to calculate the particle trajectories for the methods in Ch. 5 and Ch. 6, the
coupled system of differential equations (App.C.33) must be solved, as described in
point 4 of Alg. 5. In particular, the system must be integrated over a time interval
corresponding to the size of a time step in the FP method. For example, a higher
order Runge Kutta method can be used for this purpose. However, such a solu-
tion can quickly become computational expensive. This is due to the fact that the
system (App.C.33) describes the relaxation of velocity moments over time. This re-
laxation takes place on time scales of the inverse collision frequency 1/ν(αβ) (see also
Eq. (App.D.5)). Accordingly the temporal discretization in the Runge-Kutta method
must be able to resolve this time scale. Hence, for FP time steps much greater than
1/ν(αβ) , many steps in the Runge-Kutta method are necessary, which makes the cal-
culation time-consuming.
In order to avoid this problem, the system (App.C.33) is linearized in the present
subchapter. As a result, a more efficient integration method can be used that is inde-
pendent of the time interval to be integrated and thus also independent of the size
of an FP time step.

The linearization is of course connected with a number of assumptions which are
discussed in the following. The error that is made by the linearization in comparison
to the non-linearized method is also examined for representative test cases.
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All derivations are made for the VHS collision model. In addition, thermodiffu-
sion is neglected. It is worthwhile to mention, that this assumption is not necessary
for the linearization. However, if thermodiffusion is neglected, heat fluxes can be
excluded in the system (App.C.33), since they do not effect the production term
(App.D.13) anymore. As a result, the number of equations that must be handled
becomes smaller, making its solution even faster.
When neglecting thermodiffusion and reformulating system (App.C.33) based on
velocities ĉ(α), it reduces to:

d
dt

u(α)
i = −5

3
VHS[1]

Ns

∑
β=1

ν
(αβ)
|VHSµ(β)

(
u(α)

i − u(β)
i

)
, i ∈ [0, 1, 2], (7.1)

d
dt

θ̂(α) = −10
3

VHS[1]
Ns

∑
β=1

ν
(αβ)
|VHSµ(β)

(
µ(α)θ̂(α) − µ(β)θ̂(β)

)
. (7.2)

Equation (7.1) represents 3 · Ns and Eq. (7.2) Ns differential equations. Equation (7.1)
and Eq. (7.2) are not independent, since the frequencies ν

(αβ)
|VHS depend on the reduced

temperatures θ̂(α). Because this dependency is non-linear, Eq. (7.1) and Eq. (7.2) rep-
resent a non-linear system of differential equations.
To linearize Eq. (7.1) and Eq. (7.2) it is assumed that the frequencies ν

(αβ)
|VHS do not

change with time:

ν
(αβ)
|VHS ≈ ν

(αβ)
|VHS|t=0

= const. . (7.3)

This assumption is not true in general, since the frequencies depend on reduced
temperatures θ̂(α) that change over time. However, for near equilibrium flows, dif-
ferences between species temperatures are small and the approximation is applica-
ble.
As a result, Eq. (7.1) and Eq. (7.2) become independent and linear. In particular,
Eq. (7.1) can be written as:

d
dt

ui = A · ui. (7.4)

Similar, Eq. (7.2) reduces to:

d
dt

θ̂ = B · θ̂. (7.5)

In the equations above, the vectors vi and θ̂ are defined with respect to the particle
species:

ui ≡

u(1)
i

u(2)
i

. . .

 , θ̂ ≡

θ̂(1)

θ̂(2)

. . .

 . (7.6)
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A and B are Ns × Ns matrices. They are given by:

Alm =


−5

3
VHS[1]

Ns

∑
β 6=l

ν
(lβ)
|VHSµ(β), if l = m

5
3

VHS[1]ν(lm)
|VHSµ(m), if l 6= m

, (7.7)

Blm =


−10

3
VHS[1]

Ns

∑
β 6=l

ν
(lβ)
|VHSµ(l)µ(β), if l = m

10
3

VHS[1]ν(lm)
|VHSµ(m)µ(m), if l 6= m

. (7.8)

Equation (7.4) and Eq. (7.5) can be solved by standard methods for solving linear
systems of differential equations. In this thesis, an eigenvalue method is applied [3].
Algorithm 6 schematically summarizes the application of this method for solving
the system Eq. (7.5).

1. Calculate the eigenvalues λB
l and eigenvectors vB

l of B;
2. Construct the solution θ̂ (t) = ∑l clvB

l exp
(
λB

l t
)
;

3. Solve the condition θ̂ (t = 0) = θ̂0 to calculate the constants cl . Here
θ̂0 =

(
θ̂(1),n, θ̂(2),n, . . .

)
denotes the reduced temperatures at the beginning

of the integration step;
4. Evaluate θ̂(1),n+1 =

(
θ̂ (∆t)

)
0, θ̂(2),n+1 =

(
θ̂ (∆t)

)
1, ... ;

Algorithm 6: Solution method for the linear system of Eq. (7.4) and Eq. (7.5).

7.2 Validity considerations

This subchapter studies the validity of the linear integration method that has been
proposed in the previous subchapter. In a first study, the relaxation behavior of a gas
in an adiabatic heat bath is studied. Therefore, not the entire kinetic FP algorithm
is applied. Instead, only solutions of the non-linear system are directly compared
with solutions of the proposed linear system of differential equations. In a second
study, the full linear kinetic FP algorithm is applied to a supersonic Couette flow test
case. In the following, the phrases linear and non-linear kinetic FP refer to a kinetic FP
simulation, where either the linear system of Eq. (7.4) and Eq. (7.5) or the full system
of differential equations is solved.

7.2.1 Relaxation of flow quantities

The relaxation behavior of flow velocity and temperature, as described by the non-
linear system, is compared to the relaxation behavior of the linear system. For this,
the non-linear system (Eq. (7.1) and Eq. (7.2)) and the linear system (Eq. (7.4) and
Eq. (7.5)) are solved with different initial conditions and the result is compared. From
this comparison it can then be deduced how severe the error is that is made by the
linearization described above.
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condition 1 condition 2
u(He),0 100 m/s K 0 m/s
u(Ar),0 -10 m/s 0 m/s
T̂(He),0 300 K 300 K
T̂(Ar),0 300 K 600 K

TABLE 7.1: Initial conditions.

Calculations are performed for a He-Ar mixture. The same model parameters
as described in Tab. F.5 are employed. Two different initial conditions, as described
in Tab. 7.1, are considered, in order to investigate the relaxation process of species
temperatures and diffusion velocities separately. The non-linear system is solved by
a fourth order Runge-Kutta method with adaptive step size control [129], while the
linear system is solved as described in Alg. 6.
The upper left plot of Fig. 7.1 shows the relaxation behavior of the species diffusion
velocities, when applying initial condition 1. In general, very good agreement be-
tween the linear and the non-linear system can be found. In order to further analyze
these results, relative deviations |u(α)

non-linear − u(α)
linear|/|u

(α)
non-linear| between non-linear
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and linear results are shown in the lower left plot of Fig. 7.1. The maximum rel-
ative deviation is observed to be less than 0.2 %. Such small deviations are to be
expected, since initial condition 1 features no temperature separation for different
species. Hence, the species temperatures change only slightly over the relaxation
process and the assumption of constant frequencies ν

(αβ)
|VHS, as assumed when deriv-

ing the linear system, is justified.
The upper right plot of Fig. 7.1 shows the relaxation process of species temperatures,

when applying initial condition 2. Small deviations between the linear and the non-
linear system can be detected. In particular, the non-linear system leads to a faster
relaxation of species temperatures. Relative deviations |T̂(α)

non-linear− T̂(α)
linear|/T̂(α)

non-linear
are shown in the lower right plot of Fig. 7.1. The maximum relative deviation is
around 1 % and larger than for the diffusion velocities. This was to be expected,
since initial condition 2 features a temperature separation for different species. As
a result, temperatures change during the relaxation process and the assumption of
constant frequencies ν

(αβ)
|VHS is invalid.

All in all, a relatively small discrepancy between the results of the linear and non-
linear system can be determined. This suggests that there are no major differences to
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be expected for a full FP simulation either. This is examined in the following chapter.

7.2.2 Supersonic Couette flow

In order to further study the performance of the linear integration algorithm for a
full kinetic FP simulation, the supersonic Couette flow is investigated.
The same test case as described in Subch. 5.2.1 is considered. Two FP simulations,
using the linear and the non-linear integration algorithm, are performed. To be con-
sistent with the linear FP simulation, the non-linear integration is performed without
thermodiffusion.
Figure 7.2 compares linear and non-linear FP results. In general, very good agree-
ment between linear and non-linear FP results are detected. Smaller differences can
be observed only in the species temperature distributions. In particular, separation
of species temperatures is slightly under-predicted by the linear FP algorithm. De-
viations in species temperatures were to be expected, since similar deviations were
observed in the relaxation test case, as described above.

7.3 Efficiency considerations

After constructing a linearized FP method in the last subchapter, this subchapter
examines the computational efficiency of this linearized FP algorithm, as well as the
efficiency of the non-linearized FP method from the previous chapters.
First it should be noted, that due to the algorithmic similarity of the HS FP method
and the VHS FP method, it is expected that both show the same computational ef-
ficiency. In addition, the impact on the computation time when the method from
Ch. 3 is used to describe internal energies has already been discussed in detail in
Subch. 3.7. For these reasons, the present subchapter only discusses the computa-
tional efficiency of the VHS FP method. In particular, the computational effort of the
kinetic VHS FP method is compared to the effort of the DSMC algorithm.
The computational complexity of a kinetic particle method depends on various prop-
erties such as the Knudsen number, the surface geometry or the signal-to-noise ratio
of flow quantities. Hence, a satisfactory efficiency study is a complex task. How-
ever, when using a simple position scheme for the kinetic FP algorithm, as described
by Eq. (2.65), and when moving particles based on a Euler scheme, as describe in
Fig. 2.7, the only algorithmic difference between DSMC and kinetic FP is how parti-
cle velocities are updated.
Due to this strong algorithmic similarity between the two methods, only the com-
putational time for the calculation of the particle velocities will be compared in the
following. This comparison is not performed for a complex test case, but for a simple
heat bath. This heat bath can be understood as a small section of a more "complex"
simulation. As will be discussed below, this allows very general statements to be
made about the relative computational efficiency of DSMC and kinetic FP.

A three-dimensional box with side length of 5 · l is simulated. The box is divided in
5× 5× 5 grid cells featuring a side length of l. Calculations are made for a hypothet-
ical, monatomic N2-O2 mixture. The species temperatures are set to T(α) = 300 K.
The scaling fN is adjusted to obtain 6000 particles in the simulation. Calculations are
performed for 100 time steps using the DSMC algorithm and the kinetic FP method.
Different combinations of time step sizes ∆t and mean free paths λ are simulated,
and for each simulation the time needed to update the particle velocities is stored.
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Variations in the mean free path λ are realized by changing the species densities.
The computing time for kinetic FP and DSMC changes similar when changing ∆t
and 1/λ. Hence, the two dimensional parameter space (∆t, λ) is reduced to a one
dimensional parameter space (∆t · 1/λ). Figure 7.3 shows the resulting computing
time to update particle velocities per particle, per grid cell and per time step for dif-
ferent values of Φ ≡ ∆t/τ · l/λ. Note, that τ denotes the average time, a particle
needs to travel along the cell side length l:

τ ≡ l√
2 kB300 K

m(N2)

. (7.9)

The computational time is normalized with the computing effort which is required
for a DSMC simulation with Φ = 1.
The computational time required to update particles velocities within a DSMC simu-
lation scales linear with Φ. This is due to a linear increase in the number of calculated
particle collisions with increasing time step size ∆t or increasing particle density. The
following scaling law is found for the SPARTA DSMC solver used in this work:

TDSMC (Φ) = 0.954 ·Φ + 0.046. (7.10)

Note, that Eq. (7.10) depends on the particular DSMC implementation. The small
offset in Eq (7.10) is due to algorithmic operations that are performed independently
of the time step size and the particle density, for example the calculation of the num-
ber of required particle collisions.
When using the linear integration algorithm as discussed in Subch. 7.1, the compu-
tational time to update velocities within the kinetic FP algorithm is independent of
Φ. This is because no collisions or any other processes that depend on the time step
size or on the gas density need to be resolved.
When the non-linear integration algorithm is applied, the computational time to up-
date particle velocities within kinetic FP is not independent of Φ. Instead, the com-
putational time increases with increasing Φ and reaches a steady value for Φ ' 20.
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This behavior is due to the integration scheme which is utilized to solve the sys-
tem of differential equations (App.C.33). Therefore, a Runge–Kutta scheme with
adaptive temporal discretization technique [129] is applied. For small values of Φ,
the solution of the system (App.C.33) varies only slightly. Hence, the time required
for the numerical integration is negligible small. When increasing Φ, the solution
starts to change. As a result, the Runge–Kutta scheme uses a small temporal dis-
cretization, which leads to an increasing computational time. For Φ ' 20 a steady
state is reached. Thus, the Runge–Kutta scheme applies a large temporal discretiza-
tion, leading to a time step independent solution for large values of Φ. When ther-
modiffusion is neglected, heat fluxes can be excluded from the non-linear system
(App.C.33), resulting in a simpler system of equation (Eq. (7.1) and Eq. (7.2)). As a
result, the computing time to solve the system reduces.

When comparing the computing effort of kinetic FP with DSMC, two perspectives
are possible. In one perspective, a kinetic FP simulation may be compared with an
under resolved DSMC simulation. 1 This perspective corresponds to the right side of
Fig. 7.3. When increasing Φ, DSMC becomes more computational expansive, while
the effort for kinetic FP stays roughly constant. For a certain value of Φ, a kinetic FP
simulation will be more efficient than a DSMC simulation. As an example, it can be
found TDSMC (Φ) > TFP for Φ > 2.72. Consequently, kinetic FP will be more efficient
than an under resolved DSMC simulation when choosing for example a resolution
of ∆t = τ and l > 2.72λ for both methods.

In a different perspective, a FP simulation may be compared with a well resolved
DSMC simulation. This perspective corresponds to the left side of Fig. 7.3. In this
situation, the DSMC algorithm is less computational expensive than the kinetic FP
algorithm when considering a single grid cell. Nevertheless, kinetic FP holds the
potential to be more efficient than DSMC, since the kinetic FP method must not re-
solve the particle mean free path. Hence, larger grid cell sizes can be used in a FP
simulation than in a DSMC simulation.
For example, traditionally the condition ∆tDSMC = 0.3 τ, lDSMC = 0.3 λ ⇒ Φ = 0.09
is assumed for a very well resolved DSMC simulation. For this condition it can be
found that TFP (Φ) ≈ 20 · TDSMC. Consequently, a kinetic FP simulation would be
more efficient than a very well resolved DSMC simulation, if the kinetic FP simula-
tion uses at least 20 times less grid cells than the DSMC simulation. In a 2-d case, and
assuming a very well resolved DSMC simulation, this could be achieved by using a
cell size of ∆xFP = 1.34λ = 4.47∆xDSMC for the FP simulation. 2

In this case, additional speed up for the kinetic FP algorithm can be expected, due to
two effects which are not represented in Fig. 7.3. Due to the smaller number of simu-
lation cells which are used in the kinetic FP algorithm, a smaller number of particles
can used for the simulation. As a result, computational time which is required to
move the particles and to perform averages is additionally decreased.
When a proper position integration for the kinetic FP algorithm is applied also larger

1 This comparison is justified because, due to the limited computing power available, especially in
the case of large simulations, an at least partially under-resolved DSMC simulation is carried out from
time to time.

2This argumentation is based on the assumption that a reduction in the number of cells and par-
ticles in the FP method leads to a reduction in the time required to calculate the particle velocities to
the same extent. This is a reasonable assumption, since all computational operations are performed
separately for each cell and each particle.
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time step sizes can be used, resulting in an even faster convergence of the simu-
lation. For example, algorithms could be derived that correctly describe not only
the temporal evolution of energy and flow velocities over a time step, but also of
higher-order velocity moments and joint velocity moments. For monatomic gases
such algorithms were derived from Jenny et al. [84] or Gorji et al. [55], for example.

7.4 Summary and conclusion

In this chapter, the computational efficiency of the previously developed kinetic FP
method is assessed. In particular, the computational cost of the VHS-FP method
from Ch. 5, without including internal energy level modeling, is examined, since
the impact due to internal energy level modeling has already been discussed in
Subch. 3.7 3.

In the first part of this chapter, an efficient algorithm for updating the particle ve-
locities for the VHS-FP method is derived. This is achieved by linearizing a system
of differential equations that must be solved for each time step and grid cell for the
VHS-FP method. This linearization makes the computational cost of solving the sys-
tem of differential equations, and hence the cost of the entire FP method, indepen-
dent of the FP time step size. However, some assumptions must be made about the
time evolution of the velocity moments. To investigate the error introduced by these
assumptions, the relaxation behavior of the linearized system is compared with the
relaxation of the original differential equation system. Also, a supersonic Coutte
flow is simulated using the linearized and the original algorithm. For these test
cases, only minor differences are observed between the results of the full and lin-
earized algorithms.

In the second part of this chapter, the computational effort of the kinetic VHS-FP
method is compared with the computational effort of the DSMC method. For the
comparison it is exploited that both methods differ only in the scheme of how the
particle velocities are updated in each time step. This allows a very general com-
parison of the computational effort. For this purpose, a simple heat bath test case is
simulated with both methods for 100 time steps. The computational effort per time
step used by both methods to update the particle velocities is then compared. The
comparison is made for different particle densities and time step sizes. In this way,
the cost of both methods can be estimated for a small, homogeneous computational
domain.
It can be observed that the computational effort of the linearized FP algorithm is in-
dependent of the time step size, while the effort for the original algorithm increases
slightly for time step sizes greater the mean collision time, but becomes constant
again for larger time steps. The latter observation is a result of the Runge-Kutta
solver used to solve the system of differential equations. As expected, the FP method
is less efficient than DSMC when the particle density or the time step size is small.
However, for large time step sizes and particle densities FP becomes more efficient
than DSMC. In addition, FP has the potential to be more efficient than DSMC be-
cause it can use a coarser temporal and spatial numerical resolution. The results can
be used to assess at which numerical resolution the use of the FP method becomes

3In Subch. 3.7, the impact of modeling internal energy levels on the computational time for the one
species cubic FP method was discussed. However, due to the analogous mathematical formulation, it
can be assumed that the same conclusions are valid for the FP models for gas mixtures as well.
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advantageous compared to DSMC. For the specific implementation in this work, it
can be stated that FP becomes more efficient than a well-resolved DSMC simulation
when the grid cell size is at least 1.34 times the mean free path.

Through the efficiency study in this chapter, it could be shown that the kinetic FP
method, from a certain numerical resolution which is only slightly coarser than the
resolution of the DSMC method, computes faster than the DSMC method. There-
fore, in many cases, it makes sense from a computational time perspective to use the
kinetic FP method instead of DSMC. Since it is expected that the kinetic FP method
will directly compete with the DSMC method in many cases, this is an important
result that justifies the model developments of this thesis so far.

The results of this chapter can be used by future users of the FP method to assess
whether it makes sense from the point of view of computing time to work with the
FP method instead of the DSMC method. Of course, the study in this chapter does
not allow an exact statement of how much computing time is saved compared to
the DSMC method, since only the time for calculating the particle velocities is eval-
uated, while many other factors, such as the calculation of the particle positions, are
not taken into account. However, at least a rough estimation can be made, from
which numerical resolution on the FP method can be expected to be more efficient
than DSMC. However, it is to be noted of course that the results from this chapter
refer to a specific implementation of the DSMC and FP method. A potential user
should therefore repeat such a study with his own code if in doubt.
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Chapter 8

Gas expansion into a vacuum
environment

In the latter parts of this thesis, models have been developed to simulate gases with
multiple species and excited internal energies using the kinetic FP method. As de-
scribed in Subch. 1.4, these are Phase 2 studies, i.e., studies in which the feasibility of
such modeling has been demonstrated. In order to construct a simulation method
that is fully functional in practice, it is necessary to conduct additional Phase 3 stud-
ies that further investigate the applicability of the developed models. However, to
provide motivation for such Phase 3 studies, a complex Phase 4 test case is already
simulated in this chapter. It should be clear to the reader, however, that the primary
purpose of the studies from this chapter is to demonstrate the applicability of the
methods developed so far for a complex test case. The investigation of the physical
flow phenomena, on the other hand, is of only secondary importance.

To this end, this chapter applies the previously constructed kinetic FP methods to
numerically reproduce an experimental study of expanding air from an axially sym-
metric orifice into a vacuum environment, that was carried out in the DLR high-
vacuum plume test facility for chemical thrusters (Simulationsanlage Treibstrahlen
Göttingen für chemische Triebwerke / STG-CT) at the German Aerospace Cen-
ter (DLR), Göttingen. Numerical results are compared with experimental measure-
ments of the total reservoir mass flow and experimentally measured angular mass
flux profiles in the far field.
Pelase note, that such a Free jet expansion flow is one of the most basic experimental
test cases that can be used to study physical effects in strong expanding gases. There-
fore, such flows were intensively studied experimentally [67, 127], numerically [88]
and theoretically [134, 66], in recent decades.
The structure of this chapter is as follows. Subchapter 8.1 and Subch. 8.2 describe the
experimental and numerical set up. Results of numerical simulations and compar-
ison with experimental measurements are described in Subch. 8.3. Subchapter 8.4
presents the conclusion of this chapter.

8.1 Test case description and experimental setup

Measurements are performed in the high-vacuum plume test facility Göttingen for
chemical thrusters (STG-CT) at the German Aerospace Center (DLR) in Göttingen
[59]. The STG-CT features a vacuum chamber with a diameter of 1.6 m and a length
of 5 m. The walls of the test section can be cooled to about 4.7 K, employing evap-
orating helium. Consequently, the test section works as a cryogenic pump which is
sufficient to maintain a ratio of reservoir to background pressure of p0/pback > 1010
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FIGURE 8.1: Left: Sketch of axially symmetrical flat-faced orifice. Right: The flow source can
be rotated which leads to different polar angels Φ between the mass spectrometer (probe)

and the flow source.

upto mass fluxes in the order of grams per second which enter the chamber.

The STG-CT was used to study the expansion of a gas from an axisymmetric ori-
fice in a vacuum environment. These experiments were performed as part of a test
of a new mass spectrometer that will be used to measure angular profiles of species-
specific mass fluxes. The original goal of this experiment was to demonstrate the
functionality of the mass spectrometer. However, the measurements are also well
suited to demonstrate the functionality of the numerical models described in the
previous chapters of this thesis.

The gas expands out of a sonic source featuring a flat-faced cylinder, as schemati-
cally drawn in the left part of Fig. 8.1. An axially symmetrical orifice is machined
centrally into the face of the cylindrical shape. The diameter is d∗ = 0.6 mm and
the length of the face is lsource = 0.8 mm. The outer source diameter is given by
dsource = 16.6 mm. A heater assembly is located upstream of the flow source in or-
der to control the reservoir temperature T0 = 284 K, while controlling the reservoir
pressure and keeping it at a constant value of p0 = 11000 Pa. The mass flow rate
ṁexp = 5.814 · 10−6 kg/s is adjusted manually by a dedicated flow controller. Syn-
thetic air with 78.43 % N2, 19.61 % O2 and 1.96 % H2 is used for this study.

The spectrometer is installed in a distance of ldomain = 2 m from the orifice. The
flow source is installed so that it can be rotated in a plane. As a result, the mass spec-
trometer can measure angular profiles, while its position stays constant. The mass
spectrometer provides a signal for each species in the gas. The height of the signal
is proportional to the mass flux of the corresponding species. Using the law of mass
conservation, angular profiles of the species-specific mass fluxes can be calculated
from the mass flow rate through the reservoir.

8.2 Numerical setup

In contrast to the previous chapters of this thesis, only the FP method is used to cal-
culate the expansion. DSMC calculations for comparison are not performed, since
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the calculation of this test case with DSMC was not possible with the available com-
putational resources. This is mainly due to the high particle density in the reservoir,
which makes it necessary to use very small time steps and cell sizes for a DSMC
simulation.
The VHS-FP method for diatomic molecules, as described in Ch. 6, is applied to cal-
culated the test case. Rotational relaxation is modeled by the CLT model while, due
to the low reservoir temperature, vibrational relaxation is neglected. Table F.5 lists
the employed species model parameters. The interspecies model parameters d(ij),
ω(ij), T(ij)

ref and Z(ij)
rot are calculated by simply averaging the species parameters.

The symmetry of the test case is exploited to perform an axially symmetrical sim-
ulation. The upper part of Fig 8.2 shows the structure of the simulation domain
in direct vicinity to the orifice. All walls are assumed to be fully diffusive with a
temperature of Tw = 300 K. For the inflow boundaries, a uniform inflow condition
with vanishing flow velocity, temperature T0 = 284 K and mixture number density

Σ0
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FIGURE 8.2: Setup of the simulation domain in vicinity of the orifice (upper schematic) and
in the far field (lower schematic). Blue and red areas indicate regions with different grid
resolutions. The lower picture shows only a small part of the entire simulation domain. The
red line in the lower picture indicates the zones with different weighting factors. The black
dotted line in the upper picture indicates the plane at which the mass flux is calculated in

order to judge the quality of the grid resolution, as described in Subch. 8.3.1.
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n0 = p0/kB/T0 = 2.81 · 10241/m3 is set. These parameters correspond to the reser-
voir pressure po = 11000 Pa which is experimentally measured. Note, that only a
small part of the entire reservoir is simulated. In Subch. 8.3.2 it is confirmed, that the
size of the simulated reservoir is sufficiently large, so that the assumption of uniform
inflow conditions is justified. Radial weighting factors are used to compensate for
the decreasing number of particles in vicinity of the symmetry line caused by the
assumption of axial symmetry [10].
Since any particle that reaches the far field has to pass the channel, it is of great im-
portance to properly resolve this area of the flow. Therefore, the computational grid
is gradually adapted to the channel boundary as indicated in the upper schematic of
Fig 8.2. The cell size ∆xi in region Σi is given by ∆xi = ∆x0/2i. The initial cell size
∆x0 is estimated in Subch. 8.3.1 by a grid adaptation study.
The lower part of Fig 8.2 shows a small part of the simulation domain in the far
field. Note, that the entire simulation domain features an area of ldomain × ldomain in
the (x, r) space. The outer edges of the simulation domain are formulated as vac-
uum boundary conditions, which means that particles are removed when they hit
these edges. This leads to a free expansion flow, since expanding particles are not
scattered back but removed from the simulation as soon as they reach the edges of
the simulation domain. This assumption seems to be justified, since in STG-CT the
cryogenic test section ensures that expanding particles are not scattered back, but
freeze on the walls of the test section.
As the distance to the orifice increases, the particle density and the number of par-
ticles per cell decreases. Therefore, the grid cells are gradually coarsened with in-
creasing distance to the orifice in order to compensate for the decreasing number of
simulation particles. In addition, cell-specific weighting factors are used. Therefore,
different weighting zones, featuring similar particle weighting factors, are defined.
This zones feature a spherical shape and the weighting factors decrease with in-
creasing distance to the orifice. Hence, particles that move away from the orifice are
cloned as they move across the interface between different weighting zones.
In order to handle large differences in relevant time scales, a local time stepping tech-
nique is applied. For this purpose, the scheme describe by Wu et al. [145] is used,
since it is very stable and allows to define different time steps for any computational
cell. Time steps are estimated based on the Courant-Friedrichs-Lewy (CFL) criterion
[31], which leads to an increasing time step size with increasing distance to the ori-
fice.
Different species weighting factors g(i) are employed, to handle the small portion of
H2 in the mixture. Table F.5 lists the employed weighting factors. These are cho-
sen, so that the number of simulation particles in the reservoir are identical for each
species. Although this is not a mandatory prerequisite for the simulation, it is an
advantage, as it resolves every species equally well in the reservoir.

8.3 Results

8.3.1 Grid convergence study

A grid convergence study is carried out to determine a grid resolution that is fine
enough to sufficiently resolve the flow source.
To save computational time, simulations are not performed for the entire flow do-
main. Instead, only a small region of the flow domain directly around the slit, as
shown in the upper part of Fig. 8.2, is simulated. To justify this assumption, the up-
per part of Fig. 8.4 shows the ratio between flow velocity and thermal velocity of N2.
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FIGURE 8.3: Distribution of mass flux density in x-direction along the channel for different
grid resolutions.

It can be seen that at the outflow from the simulation area the flow velocity of N2
exceeds the thermal velocity by far. Therefore, information flow back to the slit is
very unlikely and the area around the slit can be treated separately from the rest of
the expansion area.
The grid features a structure as described in Subch. 8.2. Four simulation cases with
different cell sizes x0, as shown in Tab. 8.1, are performed. To judge the quality of

case 1 case 2 case 3 case 4
x0 d∗/8 d∗/16 d∗/32 d∗/64

TABLE 8.1: Cell size Σ0 for different simulation cases.

the solution, the mass flux emitted by the flow source is calculated.

Figure 8.3 shows the local mass flux density jx (r) = ρ (r) vx (r) in x-direction along
the radius r of the channel. The plane, where the profile is calculated, is marked
by the black dotted line in the upper schematic of Fig. 8.2. While there are clear
differences in the mass flux distribution in the middle part of the slit between cases
1 and 2 and cases 2 and 3, no such difference can be recognized between cases 3 and
4 anymore. Possible deviations between cases 3 and 4 in the middle part of the slit
are in the order of magnitude of the statistical fluctuations. Very slight deviations
between case 3 and case 4 only occur in the vicinity of the boundary layer. However,
these deviations are considered to be negligibly small for the following calculations.
Therefore, the resolution of case 3 is applied for the following simulations.
The total mass flow for case 3 is ṁnum = 5.674 · 10−6kg/s which leads to a relative

deviation of
∣∣ṁnum − ṁexp

∣∣ /ṁexp = 2.4 % from the experimentally measured value.

8.3.2 Reservoir size

The size of the simulated reservoir must be sufficiently large, so that the assumption
of homogeneous inflow conditions at the reservoir boundaries is justified. In order
to check this requirement, simulations of the flow source are performed as described
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above. The simulation results are then checked for a correct prediction of flow quan-
tities inside of the reservoir.
In the lower right part of Fig. 8.4 contours of the normalized number density n/n0
are plotted. While the number density decreases strongly along the channel, it re-
mains almost constant inside the reservoir.
To further study these results, in the lower left part of Fig. 8.4 the normalized number
density n/n0 and temperature T/T0 along the reservoir are plotted. The tempera-
ture reaches the desired reservoir value, deviation are in the order of magnitude of
statistical fluctuations. In contrast, the computed number density is slightly lower
than the corresponding reservoir value. This result was to be expected: The bound-
ary condition used for the reservoir generates a continuous particle flow based on
a particle density n0 at the inflow surface. In addition, particles that hit the inflow
surface leave the simulation. If the reservoir were closed, such a boundary condition
leads to a reservoir density of n0. However, the reservoir is not closed and particles
can leave the reservoir through the slit, which slightly reduces the reservoir density
compared to the inflow density n0. However, the deviation is assumed to be tolera-
ble small for this test case.
In summary, no non-physical interaction between the inflow boundaries and the
channel flow can be detected. In addition, the reservoir density and temperature
assume the correct values, within the bounds of expectations. Hence, the size of the
simulated reservoir appears to be sufficiently large.
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8.3.3 Numerical considerations

All simulations are performed on the SCART computing cluster [128]. For the cal-
culations of the entire flow field, 80 CPUs were used. The recursive coordinate bi-
sectioning method, which is implemented by default in SPARTA, was used to dis-
tribute the computation evenly across each processor [125]. The calculations were
performed over a period of 11 hours, corresponding to a usage of 880 CPU hours.

The convergence of the simulation was evaluated based on a visual inspection the
flow field and the number of particles in the simulation domain. The variation of
the latter is shown in Fig. 8.5. The periodic pattern in the number of simulation par-
ticles at the beginning of the simulation can be attributed to the processes involved
when initial filling the simulation region with particles. Convergence can be ob-
served from a computation time of 104 time steps. Slight variations in the number
of particles after this time step are due to the stochastic nature of the Monte-Carlo
simulation combined with the use of local weighting factors1. At the end of the cal-
culation, there were approximately 6.7 · 107 particles in the simulation domain.

Final results are calculated as mean value, as described in Sec. 2.2.5. Values that
are used to calculate the averages are gathered from time step 1.5 · 104 every 20 time
steps. In total, the simulation is performed up to time step 3.5 · 104, which corre-
sponds to 1000 values that are used for the final calculation of the mean values.

8.3.4 Comparison with experiments

Figure 8.6 compares experimentally measured and numerically calculated mass flux
distributions versus the polar angle Φ, in a distance of ldomain = 2 m from the source.
The experimental results are normalized with the experimentally measured total
mass flow ṁexp, while numerical results are normalized with the numerically cal-
culated total mass flow ṁnum. Since axial symmetry is assumed for the kinetic FP
calculations, the numerical results are symmetric. Experimental measurements were

1Experience has shown that the use of local weighting factors amplifies the stochastic fluctuations
of flow variables.
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taken for polar angles in a range of −90◦ ≤ Φ ≤ 90◦.
The experimentally measured N2 and O2 mass flux distributions feature a slight
asymmetry. This effect might be caused by an asymmetric orifice, for example,
and can not be reproduced by numerical simulations. Apart from these deviations,
numerical results accurately reproduce experimentally measured N2 and O2 mass
fluxes distributions. Deviations are in the order of magnitude of the statistical noise
of the experimental measurements.
While mass flux distributions of N2 and O2 feature a similar shape, the mass flux
distribution of H2 is more flattened. This is due to the small molecular mass of H2
compared to the molecular masses of N2 and O2. Hence, the H2 particles feature a
larger thermal velocity component, which results in a larger amount of particles that
are scattered away from the direction of expansion. This behavior is predicted by
both, the numerical simulations and the experiments. However, numerical simula-
tions are predicting a slightly more flattened distribution compared to experimental
measurements.
From a numerical perspective, the deviations for the H2 species might have differ-
ent reasons. For example, the particle-wall interaction model or interspecies collision
parameters might be not realistic. On the other side, an unrealistic particle-wall in-
teraction model is expected to influence results for all species and not only for the
H2 species. Wrong interspecies collision parameters would also influence the results
for any species, since these parameters are obtained with a similar technique for all
species [10]. It is therefore unlikely that a wrong particle-wall interaction model or
wrong collision parameters are responsible for the deviation.

From the author’s point of view, the most likely reason for the discrepancy between
numerical and experimental results is the assumption of a free expansion flow that
is made for the numerical simulations. This assumption might not be true for the
experimental measurements.
As described above, experimental measurements were taken in the STG-CT vacuum
chamber. This chamber utilizes a cryogenic test sub-chamber in order to generate
a high vacuum environment. However, gas that freezes on cryogenic surfaces is
expected to evaporate back into the chamber [27]. This effect generates a non-zero
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background-pressure in the test sub-chamber, which is determined by the amount of
particles that evaporate back into the chamber. In general, this evaporation process
is a very complicated, non-steady phenomena. However, when assuming equilib-
rium conditions, the background pressure p(α)back of species α can be approximated by

the species-specific vapor-pressure curve p(α)vp (T) [27]:

p(α)back ≈ p(α)vp (Tw) = p(α)vp (4.7 K) . (8.1)

For the N2 and O2 species, this background pressure is negligible small. In con-
trast, it can become important for the H2 species. For instance, when calculating a
Knudsen number, based on the diameter of the STG-CT test sub-chamber and the
background pressure p(H2)

back , one obtains:

Kn(H2)
STG-CT ≈ 0.1. (8.2)

To calculate this Knudsen number, vapor-pressure data provided by reference [80]
was used. Hence, the test sub-chamber might feature a H2 background gas with a
significant pressure, generated by evaporating ice on the cryogenic surfaces. In par-
ticular, this background gas can not be assumed as free molecular. For this reason,
the background gas could have a significant impact on the expansion behavior of the
H2 species. Since the N2 and O2 species feature a larger mass than the H2 species,
their expansion behavior is influenced much less by the light background gas.
In order to verify this assumption, a numerical calculation of the entire STG-CT test-
section would be required. However, such a comprehensive study lies beyond the
scope of this work.

8.3.5 Impact of thermodiffusion

As described in Ch. 4, it is possible to explicitly neglect thermodiffusion in the pro-
posed kinetic FP methods. This subchapter uses that feature, to investigate the im-
pact of thermodiffusion on the expansion test case described above.
Thermodiffusion always occurs between different species. Figure 8.7 shows the
potential effects of thermodiffusion on a given species caused by another species.
Thermodiffusion between the N2 and O2 species is expected to be negligible small,
since thermodiffusion becomes only relevant between species that feature large dif-
ferences in mass and size. Because the mole fraction of H2 is small for this test case,
the impact of thermodiffusion on N2 and O2, caused by the H2 species, is also ex-
pected to be negligible. Therefore, it is expected that only for H2 species an influence
of thermodiffusion can be detected.
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The simulation results, shown in Fig 8.6, confirm these assumption. Thermodiffu-
sion only influences the H2 species. In particular, it leads to a more flattened dis-
tribution of the mass flux. The following subchapter tries to explain this effect by
analyzing the flow fields, obtained by numerical simulations.

Large differences in the spatial scales of the flow make it difficult to analysis the
entire flow field. For example, the total size ldomain of the simulation domain is
ldomain/d∗ ≈ 3333 times larger than the channel size d∗. However, most of the im-
portant physical processes take place near the flow source. Far from the source, the
low number density leads to a free molecular particle transport, which results in
self-similarities of flow structures.
To clarify this effect, in the left part of Fig. 8.8 contours of the normalized O2 and H2
number densities in the complete far field are plotted. As expected, contours feature
a similar shape at different distances from the source. To investigate this phenomena
in more detail, in the right part of Fig. 8.8 H2, N2 and O2 mole fractions over the polar
angle for different distances from the flow source are plotted. The N2 and O2 mole
fractions do not change for the plotted distances. The distribution of the H2 mole
fraction changes near to the flow source, but stays also constant for distances large
than ≈ 0.1ldomain. Hence, particle-particle and particle-wall collisions, that lead to
a change in the mole fraction must take place in direct vicinity of the flow source.
Therefore, only this area of the flow will be considered in the further analysis.

Thermodiffusion is driven by temperature gradients [97]. In general, the large par-
ticles of the mixture diffuse to cold areas and the small particles to hot areas. For
species that feature a similar temperature, it can be shown, that thermodiffusion
leads to a diffucion velocity, that is proportional to ∇ln (T)[10]:

u(α)
d,thermo ∼ kthermo (α) · ∇ln (T) . (8.3)
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The constant kthermo in Eq. (8.3) depends on the species attributes. To study the im-
pact of thermodiffusion on the H2 species, in Fig. 8.9 the logarithmic mixture tem-
perature distribution in the vicinity of the flow source is plotted. The particle density
in the area Σ2 is small 2, so that mass diffusion effects that occur in this region can
be neglected. Since the area Σ1 is small 3, the average residence time of particles in
this area is short. Because thermodiffusion is a rather slow process, diffusion effects
which occur in this region can also be neglected. In all remaining areas of the flow,
black arrows represent gradients of ln (T), indicating the direction of the diffusion
effect, that is induced by thermodiffusion.
Thermodiffusion contributes to the total mass flux that tends away from the flow
source. As indicated in Fig. 8.9, thermodiffusion reduces the x-component and in-
creases the r-component of this flux. Therefore, H2 particles are driven to larger radii
by the thermodiffusion effect. This results in more flattened distribution of the H2
mass flux when enabling thermodiffusion, as shown in Fig. 8.6.

8.4 Summary and conclusion

In this chapter, the applicability of the kinetic FP method to a complex test case was
demonstrated. For this purpose, the expansion of a gas out of an axially symmet-
ric orifice into a vacuum environment was simulated. A mixture consisting of N2,
O2, and H2 was used as the test gas, with H2 as a trace species. The diameter of
the orifice was 0.6 mm, but an area up to 2 m away from the expansion center was
simulated. Local weighting factors and time steps were used to cope with the large

2 The Knudsen number for the N2 species is around 10−3 at the outlet of the slit, but around 102 at
the outer source wall, as indicated in Fig. 8.9.

3 The area Σ1 feature a dimension of dsource which is 120 times smaller that the distance between
slit and mass spectrometer.
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differences in the relevant time and length scales. Similarly, species-specific weight-
ing factors were used to simulate sufficient numbers of particles for the H2 species.
For the calculation, the VHS-FP model from Ch. 5 was used in conjunction with the
CLT model discussed in Ch. 6 to model rotational energies.
Species-specific mass flux distributions were compared with experimental measure-
ments recorded at the STG-CT vacuum chamber at DLR Göttingen. The comparison
with the experimental measurements shows good results for the mass flux distri-
butions of N2 and O2. For H2, on the other hand, deviations occur, specifically the
numerical simulation predicts larger mass fluxes at high polar angles compared to
the measurements. However, these deviations can be well explained by the finite H2
background pressure in the STG-CT vacuum chamber, which is not modeled by the
numerical simulation.
In addition, the effects of thermodiffusion were investigated by performing simula-
tions without thermodiffusion, as described in Ch. 4. It was observed that thermodif-
fusion affects the expansion behavior of the H2 species. In particular H2 particles are
scattered to larger polar angles due to the thermodiffusion effect during expansion.
This results in numerical results deviating more from experimental measurements
when thermodiffusion is modeled than when thermodiffusion is excluded. It should
be noted, however, that this does not mean that the modeling approach with ther-
modiffusion is less realistic. Rather, thermodiffusion leads to a similar effect on the
expansion as the assumption of a negligible low background pressure in the vacuum
chamber.

In order to be able to classify the results of this chapter, it is important to under-
stand that the numerical calculation of strongly expanding flows is a highly non-
trivial problem. This is because the far field of the expansion usually has to be
computed with DSMC due to strong dilution, while DSMC cannot be used in the
reservoir because the particle density and thus the computational time would be too
large. Therefore, classical approaches couple continuum solvers in the reservoir with
DSMC in the far field [142, 58]. However, such couplings are technically difficult to
implement. This is because the physical models used in the DSMC method must be
adapted to the models used in the continuum method, but also because the interface
between the two methods, due to the fundamentally different modeling approach,
is difficult to handle.

In this chapter, it was shown that such complex expansion flows can be calculated
with relatively little effort using the kinetic FP method. This is due to the fact that
the kinetic FP method could be used to calculate the entire flow field, i.e. for the
reservoir as well as for the far field. Thus, no complex coupling between two dif-
ferent numerical methods had to be performed. This shows that with the kinetic FP
method a powerful tool is given to analyze such strong expansion flows.
At this point it is important to point out that the kinetic FP method is of course not
applicable for arbitrary rarefied gases. However, it is the case that the method pro-
vides the correct solution for the limiting case of small Knudsen numbers as well as
for the limiting case of large Knudsen numbers. Thus, the FP method can be used for
continuum flows as well as for strongly rarefied flows, only in the transition regime
between these two limit cases it loses its validity. For strong expansion flows, the
flow field is essentially determined by regions of very strong dilution and by re-
gions in the continuum, which is why the FP method gives very good results even
without coupling with DSMC. In other cases, where the transition region between
the two limiting cases is more relevant, coupling with the DSMC method probably
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cannot be dispensed with. However, even if this should become necessary, it has
been shown for monatomic FP methods that the kinetic FP method and DSMC can
be coupled very easily due to algorithmic similarity [57, 76]. This is also true for the
FP methods used here, since they have the same algorithmic similarity to the DSMC
method and are based on the same physical models as DSMC.

Furthermore, it could be demonstrated in this chapter that with the developed mod-
els it is possible to investigate the influence of thermodiffusion by systematically
switching off or adding this effect in simulations. Thus, a greater understanding of
the processes in the expansion could be achieved. Such an analysis is not possible
with the DSMC method, because here thermodiffusion can not be easily switched of.

However, the most important conclusion of this chapter is that the methods devel-
oped in this thesis can also be applied to large simulation cases: While all previ-
ous simulations were performed on a local computer with only one computational
core, this calculation was performed on a computational cluster with 80 CPUs over
11 hours. Nevertheless, the calculation ran stable and no unexpected problems oc-
curred, neither for the models for VHS gas mixtures nor for the models for internal
energies. It can be concluded that the developed models can also be used for large-
scale flow cases. This finding may be trivial from the point of view of theoretical
development. However, for many potential users of a numerical method, it is im-
portant to know in advance that the method can not only handle academic test cases,
but can also be applied to large-scale real-world problems. And exactly this could
be shown for the kinetic FP method in this chapter.
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Chapter 9

Conclusion and Outlook

9.1 Summary

In this work, several kinetic FP methods are developed to describe complex
physical phenomena in rarefied hypersonic gasflows. More specifically, FP models
are developed for the treatment of polyatomic molecules as well as for gas mixtures.
All methods are investigated in terms of their computational efficiency and tested
for representative hypersonic gas flows. Finally, a large simulation case is performed
to also demonstrate the suitability of the proposed methods for realistic applications.

The relaxation of internal energies of polyatomic species is modeled by a master
equation. In agreement with the kinetic Fokker-Planck model, the master equation
is not solved directly, but instead the microscopic energy states are simulated by
solving stochastic jump processes. The well-known Gillespie algorithm is used to
solve the jump processes, resulting in a simple solution algorithm. Three different
models for the rate coefficients of the master equation are developed, allowing to
model both continuous and discrete internal energy structures. The models each
describe the relaxation process at different levels of detail: While the CLT and DLT
models lead to a relaxation of the temperatures according to the Landau-Teller law,
the DLB model can describe the relaxation of specific energy levels in accordance
with the well-known Larsen-Borgnakke model.

Gas mixtures are modeled by introducing separate distribution functions and Fokker-
Planck equations for each species. The model parameters of these Fokker-Planck
equations are set very similar to the single species model of Gorji et al. [55]. In
particular, a polynomial dependence on particle velocities was chosen for the drift
coefficients. Analogous to the single-species case, the FP equations were not solved
directly. Instead, the associated stochastic equations of motion were solved to si-
mulate the microscopic particle motion. An algorithm was developed to solve the
equations of motion that guarantees conservation of energy and momentum inde-
pendent of the applied time step size.

The kinetic FP method for gas mixtures has been developed to be consistent with
Grads moment equations for HS particles in the limiting case of small Knudsen num-
bers. Based on this method, another kinetic FP method is constructed but based on
the VHS interaction potential. Due to the similarity of the HS and VHS interaction
potentials, the original HS-FP method needs only minor modification for this pur-
pose. In particular, the HS-FP method is included as a limiting case in the kinetic
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VHS-FP method.

The VHS-FP method for gas mixtures and the model for polyatomic molecules are
combined in order to construct a kinetic FP model that is capable of describing multi
species, polyatomic gases. Similar as for the single species case, three different mod-
els for the rate coefficients of the master equation were constructed. These models
allow to describe the relaxation behavior of continuous, as well as discrete inter-
nal energy states and are consistent with the Landau-Teller equation and the Larsen
Borgnakke model.

Updating particle velocities within the proposed multi species kinetic Fokker-Planck
algorithms requires solving a system of differential equations for each grid cell in
each time step. The system is linearized to increase the efficiency of the particle
algorithm. Errors that can occur due to the assumptions of the linearization are exa-
mined in two representative test cases.

The computational effort of the proposed FP methods is compared with that of the
DSMC algorithm by performing zero-dimensional heat bath calculations with both
methods. Based on this study, it was shown that the proposed kinetic FP methods
are indeed more efficient than DSMC in simulating time and length scales above the
mean free path and mean collision time. Based on these results, different strategies
are derived to efficiently apply the kinetic Fokker-Planck algorithm.

The expansion behavior of synthetic air from an axially symmetric orifice is stu-
died to test the practical applicability of some of the proposed methods. Local time
stepping and local weighting factors are used to handle large differences in spatial
and temporal scales of the test case. The numerical simulations capture several mag-
nitudes of Knudsen numbers, from the high pressure reservoir up to the free mole-
cular far field. Numerical results are compared with experimental measurements
of species-specific mass fluxes that were taken in the DLR high-vacuum plume test
facility for chemical thrusters (STG-CT) at the German Aerospace Center (DLR), Göt-
tingen. For N2 and O2 good agreement between numerical results and experimental
measurements is observed. For H2 differences between measurements and simula-
tion results can be detected. However, these deviations can be explained by the finite
background pressure in the test section of the STG-CT, which is not modeled by the
numerical simulations.

9.2 Conclusion

The modeling of rarefied hypersonic gas flows requires the calculation of flows
where both translational and internal energies are far from the equilibrium state of
the Boltzmann distribution. Since the kinetic FP method has proven to be a powerful
tool for modeling such flows, the extension of this method is discussed in this thesis.
Attention is paid to the modeling of phenomena which are of great importance for
the practical applicability in hypersonic gas flows.

Polyatomic molecules are found in almost all practical applications of hypersonic
aerothermodynamics. Since such flows are usually accompanied by either very high
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temperatures or very low temperatures, rotational and vibrational processes are ei-
ther strongly excited or frozen. Both effects have a great influence on the aerother-
modynamic behavior of the flow. Therefore, this work first investigated how the
combination of the kinetic FP model with a master equation leads to a simulation
method that can describe such excited polyatomic molecules.
Even though the modeling of excited internal energies with the kinetic FP method
has already been discussed in other publications [53, 111, 122], the approach of this
work brings the advantage over these publications that it can be flexibly adapted
to a wide variety of relaxation cases. In particular, by choosing the rate coefficients
of the master equation appropriately, it is possible to tune the model from this the-
sis such that specific internal energy levels relax according to specific specifications.
This was demonstrated by the example of the DLB model, which was constructed
to fit the relaxation behavior of individual energy levels to the Larsen-Borgnakke
model. Because of this flexibility, it is also readily possible, to adjust the model from
this thesis to other DSMC models. This is a major advantage for two reasons: first,
it greatly simplifies the coupling of kinetic FP with DSMC, since both methods use
consistent physical modeling. Second, this approach eliminates the need to design
entirely new models for the FP method when it comes to relaxation of internal ener-
gies. Instead, one of the many DSMC models developed in recent years can simply
be adapted to the FP method.

Another important capability for the practical applicability of the FP method is the
modeling of gases with multiple species. Therefore, a kinetic FP model for the de-
scription of gas mixtures was developed in this thesis. This method is, to the best
of the author’s knowledge, at the time this thesis was written, besides the model of
Gorji et al. [51], the only kinetic FP method which can model gas mixtures. How-
ever, the model of Gorji et al. [51] was defined only for binary gas mixtures and is
based on the less realistic Maxwell molecular model. In contrast, the model from
this thesis is defined for an arbitrary number of species and is based on the realistic
HS model to describe the particle interaction. This is a great advantage because in
practice many flows consist of more than two species. In particular, however, the
use of the HS collision model leads to two further advantages: First, it greatly sim-
plifies a possible coupling with the DSMC method, since the HS model can be easily
implemented there as well. On the other hand, the large pool of HS model parame-
ters, which has accumulated over the many years in which the HS model was used
as a standard in the DSMC method, can be used for simulations with the FP method
from this thesis. In sum, the applicability of kinetic FP is greatly enhanced by the
mutli species model developed in this thesis.

Even though the application of the HS model already has a number of important
advantages, the VHS model has become more widely used in recent years. This is
mainly due to the fact that the VHS model provides an additional model parameter
and can thus be better adapted to the properties of many gases, while being only
slightly more complex than the HS model. Therefore, an FP model for VHS gas mix-
tures was developed, based on the FP model for HS gas mixtures.
In addition to the advantage of having another model parameter, this development
is important for two other reasons: first, the VHS model has become the standard in
the DSMC method since several years. Hence, with the development of a FP method
based on the VHS model, the FP method becomes interesting for all DSMC users,
who couple the DSMC method with continuum methods, e.g. to investigate flows
with local areas with very small Knudsen numbers. This is because such a coupling
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becomes trivial with the VHS FP method described here, since it is based on the same
physical models as DSMC. Second, by extending the FP model to the VHS collision
model, it was shown that it is in principle possible to extend the proposed FP model
to other molecular interaction potentials as long as the corresponding production
terms are known. Accordingly, it would be conceivable, for example, to include
more complex interaction potentials, e.g., the Lennard-Jones potential. This would
significantly increase the applicability of the FP method, even for applications away
from dilute hypersonic flows.

In order to justify the use of the FP methods developed in this thesis in compari-
son to the DSMC method, it is essential to show that the FP methods compute faster
than the DSMC method. This was shown in the context of an efficiency study. Since
a representative, one-dimensional test case was considered in the efficiency study,
another application of this study opens up: future users of the FP method can use
the study to estimate with relatively little effort whether the simulation for a specific
test case can be performed faster with the FP method than with DSMC. Of course,
this statement can only be made for the specific implementations of the DSMC and
FP methods used in this work. However, it should be easy for a potential user to
perform analogous investigations for his own implementations of the DSMC and FP
method.

In order to demonstrate the practical applicability of the developed methods, it is
indispensable to apply the methods at least exemplarily to a large test case, which
goes beyond purely academic investigations in terms of complexity. This seems to
be a trivial investigation from a theoretical point of view, but in practice it has been
shown that many numerical difficulties only arise in large application cases and thus
the applicability of a method can only be finally assessed in such large simulations.
Therefore, a number of the developed methods were applied to a complex expan-
sion test case. It could be shown that no unexpected numerical problems occur and
the good comparison with experimental measurements underlines the quality of the
modeling.

As much as this work has extended the scope of the kinetic FP method, some im-
portant aspects have fallen by the wayside due to time constraints. For example,
in modeling polyatomic molecules, only the energy exchange between rotation and
translation or between rotation and vibration was modeled. In contrast, a direct
energy exchange between rotation and vibration cannot be modeled with the pro-
posed CLT, DLT and DLB models. In a more realistic approach, however, this direct
energy exchange between rotation and vibration could be considered. At this point
it should be noted that such a modeling is also possible with the master equation
model proposed here. In this case, however, the rate coefficients of the models for
vibrational and rotational energies would have to be matched accordingly.

Another important aspect in the description of space-relevant gas flows, which is
not addressed in this thesis, is the modeling of chemically reacting gases. This usua-
lly becomes relevant at very high temperatures, as they occur during re-entry in
front of very fast objects or in the exhaust plume of chemical thrusters. It should
be noted, however, that this work has laid the foundation for future modeling of
chemical reactions using the kinetic FP method by developing FP models for gas
mixtures and excited molecules. This is because chemical reactions always occur in
association with several species, and the modeling of reactions, such as dissociation,
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usually refers to the excited state of a molecule. Both can be modeled in detail with
the approach described in this work.

For the numerical calculation of particle positions and velocities in the FP method,
the simplest conceivable approach was implemented for the models developed in
this thesis. In particular, the particle positions were calculated based on a linear dis-
placement similar to the DSMC method, and a simple Euler method was used for
the integration of the particle velocities. It follows that the time steps should not be
chosen much larger than the mean time between particle collisions, otherwise strong
numerical diffusion is expected. This was not a strong limitation for this thesis, since
the FP method was mainly used for test cases with hypersonic flows. There, the time
step is primarily determined by the need to resolve the large flow velocities, so the
above limitation becomes negligible. For future users, however, this limitation could
lead to serious restrictions in the applicability of the FP method, for example when
simulating the reservoir of a thruster. However, since this limitation is not a funda-
mental problem of the FP method, but only due to the numerical implementation,
it would be useful to develop higher order methods for the integration of particle
motions in the future. For the case of a single species, this has also already been
investigated by various authors [84, 55, 35].

To validate the developed models and to motivate potential users to deal with the
models, representative test cases were simulated at the end of each chapter and some
of the models were also applied to a large test case in Ch. 8. However, due to the fo-
cus of this thesis as a feasibility study, many detailed questions remain about the
applicability of the models. First, there is the question of a parameter space in which
the FP methods are applied with still acceptable errors. For example, for already
established models, such as the Navier-Stokes equations, the Knudsen number is
traditionally used as a parameter to characterize the applicability [5]. Similar analy-
ses would be useful for the methods presented here, as this would greatly facilitate
the question of the applicability of FP methods to a particular test case. Another
question that a potential user might ask is how the methods developed here behave
to other established continuum methods, such as the Navier-Stokes equations or the
R13 equations. Such comparisons could help a potential user decide whether to use
the FP method.
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Appendix A

DSMC

A.1 Particle selection scheme

The particle selection scheme proposed by Zhang et al. [147] determines particles
for inelastic energy exchange in DSMC collisions. The scheme allows only one col-
lision partner to change its internal energy during a collision. This restriction is of
course not correct and the scheme is thus not suitable to model the population of in-
dividual energy states correctly, i.e. in agreement with experimental measurements.
However, if it is not necessary to model the relaxation of individual energy levels,
then the scheme offers some valuable alogrithmic advantages. For example, it can be
easily generalized to describe gas mixtures and it leads to a relaxation of the internal
energies corresponding to the Landau-Teller law.
Figure A.1 illustrates the particle selection process with a particle 1 of species α and a
particle 2 of species β. Once a particle pair is selected for an elastic collision, collision
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FIGURE A.1: Decision tree for selecting particles that experience inelastic energy exchange
during a DSMC collision according to [147]. Particle 1 is of species α, while particle 2 is of

species β. Random numbers Ri ∈ [0, 1] are uniformly distributed.
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partners are sequentially tested for internal energy exchange. When internal energy
exchange takes place, the internal energy of the selected particle and the transla-
tional collision energy is redistributed according to the Larsen-Borgnakke model.
Otherwise, standard DSMC procedures for elastic collisions are performed.
The probabilities in Fig. A.1 are defined as:

Prot,1 = F(α)
rot , (App.A.1)

Prot,2 =
F(β)

rot

1− F(α)
rot

, (App.A.2)

Pvib,1 =
F(α)

vib

1− F(α)
rot − F(β)

rot

, (App.A.3)

Pvib,2 =
F(β)

vib

1− F(α)
rot − F(β)

rot − F(β)
vib

, (App.A.4)

P′rot,2 = F(β)
rot , (App.A.5)

P′rot,1 =
F(α)

rot

1− F(β)
rot

, (App.A.6)

P′vib,2 =
F(β)

vib

1− F(β)
rot − F(α)

rot

, (App.A.7)

P′vib,1 =
F(α)

vib

1− F(β)
rot − F(α)

rot − F(α)
vib

. (App.A.8)

In the following, equations will be only shown for the α species. Equations for the
β species can obtained by simply exchanging indices. Expressions for F(α)

vib and F(α)
rot

are given by:

F(α)
vib = Z(αβ)

vib ·
ξ
(αβ)
t + exp(θ(α)/T)

2 d(α)2vib

d(αβ)
trans

, (App.A.9)

F(α)
rot = Z(αβ)

rot ·
f
(αβ)

t + d(α)rot

d(αβ)

trans

. (App.A.10)

Here d(αβ)
trans = 5 − 2 ω(αβ) denotes the number of the translational degrees of free-

dom during a particle collision according to the VHS interaction model.d(α)vib and d(β)
rot

denote the number of vibrational and rotational degrees of freedom:

d(α)vib =
2θ(α)/T

exp
(
θ(α)/T

)
− 1

, (App.A.11)

d(α)rot = 2. (App.A.12)

Note that θ(α) refers to a species specific characteristic vibrational temperature.
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Appendix B

Internal energies

B.1 Conservation equation

This subchapter proves the conservation equations for the model equation (3.8). As-
suming that the underlying Fokker-Planck operator already satisfies the conserva-
tion equations, the following relationships apply:∫

dcSFP = 0, (App.B.1)∫
dcSFPc = 0, (App.B.2)∫

dcSFPc2 = 0. (App.B.3)

B.1.1 Mass conservation

With the nomenclature introduced in Eq. (3.8), conservation of mass is expressed by
∑n
∫

dcBn = 0. Expanding the integrand, it can be found that:

∑
n

∫
dcBn = ∑

n

( ∫
dcSFP︸ ︷︷ ︸

i

+
∫

dcK
∂ fn

∂vi∂vi︸ ︷︷ ︸
ii

+∑
j

(
Rjn

∫
dc f j − Rnj

∫
dc fn︸ ︷︷ ︸

iii

))
.

(App.B.4)
Expression (i) vanishes because of the mass conservation of SFP. Expression (ii) van-
ishes since K = K (r, t) does not depend on c (see Eq. (App.B.15)). When defining
ni ≡

∫
dc fi, expression (iii) reduced to:

∑
n
(iii) = ∑

nj

(
Rjnnj − Rnjnn

)
= ∑

nj
Rjnnj −∑

nj
Rnjnn = ∑

nj
Rjnnj −∑

nj
Rjnnj = 0.

(App.B.5)
and therefore:

∑
n

∫
dcBn = 0. (App.B.6)
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B.1.2 Momentum conservation

With the nomenclature introduced in Eq. (3.8), conservation of momentum is ex-
pressed by ∑n

∫
dcBnc = 0. Expanding the integrand, it can be found that:

∑
n

∫
dcBnc = ∑

n

( ∫
dcSFPc︸ ︷︷ ︸

i

+
∫

dcK
∂ fn

∂vi∂vi
c︸ ︷︷ ︸

ii

+∑
j

(
Rjn

∫
dc f jc− Rnj

∫
dc fnc︸ ︷︷ ︸

iii

))

(App.B.7)
Expression (i) vanishes since SFP conserves momentum and expression (ii) vanishes
because K = K (r, t) does not depend on c (see Eq. (App.B.15)). Expression (iii)
vanishes after a similar calculation as in B.1.1. Hence, it follows:

∑
n

∫
dcBnc = 0. (App.B.8)

B.1.3 Energy conservation

With the nomenclature introduced in Eq. (3.8), conservation of energy is expressed
by ∑n

∫
dcBn

( 1
2 mv2 + en

)
= 0. Expanding the integrand, it can be found that:

∑
n

∫
dcBn(

1
2

mv2 + en) =

∑
n

( ∫
dcSFP

1
2

mv2︸ ︷︷ ︸
i

+
∫

dcK
∂ fn

∂vi∂vi

1
2

mv2︸ ︷︷ ︸
ii

+∑
j

(
Rjn

∫
dc f j

1
2

mv2 − Rnj

∫
dc fn

1
2

mv2
)

︸ ︷︷ ︸
iii

)
+

∑
n

( ∫
dcSFPen︸ ︷︷ ︸

iv

+
∫

dcK
∂ fn

∂vi∂vi
en︸ ︷︷ ︸

v

+∑
j

(
Rjn

∫
dc f jen − Rnj

∫
dc fnen

)
︸ ︷︷ ︸

vi

)
.

(App.B.9)

Expression (i) vanishes since SFP conserves energy and expression (iii) vanishes after
a similar calculation as in B.1.1. Expression (iv) becomes zero since SFP conserves
mass and expression (v) vanishes because K = K (r, t) does not depend on c. Using
integration by parts and assuming that K does not depend on c, term (ii) reduces to:

(ii) = 3 K m n. (App.B.10)

Applying the definition ∆ejn ≡ en − ej, expression (vi) becomes:

∑
n
(vi) = ∑

nj

(
Rjn

∫
dc f jen − Rnj

∫
dc fnen

)
,

= ∑
nj

(
Rjnnjen − Rnjnnen

)
, (App.B.11)

= ∑
nj

Rjnnjej + ∑
nj

Rjnnj∆ejn −∑
nj

Rnjnnen, (App.B.12)

= ∑
nj

Rjnnj∆ejn,= ∑
j

Hjnj, (App.B.13)



B.2. H-Theorem 149

with:
Hj ≡∑

n
Rjn∆ejn. (App.B.14)

To satisfy the energy conservation, the following expression for the coefficient K
must hold:

K = − 1
3m n ∑

j
Hjnj (r, t) . (App.B.15)

The coefficient K is used in order to describe energy exchange between internal and
translational modes. Hj is a constant that depends only on the energy structure of
the system. Therefore, at the beginning of each simulation a lookup table of Hj is
calculated for efficiently evaluating Eq. (App.B.15). However, for the three proposed
models in Subch. 3.3, a simpler expression for K may be derived. Because all models
are satisfying the Landau-Teller relaxation, term (vi) in Eq. (App.B.9) can be written
as:

∑
n
(vi) =

n
τint

(
Eeq

int − Eint
)

. (App.B.16)

Therefore, it follows that:

K = − 1
3 mτint

(
Eeq

int − Eint
)

. (App.B.17)

B.2 H-Theorem

In this subchapter the H-theorem for the model Eq. (3.8) is proven, under the as-
sumptions that the operator SFP satisfies the H-theorem and that translational veloc-
ities are in equilibrium. The reader should note, that the H-theorem has not been
proven for the cubic FP operator, which is usedthroughout this work. However, the
model Eq. (3.8) could also be constructed with different FP operators that satisfy the
H-theorem, for example the ES-FP model [110, 111].
In the following, the entropy function H(t) is defined as:

H(t) ≡
∫

dc ∑
n

ln( fn) fn. (App.B.18)

Hence, for a homogeneous system, the following relationships must hold:

dH(t)
dt

≤ 0, (App.B.19)

dH(t)
dt

= 0 when f = feq, (App.B.20)

where feq denotes the equilibrium distribution function.

In the following, Eq. (App.B.19) is proven. Let fn be an arbitrary distribution func-
tion. For a homogeneous system it can be found that:

dH(t)
dt

=
∫

dc ∑
n

ln( fn)
d fn

dt
(App.B.21)

=
∫

dc ∑
n

ln( fn)SFP ( fn) +
∫

dc ∑
n

ln( fn)K
∂ fn

∂vi∂vi
+
∫

dc ∑
n

ln( fn)

(
∑

j
Rjn f j − Rnj fn

)
.

(App.B.22)
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As described in Subch. 3.2, fn(c, t) may be written as:

fn(c, t) = gn(t) · f (c, t). (App.B.23)

Hence, it follows:

dH
dt

=
∫

dc ∑
n

ln(gn)SFP ( f ) gn︸ ︷︷ ︸
i

+
∫

dc ∑
n

ln( f )SFP ( f ) gn︸ ︷︷ ︸
ii

+
∫

dc ∑
n

gnln(gn)K
∂ f

∂vi∂vi︸ ︷︷ ︸
iii

+
∫

dc ∑
n

gnln( f )K
∂ f

∂vi∂vi︸ ︷︷ ︸
iv

+
∫

dc f ∑
n

ln(gn)

(
∑

j
Rjngj − Rnjgn

)
︸ ︷︷ ︸

v

+
∫

dc f ∑
n

ln( f )

(
∑

j
Rjngj − Rnjgn

)
︸ ︷︷ ︸

vi

. (App.B.24)

Expression (i), expression (iii) and expression (vi) vanish as described in App. B.1.
Expression (ii) is negative since SFP fulfills the H-theorem. Using Eq. (App.B.15) and
Eq. (App.B.11), for expression (iv) it is found that:

(iv) = −C K =
C

3m ∑
nj

(
Rjngj − Rnjgn

)
εn, (App.B.25)

C =
∫

dc ∑
i

(
∂ f
∂vi

)2 1
f
> 0. (App.B.26)

Next, it is defined that:

geq
n ≡

1
Z

exp
(
− C

3m
en

)
. (App.B.27)

Note that in thermal equilibrium f (c) becomes a Maxwell distribution. Hence,
Eq. (App.B.26) can be evaluated. It follows that geq

n = 1
Z exp(− en

kT ). Thus, geq
n can

be interpreted as a Boltzmann distribution function. Further it is written:

(iv) = −∑
nj

(
Rjngj − Rnjgn

) (
ln
(

geq
n
)
+ ln (Z)

)
. (App.B.28)

It follows:

(iv) + (v) = ∑
nj

(
Rjngj − Rnjgn

) (
ln
(

gn

geq
n

)
− ln (Z)

)
= ∑

nj

(
Rjngj − Rnjgn

)
ln
(

gn

geq
n

)

= ∑
nj

Rjn

(
gjln

(
gn

geq
n

)
− gjln

(
gj

geq
j

))

= ∑
nj

Rjngeq
j

(
gj

geq
j

ln
(

gn

geq
n

)
−

gj

geq
j

ln

(
gj

geq
j

))
= ∑

nj
Rjngeq

j

(
xjln(xn)− xjln(xj)

)
, (App.B.29)
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with xj ≡ gj/geq
j . With the definition of Ψ(x) ≡ xln(x)− x and dΨ(x)

dx = ln(x) it can
be formulated:

(iv) + (v) = ∑
nj

Rjngeq
j

(
xj

dΨ(xn)

dx
− xj

dΨ(xj)

dx

)
. (App.B.30)

Assuming the principle of detailed balance Rjngeq
j = Rnjg

eq
n and for arbitrary num-

bers ψn follows:

∑
nj

Rjngeq
j (ψn − ψj)

= ∑
nj

Rjngeq
j ψn −∑

nj
Rjngeq

j ψj

= ∑
nj

Rjngeq
j ψn −∑

nj
Rnjg

eq
n ψn

= ∑
nj

Rjngeq
j ψn −∑

nj
Rjngeq

j ψn

= 0.

As a result, it can be written:

∑
nj

Rjngeq
j ψn −∑

nj
Rjngeq

j ψj = 0. (App.B.31)

Let now ψn ≡ Ψ(xn)− xn
dΨ(xn)

dx . Then the addition of Eq. (App.B.31) and Eq. (App.B.30)
results in:

(iv) + (v) = ∑
nj

Rjngeq
j

(
xj

dΨ(xn)

dx
− xj

dΨ(xj)

dx
+ Ψ(xn)− xn

dΨ(xn)

dx
−Ψ(xj) + xj

dΨ(xj)

dx

)
(App.B.32)

= ∑
nj

Rjngeq
j

(
(xj − xn)

dΨ(xn)

dx
+ Ψ(xn)−Ψ(xj)

)
(App.B.33)

Ψ(x) is a concave function. Because of geometrical considerations the expression(
(xj − xn)

dΨ(xn)
dx + Ψ(xn)−Ψ(xj)

)
is negative for arbitrary concave functions [92].

Therefore, it follows that:

dH
dt

= (ii) + (iv) + (v) < (iv) + (v) < 0. (App.B.34)

In the following, Eq. (App.B.20) is proven. Let fn be the equilibrium distribution
function. Then gn takes the form of a Boltzmann distribution. Hence, the inter-
nal energy eint in Eq. (App.B.17) equalizes to the equilibrium energy eeq

int leading to
K = 0. Following expression (iv) in Eq. (App.B.24) vanishes. Using Eq. (App.B.15)
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and Eq. (App.B.11), for expression (v) in Eq. (App.B.24) it is found that:

(v) = ∑
nj

(
ln
(

1
Z

)
− en

kBT

) (
Rjngj − Rnjgn

)
(App.B.35)

= − 1
kBT ∑

nj
en
(

Rjngj − Rnjgn
)

︸ ︷︷ ︸
3mK

(App.B.36)

= 0 (App.B.37)

Term (ii) in Eq. (App.B.24) vanishes since SFP fulfills the H-Theorem, hence it follows
that:

dH
dt

= 0. (App.B.38)
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Appendix C

HS mixtures

C.1 HS-Boltzmann production terms

Gupta [63] calculated Boltzmann production terms based on the HS collision model
assuming a distribution function according to Grad’s 13 and 26 moment method[61,
136]. In contrast to Eq. (4.2), Gupta evaluated production terms based on the ther-
mal velocities ĉ(α) as defined in Eq. (2.28). Therefore, in the following, all quantities
marked by .̂ are calculated on the basis of ĉ(α) instead of c(α). In particular, lower
order production terms are given as:

P(α)
Boltz

(
ĉ(α)i

)
= −

Ns

∑
β=1

ν(αβ)µ(β)

[
5
3

ρ(α)
(

u(α)
i − u(β)

i

)
+

1
6θ̂(αβ)

(
ĥ(α)i −

ρ(α)

ρ(β)
ĥ(β)

i

)]
,

(App.C.1)

P(α)
Boltz

(
ĉ(α)ĉ(α)

)
= −

Ns

∑
β=1

ν(αβ)µ(β)

[
10ρ(α)θ̂(αβ)∆θ̂ − 10

3

(
µ(α) − µ(β)

)
ρ(α)u(α)

i u(β)
i

]
,

(App.C.2)

P(α)
Boltz

(
ĉ(α)<i ĉ(α)j>

)
=

Ns

∑
β=1

ναβµ(β)

[
4µ(αβ)

{
σ̂
(α)
ij +

1
3

(
σ̂
(α)
ij −

ρ(α)

ρ(β)
σ̂
(β)
ij

)}

+
10
3

(
µ(α) − µ(β)

)
σ̂
(α)
ij

]
, (App.C.3)

P(α)
Boltz

(
ĉ(α)i ĉ(α)ĉ(α)

)
= −

Ns

∑
β=1

ν(αβ)µ(β)

[
16
3

µ(β)ĥ(α)i + 10
(

µ(α) − µ(β)
)

ĥα
i

+
2
6

µ(β)
(

5 + 27µ(β)
)(

ĥ(α)i −
ρ(α)

ρ(β)
ĥ(β)

i

)

+
10
3

µ(β)
(

5 + µ(β)
)

ρ(α)θ̂(αβ)
(

u(α)
i − u(β)

i

) ]
. (App.C.4)

The quantities µ(α), θ̂(α), θ̂(αβ), ∆θ̂(αβ) and ν(αβ) are defined as:

µ(α) ≡ m(α)

m(α) + m(β)
, (App.C.5)

θ̂(α) ≡ kBT̂(α)

m(α)
, (App.C.6)

θ̂(αβ) ≡ θ̂(α) + θ̂(β)

2
, (App.C.7)
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∆θ̂(αβ) ≡ µ(α)θ̂(α) − µ(β)θ̂(β)

θ̂(αβ)
, (App.C.8)

ĥ(α) ≡ q̂(α) − 5
2

ρ(α)θ̂(α)u(α)
d , (App.C.9)

ν(αβ) ≡ 16
5
√

πn(β)d(αβ)
ref

2√
θ̂(αβ), (App.C.10)

where d(αβ)
ref denotes the reference diameter between species α and β. Note, that d(αβ)

ref
is a model parameter within the HS collision potential.
The production terms Eq. (App.C.1) - Eq. (App.C.4) contain only terms with linear
dependency in the quantities θ̂(α), û(α), ĥ(α), σ̂ij

(α) with the exception of Eq. (App.C.2),

which additionally contains a quadratic term u(α)
i u(β)

i . Since for low Knudsen num-
ber flows only linear terms are relevant, higher order terms are not required for
capturing a correct Navier-Stokes limit. However, the additional term in production
term Eq. (App.C.2) is necessary for deriving a FP model with a positive diffusion
coefficient, as described in Subch. 4.1.1. Using the identities:

ĉ(α) = c(α) + u(α)
d , (App.C.11)

P
(

c(α)i

)
= P

(
ĉ(α)i

)
= 0, (App.C.12)

the production terms can be transformed into a c basis:

P(α)
(

c(α)i

)
= P(α)

(
ĉ(α)i

)
, (App.C.13)

P(α)
(

c(α)c(α)
)
= P(α)

(
ĉ(α)ĉ(α)

)
− 2ud

(α)
i P(α)

(
ĉ(α)i

)
, (App.C.14)

P(α)
(

c(α)<i c(α)j>

)
= P(α)

(
ĉ(α)<i ĉ(α)j>

)
− ud

(α)
<j P(α)

(
ĉ(α)i>

)
− ud

(α)
<i P(α)

(
ĉ(α)j>

)
,

(App.C.15)

P(α)
(

c(α)i c(α)c(α)
)
= P(α)

(
ĉ(α)i ĉ(α)ĉ(α)

)
− 2ud

(α)
j P(α)

(
ĉ(α)i ĉ(α)j

)
+ ud

(α)
j ud

(α)
j P(α)

(
ĉ(α)i

)
− ud

(α)
i P(α)

(
ĉ(α)i ĉ(α)ĉ(α)

)
+ 2ud

(α)
i ud

(α)
j P(α)

(
ĉ(α)j

)
. (App.C.16)

When neglecting the second term in Eq. (App.C.1), Eq. (App.C.14) can be written as:

P(α)
(

c(α)c(α)
)
= −10

Ns

∑
β=1

ν(αβ)µ(β)ρ(α)

[
kB

m(α) + m(β)

(
T(α) − T(β)

)
−µ(β)

3

(
u(α) − u(β)

)2
]

. (App.C.17)

Eq. (App.C.17) is employed in Subch. 4.1.1 for constructing the linear FP operator.
Since Eq. (App.C.17) is only approximately valid, namely exactly when the second
term in Eq. (App.C.1) can be neglected, the linear FP operator does not lead exactly
to the correct production term. The quadratic FP operator, however, described in
Subch. 4.1.2, reproduces the full production term (App.C.14), since here the agree-
ment of the production terms is ensured by solving a linear system of equations.
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C.2 Fokker-Planck production terms

For the FP-operator, production terms can be calculated independently of a distri-
bution function. For the following derivations it is only assumed that D(α) does
not depend on microscopic particle velocities v(α) and that the distribution function
tends to zero for large velocities sufficiently fast:

lim
v(α)i →∞

f (α) = 0, (App.C.18)

lim
v(α)i →∞

∂ f (α)

v(α)i

= 0. (App.C.19)

The meaning of sufficiently fast depends on the production term and will be discussed
later in this subchapter. The following expression can be derived:

P(α)
FP (X) = −m(α)

∫
∂

∂v(α)j

(
f (α)A(α)

j

)
X

︸ ︷︷ ︸
I

d3c(α) + m(α)D(α)
∫

∂2 f (α)

∂v(α)j ∂v(α)j

X

︸ ︷︷ ︸
I I

d3c(α).

(App.C.20)
Term I can be written as:

I =
∂

∂v(α)j

(
f (α)A(α)

j X
)
− ∂X

∂v(α)j

A(α)
j f (α), (App.C.21)

and similar term I I can be written as:

I I =
∂

∂v(α)j

∂ f (α)

∂v(α)j

X

− ∂X

∂v(α)j

∂ f (α)

∂v(α)j

, (App.C.22)

=
∂

∂v(α)j

∂ f (α)

∂v(α)j

X

− ∂

∂v(α)j

 f (α)
∂X

∂v(α)j

+ f (α)
∂2X

∂v(α)j ∂v(α)j

. (App.C.23)

Hence, one obtains:

P(α)
FP (X) = −m(α) f (α)A(α)

j X
∣∣∣∞
−∞

+ m(α)
∫

∂X

∂v(α)j

A(α)
j f (α)d3c(α)

+ m(α)D(α) ∂ f (α)

∂v(α)j

X
∣∣∣∞
−∞
−m(α)D(α) f (α)

∂X

∂v(α)j

∣∣∣∞
−∞

+ m(α)D(α)
∫

f (α)
∂2X

∂v(α)j ∂v(α)j

d3c(α).

(App.C.24)

Assuming that the distribution function and its derivative vanish sufficiently fast for
large velocities, the first, third and fourth term in Eq. (App.C.24) can be neglected.
Sufficiently fast means, that the distribution function vanishes faster for large veloc-
ities than the terms A(α)

j X, X and ∂X/∂v(α)j might increase. This assumption is in

general difficult to prove. However, in this work A(α)
j X, X and ∂X/∂v(α)j feature a

simple polynomial form. In addition, only production terms for low Knudsen num-
ber flows are relevant. Hence, the distribution function:

f (α) ∼ exp
(
−c(α)i c(α)i

)
, (App.C.25)
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can be expand around a Maxwell distribution [63] and features an exponential de-
pendency on microscopic velocities. As a result, the first, third and fourth term in
Eq. (App.C.24) vanish. For the production terms follow:

P(α)
FP (X) = m(α)

〈
∂X

∂v(α)j

A(α)
j

∣∣∣∣∣ f (α)
〉
+ m(α)D(α)

〈
∂X

∂v(α)j ∂v(α)j

∣∣∣∣∣ f (α)
〉

. (App.C.26)

In particular, it can be found that:

P(α)
FP

(
c(α)i

)
= m(α)

〈
A(α)

i

∣∣∣ f (α)〉 , (App.C.27)

P(α)
FP

(
c(α)c(α)

)
= 2m(α)

〈
A(α)

i c(α)i | f
(α)
〉
+ 6 ρ(α)D(α) (App.C.28)

P(α)
FP

(
c(α)i c(α)j

)
= m(α)

〈
A(α)

i c(α)j

∣∣∣ f (α)〉+ m(α)
〈

A(α)
j c(α)i

∣∣∣ f (α)〉
+ 2 δijρ

(α)D(α), (App.C.29)

P(α)
FP

(
c(α)i c(α)c(α)

)
= m(α)

〈
A(α)

i c(α)j c(α)j

∣∣∣ f (α)〉+ 2m(α)
〈

A(α)
j c(α)j c(α)i

∣∣∣ f (α)〉 .

(App.C.30)

C.3 Linear system of equations

The nine model parameters γ
(α)
i and ψ

(α)
ij occurring in the drift coefficient (Eq. (4.10))

of the higher-order model are calculated as solution of a linear system of equations.
Combining Eq. (4.12) with Eq. (App.C.30) results in three linear equations:

K(α)
i

〈
c(α)j c(α)j | f

(α)
〉
+ 2K(α)

j

〈
c(α)i c(α)j | f

(α)
〉
− 3s(α)

〈
c(α)i c(α)j c(α)j | f

(α)
〉

+ ψ
(α)
il

〈
c(α)l c(α)j c(α)j | f

(α)
〉
+ 2ψ

(α)
jl

〈
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(α)
〉

+ γ
(α)
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[ 〈
c(α)l c(α)l c(α)j c(α)j | f

(α)
〉
− 1

n(α)

〈
c(α)l c(α)l | f

(α)
〉 〈

c(α)j c(α)j | f
(α)
〉 ]

+ 2γ
(α)
j

[ 〈
c(α)l c(α)l c(α)j c(α)i | f

(α)
〉
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n(α)

〈
c(α)l c(α)l | f

(α)
〉 〈

c(α)j c(α)i | f
(α)
〉 ]

=
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m(α)
P(α)

Boltz

(
c(α)i c(α)c(α)

)
. (App.C.31)

Combing Eq. (4.11) with Eq. (App.C.29) yields six linear equations:

− 2s(α)
〈

c(α)i c(α)j | f
(α)
〉
+ ψ

(α)
il

〈
c(α)j c(α)l | f
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jl

〈
c(α)i c(α)l | f

(α)
〉

+ γ
(α)
i

〈
c(α)j c(α)l c(α)l | f

(α)
〉
+ γ

(α)
j

〈
c(α)i c(α)l c(α)l | f

(α)
〉
+ 2δijD(α)

=
1

m(α)

(
P(α)

Boltz

(
c(α)<i c(α)j>

)
+

1
3

δijP
(α)
Boltz

(
c(α)c(α)

))
. (App.C.32)

In a kinetic FP simulation, the nine linear equations Eq. (App.C.31) and Eq. (App.C.32)
are solved at each time step and each grid cell, to calculated the model parameters
ψ
(α)
ij and γ

(α)
i .
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C.4 Time evolution of moments

In order to integrate the stochastic equation of motion (Eq. (4.13)), the species veloc-
ities and temperatures at the end of the integration process must be known. When
assuming a homogeneous systems, the rate of change of velocity moments is given
by the production terms [65]. Hence, the system:

d
dt
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Boltz
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1
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(
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1

3n(α)kB
P(α)

Boltz

(
c(α)c(α)
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1
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(
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1
2 P(α)
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(
c(α)1 c(α)c(α)

)
1
2 P(α)

Boltz

(
c(α)2 c(α)c(α)

)


, (App.C.33)

of ordinary differential equations can be deduced for each species. Note, that the
right side of Eq. (App.C.33) depends on all species in the mixture. Hence, Eq. (App.C.33)
defines a system of 7 × Nspecies differential equations, where Nspecies denotes the
number of species. The evolution equations for the heat fluxes are included in
the system Eq. (App.C.33), since the production terms Eq. (App.C.1) also depend
on heat fluxes. When the vector

(
u(α),n, T(α),n, q(α),n

)
is employed as initial condi-

tion, solving of Eq. (App.C.33) yields the species flow velocities and temperatures(
u(α),n+1, T(α),n+1, q(α),n+1

)
at the end of the Fokker-Planck time step.

Within this thesis, the system Eq. (App.C.33) is solved by a fourth order Runge-Kutta
method with adaptive time step size control [129].
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Appendix D

VHS mixtures

D.1 VHS Boltzmann production terms

References [64, 109] calculated linear production terms for binary gas mixtures as-
suming a general interaction potential. These results can be extended to mixtures
with an arbitrary number of species. When reordering the binary terms and sum-
ming them up with respect to the particle species, one obtains:

P(α)
GEN

(
ĉ(α)i

)
= −

Ns

∑
β=1

ν
(αβ)
|gen µ(β)

[
10
3

ρ(α)
(
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Σ2,2
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− 2
θ̂(αβ)

(
5
6

Σ1,1
α,β

Σ2,2
α,β

− 1
3

Σ1,2
α,β

Σ2,2
α,β

)](
ĥ(α)i − ĥ(β)

i

)
, (App.D.1)
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, (App.D.2)
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ĥ(α)i +
20
3

θ̂(αβ)µ(β)
5µ(α)Σ1,1

α,β + 2µβΣ1,2
α,β

Σ2,2
α,β

(
uα

i − uβ
i

)

+
4
3

(
µ(α) − µ(β)

) 15Σ1,1
α,β − 2Σ2,2

α,β

Σ2,2
α,β
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ναα
|genĥ(α)i . (App.D.4)

The collisions frequencies ν
(αβ)
|gen are defined by [63]:

ν
(αβ)
|gen ≡

16
5
√

πn(β)
√

θ̂(αβ)Σ2,2
α,β, (App.D.5)
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and the collision integrals are given by [97]:

Σl,r
α,β ≡

∫ ∞

0
exp

(
−γ2) γ2r+3Q(l)

αβ (γ)dγ, (App.D.6)

with the effective cross sections:

Q(l)
αβ (c) ≡

∫ ∞

0

(
1− coslχ

)
bαβ (c, χ)db. (App.D.7)

The quantity bαβ denotes the impact parameter of a colliding α and β particle, χ is

the deflection angle, γ = c/
(

2
√

θ̂(αβ)
)

a non-dimensional velocity and c the magni-
tude of the relative collision velocity. In the following deviation, production terms
Eq. (App.D.1) - Eq. (App.D.4) are evaluated for the VHS interaction potential.

For the VHS model, the following relationship between impact parameter and de-
flection angle can be found [10]:

bαβ (c, χ) = d(αβ)
ref

(
c(αβ)

ref
c

)ν(αβ)

cos
(χ

2

)

⇔ bαβ (c, χ)db = −1
4

d(αβ)2
ref

(
c(αβ)

ref
c

)2ν(αβ)

sin (χ)dχ, (App.D.8)

with a reference diameter d(αβ)
ref . In practical applications, it is common practice to

express the velocity exponent ν(αβ) and the reference velocity c(αβ)
ref by a viscosity

exponent ω(αβ) and a reference temperature T(αβ)
ref :

ν(αβ) = ω(αβ) − 1
2

, (App.D.9)

c(αβ)2ν(αβ)

ref =
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Γ
(
2− ν(αβ)

) (2kBT(αβ)
ref

m(αβ)
r

)ν(αβ)

, (App.D.10)

where m(αβ)
r denotes the reduced mass of an α and a β particle. Note, that d(αβ)

ref , ω(αβ)

and T(αβ)
ref are model parameters within the VHS collision potential.

Applying Eq. (App.D.8), Eq. (App.D.7) can be evaluated as follows:
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d(αβ)2
ref
4
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c(αβ)

ref
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. (App.D.11)

For the collision integral Eq. (App.D.6) follows:
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α,β =

d(αβ)2
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(
1 + (−1)l
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)

. (App.D.12)
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Hence, the production terms Eq. (App.D.1) - Eq. (App.D.4) can be calculated for the
VHS collision model:
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ĉ(α)i ĉ(α)j

)
= −

Ns

∑
β=1

ν
(αβ)
|VHSµ(β)

[
4µ(β)

{
σ̂
(α)
ij +

1
3

VHS[3]

(
σ̂
(α)
ij −

ρ(α)

ρ(β)
σ̂
(β)
ij

)}
+

10
3

VHS[1]
(

µ(α) − µ(β)
)

σ̂
(α)
ij

]
, (App.D.15)

P(α)
VHS

(
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ĥα
i

+
2
6

µ(β)VHS[4]
(

5 + 27µ(β)
)(
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with the VHS-collision frequencies:
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√
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2√
θ̂(αβ). (App.D.17)

The VHS-scaling parameters are given by:

VHS[1] =3
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, (App.D.20)
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VHS[6] =
1
6

c2ν(αβ)

ref Γ
(

4.5−ω(αβ)
) (

2θ̂(α) + 2θ̂(β)
)0.5−ω(αβ)

. (App.D.23)

Gupta et al. [64] calculated production terms based on the thermal velocities ĉ. Sim-
ilar, as described for the HS model in App. C, the production terms can be trans-
formed into a c basis.
Note, that the VHS production terms Eq. (App.D.13) - Eq. (App.D.16) and the col-
lision frequency Eq. (App.D.17) feature a similar structure than the HS production
terms and frequency described in App. C.1. Differences are only the scaling param-
eters Eq. (App.D.18) - Eq. (App.D.23), which adopt the value 1 in the case of hard
sphere molecules (ω(αβ) = 0.5).
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Appendix E

Expansion flows

E.1 Temperature anisotropy in free molecular expansion

In this subchapter, the formation of an anisotropic temperature distribution due
to free molecular expansion processes is explained using a simple and illustrative
model. For the following explanations, a free molecular transport of particles is con-
sidered. The flow is assumed to feature a vanishing macroscopic velocity, while each
particle exhibits a thermal velocity component.
As shown in Fig. E.1 particles with different velocity vectors can move into a region
G, far away from the expansion axis. Because of the large distance to the expansion
axis, these particles must all have a much larger velocity v⊥ perpendicular to the
direction of expansion, than the velocity v‖ parallel to the direction of expansion.
Consequently the region G includes a large number of particles which all have a
high velocity v⊥ and a much lower velocity v‖. From this it can be concluded that
the thermal velocity c⊥ should also be on average much higher than the thermal
velocity c‖.

G

v‖

v⊥

x

r

inflow

flow direction

FIGURE E.1: Free molecular transport of particles into an area G, at a large distace from the
expansion axis. Only particles with a sufficiently large velocity ratio v⊥/v‖ can reach G.

As a result, the temperature component T⊥, as defined in Eq. (3.76), becomes
large, while the temperature component T‖, as defined in (3.75), becomes small in
this region. Analogous considerations can be made for the case when G is close to
the expansion axis. In this case, the temperature component T‖ becomes large. In
summary, the distribution of T⊥ features its maximum away from the expansion
axis, while the distribution of T‖ features its maximum on the expansion axis.
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Appendix F

Collision parameters

The following tables list model parameters that are used for the numerical studies
in this thesis.

species α species β d(αβ)[10−10m]
He He 2.33
He Ar 3.25
Ar Ar 4.17

TABLE F.1: HS collision parameters for a He-Ar mixture [10].

species θ[K]
N2 3371
O2 2256

TABLE F.2: Vibrational tempera-
tures for N2 and O2.

species α species β d(αβ)[10−10m] ω(αβ) T(αβ)
ref [K]

He He 2.33 0.66 273.15
He Ar 3.25 0.735 273.15
Ar Ar 4.17 0.81 273.15

TABLE F.3: VHS collision parameters for a He-Ar mixture [10].

species α species β d(αβ)[10−10m] ω(αβ) T(αβ)
ref [K] Z(αβ)

rot Z(αβ)
vib

N2 N2 4.17 0.74 273.15 0.05 0.001
N2 O2 4.12 0.755 273.15 0.02 0.002
O2 N2 4.12 0.755 273.15 0.15 0.003
O2 O2 4.07 0.77 273.15 0.2 0.004

TABLE F.4: VHS collision parameters and internal relaxation times for a N2-O2 mixture[10].

species α d(α)[10−10m] ω(α) T(α)
ref [K] Z(α)

rot Z(α)
vib g(i)

N2 4.07 0.74 273.15 0.2 0.02 0.7846
O2 3.96 0.77 273.15 0.2 0.02 0.1961
H2 2.92 0.67 273.15 0.2 0.02 0.0196

TABLE F.5: VHS collsion parameters, internal relaxation times [10] and species specific
weights g(i) for a H2-N2-O2 mixture.
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